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This dissertation investigates algorithms to cope with uncertainty in the input instance in both online worst-case 
and learning-augmented frameworks.  
 
In the first chapter, we develop a new model for Online Joint Replenishment Problem, a key problem in supply 
chain and inventory management. Our model is the first to incorporate both holding and backlog costs, and 
generalizes many online and offline variants of this problem. We design a natural greedy algorithm for this 
problem and show that it is constant competitive against adversarial inputs using a novel dual-fitting analysis. 
 
In chapters two and three, we investigate two fundamental data structures, namely Online List Labeling and 
Incremental Topological Ordering, in the learning-augmented setting and improve the running time of the classical 
algorithms for these problems. By leveraging predictions, we design algorithms that guarantee consistency, 
robustness, and smoothness with respect to predictions—that is, they have the best possible running time under 
perfect predictions, never perform worse than the best-known worst-case methods, and their running time 
degrades smoothly with the prediction error. We develop the general framework of Prediction Decomposition that 
allows us to warm start worst-case algorithms using predictions. 
 
While almost all existing work in algorithms with predictions focuses on point predictions, in the fourth chapter, 
we explore the Binary Search problem using distributional predictions.  We show that this is a richer setting: there 
are simple distributions where using the classical prediction-based algorithm with any single prediction does 
poorly. Motivated by this, the main contribution of this chapter is designing an algorithm whose performance is 
parameterized by a natural distance measure between the predicted and actual input distribution. 
 
For the last three chapters, we demonstrate empirically that predictions, learned from a very small training dataset, 
are sufficient to provide significant speed-ups on real and synthetic datasets. 
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