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Abstract
In this dissertation, I discuss three problems within service operations management: iden-
tifying situational attributes that lead to positive customer outcomes under a Twitter-
based customer service framework; the conditions for finite delay of first-in-first-out mul-
tiserver systems when confronted with integral loads; and the relative performance of
different bargaining mechanisms for a seller of finite perishable inventory, with a further
investigation of the consequences of modeling private information.

First, we consider a large telecommunications company that provides customer support
over Twitter. Using 10 months of service data, we apply model selection techniques
to develop an ordinal logistic regression model assessing the probability that a given
customer service interaction will result in a positive, neutral or negative resolution as
determined by the customer’s sentiment expression. Our model incorporates customer,
service and network explanatory attributes. We find that customers are less likely to
experience a positive final sentiment as time passes, that is, those cases later in the 10
month period studied are less likely to experience positive resolution. This suggests that
there is a drop-off in the likelihood of more positive resolution, but that this effect levels
off. This finding may indicate a shift by the customer service team to harder to resolve
cases as the program matures.

Next, we consider conditions for finite expected delay in FIFO multiserver queues with
integral loads. Scheller-Wolf and Vesilo (2006) find necessary and sufficient conditions
for a finite rth moment of expected delay in a FIFO multiserver queue, assuming a non-
integral load and a service time distribution belonging to class L�1 . Removing the non-
integral load assumption results in a gap between the identified necessary and sufficient
conditions, as discussed by Foss (2009). We decrease the size of this gap through the
application of domain of attraction results. Specifically, we find a stricter necessary
condition for a GI/GI/K-server system with integral ⇢ that is more restrictive than
those in the literature.

Finally, we consider the problem of a seller with a finite supply of perishable inventory.
We consider four price setting mechanisms: seller posted price, buyer posted price, split-
the-difference, and the neutral bargaining solution. We rank the value of these different
mechanisms analytically and numerically in the context of the symmetric uniform trad-
ing problem from the perspective of the seller. While the ordering of the mechanisms
remains the same as compared to the infinite horizon case studied in the literature, we use
a model analogous to the infinite horizon case to find numerically that the relative value
of the split-the-difference mechanism increases when the seller ultimately faces a dead-
line to complete the sales. The split-the-difference mechanism becomes more valuable as
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the ratio of available inventory to time remaining increases because it is more likely to
result in a sale than the seller posted price mechanism. In general, modeling private in-
formation is more challenging for the split-the-difference and neutral bargaining solution
mechanisms than for the two posted price mechanisms. To assess the importance of this
added complication, we quantify the effect of modeling private information when com-
puting the seller’s opportunity cost and find that while private information makes only
a small difference in the neutral bargaining solution case, this modeling choice makes a
large difference in the split-the-difference case when the seller is weak.
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Chapter 1

Introduction

Service operations management is a broad subfield incorporating many different man-
agement problems. In this dissertation, I focus on three: identifying situational at-
tributes that lead to positive customer outcomes under a Twitter-based customer service
framework, the conditions for finite delay of first-in-first-out multiserver systems when
confronted with heavy-tailed service times, and the relative performance of different bar-
gaining mechanisms for a seller of finite perishable inventory, with a further investigation
of the consequences of modeling private information.

Social media sites, including Twitter, provide companies with a unique window into the
minds of their customers, as well as a way to monitor (and influence) their reputation
in real-time. While social media has obvious marketing and brand management applica-
tions, many companies are now branching out into providing customer service directly
through the venues where customers complain. This has the dual advantages of provid-
ing customer service in a customer-chosen outlet while potentially allowing the company
to protect its reputation. However, while elements of traditional customer service have
been studied extensively, the applicability of these elements to new, social media based
forms of customer service is unclear.

In chapter 2, we consider a large telecommunications company that provides customer
support over Twitter. In order to identify which factors are most important for customer
satisfaction when administering customer support over Twitter, we use model selection
techniques on 10 months of service data to develop an ordinal logistic regression model
assessing the probability that a given customer service interaction will result in a positive,
neutral or negative resolution as determined by the customer’s sentiment expression. Our
model incorporates customer, service and network attributes.

1
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We find that customers are less likely to experience a positive final sentiment as time
passes, that is, those cases later in the 10 month period studied are logistically less likely
to experience positive resolution. This suggests that there is a drop-off in the likelihood
of more positive resolution, but that this effect levels off. This finding may indicate a
shift by the customer service team to harder to resolve cases as the program matures.

The noise present in the data suggests that Twitter-based customer service analysis is
not as straightforward as it might seem. While much data is available, difficulties in sen-
timent coding, situation classification heterogeneity and the determination of customer
sentiment from Twitter comments contribute to noise. Advance cooperation in exper-
imental design may alleviate some of these issues, and should be considered in future
work.

Variability has long been the enemy of short wait times, so it is no surprise that heavy-
tailed service times create special challenges for the analysis of queuing systems. Com-
puter network traffic is often heavy-tailed (Willinger et al. [76] empirically demonstrates
self-similarity in LANs), underscoring the importance of meaningful system analysis, but
simulation of heavy-tailed distributions is difficult due to the extreme rarity of extremely
large times (e.g. Nguyen and Robert [57]). Fortunately, in chapter 3 we are able to
extend the analytic conditions for finite expected delay in these systems.

While Scheller-Wolf and Vesilo [67] find necessary and sufficient conditions for a finite
rth moment of expected delay in a FIFO multiserver queue, assuming a non-integral load
and a service time distribution belonging to class L�1 , removing the non-integral load
assumption results in a gap between the identified necessary and sufficient conditions, as
discussed by Foss [27]. Specifically, Scheller-Wolf and Vesilo [67] show that for a FIFO
multiserver queue, the rth moment of expected delay E[D

r

] will be finite if E[S

1+( r

(K�k) )
]

is finite, where S represents the service time distribution, K is the number of servers in
the system, k = b⇢c  k+1  K, k integral and load ⇢ := E[S]/E[T ], with T representing
the interarrival time distribution. This is also a necessary condition if k < ⇢ < k + 1 or
if k + 1 = K, and S 2 L�1 , 1 < � < 1, � = (s� b⇢c+ ↵)/(s� b⇢c, ↵ � 1 (meaning that
E[S] < 1 and if S1, ..., Sm

are i.i.d random variables distributed as S, then E(S

�

) = 1
implies E(min(S1, ..., Sm

)

m�

) = 1.

Through the application of domain of attraction results, we decrease the size of this gap.
Specifically, we find a stricter necessary condition for a GI/GI/K-server system with
integral ⇢ = R: the rth moment of expected delay E[D

r

] will be infinite if E[S

1+( r

↵(K�k) )
]

is infinite, which occurs when the shape parameter of the service time distribution ↵ <

1
2 +

q
1
4 +

r

K�R
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Negotiation is important for both business to business and business to customer sales.
Consider a seller with a finite inventory of perishable goods being visited by a series
of potential buyers. The seller could propose a take-it-or-leave-it price for a unit of
inventory. Alternately, the buyer could propose a take-it-or-leave-it price. Both buyer
and seller could state prices, then “split-the-difference". Finally, the buyer and seller
could engage in a face-to-face negotiation, the result of which can be represented by
Myerson’s [53] neutral bargaining solution (NBS).

In chapter 4, we rank the value of these four different mechanisms analytically and
numerically in the context of Chatterjee and Samuelson’s [15] symmetric uniform trading
problem, from the perspective of the seller. We demonstrate that a seller posted price
always performs at least as well for the seller as the neutral bargaining solution, which
always performs at least as well as a buyer posted price, and that splitting-the-difference
always performs at least as well as a buyer posted price. While this ordering of the
mechanisms remains the same as compared to the infinite horizon case studied in the
literature, we find numerically, in an analogous model, that the relative value of the
split-the-difference (STD) mechanism increases as we move to a situation where the
seller faces a deadline to complete the sales. The higher the ratio of available inventory
to time remaining becomes, the more valuable the STD mechanism becomes, because it is
more likely to result in a sale. While STD lacks the simplicity of a buyer or seller posted
price, it is a relatively easy to implement method for automated bargaining, making this
a practical option for a seller.

Incorporating private information into the model adds an additional layer of complexity.
We quantify the importance of modeling private information when computing the seller’s
opportunity cost under the STD and NBS mechanisms. While using a simplified model
that calculates the seller’s opportunity cost using public information may be an accept-
able approximation for the NBS mechanism, it produces substantially different results
than the private information case when STD mechanism is used by a strong seller.

We proceed first by identifying situational attributes that lead to positive customer
outcomes under a Twitter-based customer service framework in Chapter 2. In Chapter 3,
we find conditions for finite delay of first-in-first-out multiserver systems when confronted
with heavy-tailed service times. In Chapter 4, we assess the relative performance of
different bargaining mechanisms for a seller of finite perishable inventory, with a further
investigation of the consequences of modeling private information. Finally, in Chapter
5, we summarize our findings and avenues for future work.



Chapter 2

Selecting a Model for Twitter-Based
Customer Service Quality Metrics

2.1 Introduction

While elements of traditional customer complaint management have been studied exten-
sively, the applicability of these elements to new, social media based forms of customer
service is still being examined. Many companies monitor social networking sites, includ-
ing Twitter, to gauge public opinion and to identify problems. Other companies, such as
Dell, Whole Foods Market and Jet Blue Airways, go further and use social media based
customer support teams to attempt to assist customers over these media [41]. Advice for
such uses is given in the popular press (for examples please see [34] [31]), but have not
been exhaustively studied. In this work, we hope to identify the driving factors behind
successful Twitter-based customer complaint remediation.

The public nature of social media adds an interesting complication to the conventional
service interaction. Within Twitter, a user has “friends” and “followers.” When a user’s
friend writes a tweet, that user will be able to see the tweet on his homepage. While all
public tweets are viewable by all Twitter users, a user will select friends to assemble a
curated page of tweets that interest him. Similarly, a “follower” is a user that subscribes
to the tweets of another user. Consider figure 2.1. John likes to read the tweets his
friends, Samantha, Nancy and Lady GaGa. Nancy and Ted like to read John’s tweets.
Notice that Nancy is both John’s friend and follower, while other users may be only a
friend or only a follower of a user. Please note that despite the terminology used by
Twitter, a “friend” is not necessarily a mutual designation or indicative of any other
relationship between users.

This chapter is joint work with Sunder Kekre.

4
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Figure 2.1: John’s Twitter network. Messages posted by John’s friends are collected
for him to read. John’s followers read messages posted by John.

This public interaction results in the need for the company to consider its brand image.
Online complaint resolution becomes both necessary and extremely important. Kapland
[41] and Griffin [34] both emphasize the need to respond quickly and appropriately to
both positive and negative comments.

We consider one large telecommunications company. This company has a staff dedicated
to monitoring tweets containing the names of the company or its products. Those tweets
are evaluated and responded to when appropriate. Basic support advice can be provided
this way. For more complicated problems, the support staff can refer a customer to
a URL where they can access additional service assistance. To address the problem
of which metrics are important under this new service regime, we analyzed Twitter
customer service interactions from a period of 10 months. Using half the data set, a
model incorporating customer, service and network attributes was built. The relevant
variables are summarized in Figure 2.2. A test of this new model on the second half
of the data set suggests that cases later in the data set are less likely to have a more
positive resolution, but that this effect levels off. This may be the result of an expansion
of the social media customer service group addressing more complicated cases as time
progresses.

The difficulty in obtaining significant parameter values may stem from experiment design,
but we propose several changes that could be made in future research to ameliorate this
problem.

2.2 Literature

There is a large and varied literature on customer complaint management. One excel-
lent general resource is the book “Complaint Management: The Heart of CRM.” [70]
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Figure 2.2: Service, customer and network attributes included in the model.

While this book does not discuss social media, it does detail most important elements of
complaint resolution, including techniques, analysis and firm improvement.

Before progressing farther, it would be appropriate to consider the numerous benefits of
complaint resolution, beyond merely solving one particular customer’s problem. Adam-
son [2], and Fundin and Bergman [30] discuss the usage of complaint information for
the improvement of company products and services. Complaints offer a window into
customer perception, and insights derived from the valuable feedback can be used to
make the firm more competitive. Berry and Parasuraman [7], Bosch and Enriquez [10],
and Faed [23] each discuss possible systems for the appropriate collection, management
and analysis of the necessary data for this task. One financial consideration is the value
of customer retention. In a pair of papers, Fornell and Wernerfelt [25] [26] model the
customer complaint process and consider the cost of lost customers due to unvoiced com-
plaints. Also within the realm of defensive marketing, Ruyter and Brack [21] note the
legal ramifications of appropriate complaint management for the reduction of liability.

Despite these benefits, not all firms make customer complaint management a priority.
In one study, Gulas and Larsen [35] found that 29.2% of communications (a mixture
of complaints and compliments) sent to a variety of companies were left unanswered.
However, the same study found that this response rate was unrelated to the companies’
returns on investment.

One large opportunity and possible pitfall related to complaint management is the role
of customer word of mouth. Chelminski and Coulter [16] find that customers are more
likely to complain to their friends rather than the company. To make matters worse,
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Casado et al. [11] find that customers who complain to the company and then receive
inadequate service are more likely to both leave the company and complain to friends.

Given the consequences of ignoring or mismanaging customer complaints, many studies
try to identify the characteristics of “good” customer complaint management. Blodgett
and Anderson [9] use survey data from dissatisfied retail customers to explore a customer
complaint Bayesian network model. This model incorporated store loyalty, store type,
a customer’s attitude towards complaining, a customer’s belief about the controllability
of the problem to determine how likely a customer would be to complain, and then how
satisfied the customer would be in his or her problem resolution, and then considered the
word of mouth and future loyalty effects of the result. Interestingly, after successful com-
plaint resolution, newly happy customers exhibited a 46% probability of positive word
of mouth. This result certainly suggests that for our paper, the company faces a great
opportunity to convert Twitter complainers into Twitter promoters. A simpler loyalty
focused model (without WOM effects) is provided by Andreassen [4]. Another loyalty fo-
cused model (also without WOM effects) now incorporating overall customer satisfaction
is provided by McQuilken et al. [51]. Focusing on a deeper level, Davidow [20] provides a
framework clarifying both the current state and proposed future directions of research fo-
cused on the actual mechanics of customer complaint response in the areas of timeliness,
facilitation, redress, apology, credibility, attentiveness and interaction. Chan and Ngai
[14] also focus on the mechanics of the company’s complaint response, although from
the perspective of justice and fairness theory. Finally, reaching into electronic customer
service, Murphy et al. [52] examine company emails used for hotel customer service,
categorizing each e-mail in dimensions of personalization, responsiveness, reliability and
tangibility.

Extending into the online realm, several studies examine how companies should manage
online customer complaints posted in forum-type environments (as opposed to microblog-
ging arenas like Twitter - for an overview of Twitter network characteristics, see Java
et al. [40]). Cho and Fjermestad [17] provide a brief overview of the scant literature
surrounding online complaint management. Cho et al. [18] characterize the nature of
complaints in a variety of online complaint forums. Harrison-Walker [36] performs a sim-
ilar analysis and also considers the customer experience that led to the online posting of a
complaint, with an excellent series of managerial recommendations. Lee and Lee [45] ap-
proach the online forum feedback response issue from a customer trust perspective. Lee
and Song [46] consider the word of mouth implications of customer feedback and com-
pany response on online forums, investigating the risks of defensive, accomodative and no
action strategies by the company. Bach and Kim [6] also look at company response and
management of customer word of mouth in an online forum using a case study compar-
ing one company’s “proactive” approach with another’s “defensive” approach. Branching
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from online forums into social media, Jansen et al. [39] consider WOM implications of
Twitter.

This chapter attempts to span these areas by again examining the actual mechanics
of customer complaint response (as in, which attributes lead to a positive complaint
resolution experience), but within a Twitter-based WOM regime. Ma et al. [48] examine
sentiment change for customers using the same data set as this work. However, while
this chapter focuses on customer, service and network attributes that result in sentiment
change during a firm intervention using ordinal logistic regression, Ma et al. [48] use a
dynamic choice model to consider a customer’s sentiment change over time, influenced
by the sentiments in that customer’s network, with firm intervention as an exogenous
factor. The two approaches use different modeling strategies and different granularities
to answer different questions.

2.3 Data

The complete data set includes 1,149,851 Twitter messages (tweets) collected by a large
telecommunications company between February 13 and December 22, 2010. The tweets
included in the set are all public messages, not private “direct messages”, mentioning
the company or its products by name. The company organized these messages into
12,625 cases. Some tweets were responded to by customer service representatives offering
assistance. Not all tweets were assigned a case, and many cases contain multiple tweets.

2.3.1 Case Selection

Cases varied dramatically in their content. To ensure a basic level of comparability
among important metrics, chosen cases fulfilled the following requirements:

1. The first message in the case was written by a customer (i.e. a profile name other
than that of the company).

2. At least one message in the case was written by the company’s customer support
team.

3. The final message in the case was written by the customer.

4. The customer’s list of friends and followers was publicly accessible at the time of
inquiry.

5. The customer had fewer than 5000 friends and fewer than 5000 followers.
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6. The initial message was posted after the first week of data collection (so that a full
week of background network information is available).

7. The two sentiment coding tools discussed in Section 2.3.2 did not disagree on the
initial and final sentiments expressed by the customer (i.e. one tool did not code the
initial sentiment as “positive” while the other indicated that it was “negative”)

8. The company responded to each customer message in the case within one week, on
average.

The first two conditions make sure that the examined cases follow a pattern of customer
complaint then customer service response. These conditions are necessary, as many in-
cluded cases either do not include a customer service exchange, or include an exchange
in a format impractical to analyze (such as an exchange initiated by customer service).
The third condition is necessary to allow us to determine the ultimate outcome of the
exchange. We are interested in the ultimate outcome of the interaction, so this final
customer sentiment is needed. The fourth, fifth and sixth conditions allow us to examine
the effects of comments within a customer’s network of friends (see Section 2.3.3). The
seventh condition allows us to exclude cases that were likely to have misclassified senti-
ments. The eighth condition is intended to identify and remove atypical cases where the
company and customer do not seem to have an interactive experience.

706 cases fulfilled these requirements. The breakdown of these 706 cases by initial and
final sentiments for the model selection and test data partitions can be found in Appendix
A.1 in Tables A.1 and A.2. Descriptives for the variables ultimately included in the model
can be found in Appendix A.2.

2.3.2 Sentiment Recoding

The company used an automated coding system to classify the content of messages as pos-
itive, negative or neutral. Not all messages were classified. For consistency, we initially
used the Stanford Twitter Sentiment Classification API bulk classification service (previ-
ously available at http://twittersentiment.appspot.com/api/bulkClassify, now available
at http://help.sentiment140.com/api) to categorize messages in the data set (including
messages not included in any case, for use in determining network effects in Section 2.3.3)
into positive, negative and neutral sentiment. Most messages are assigned a “neutral”
coding. It appears that only very positive and very negative messages are coded as such.
Manual inspection reveals that the categorization is far from perfect, however the size
of the data set renders other methods of categorization impractical. For a discussion of
how this tool works and its advantages, please see Go et al. [33].
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In an attempt to improve the coding of the messages, we also used the free version
of SentiStrength2.2 (available at http://sentistrength.wlv.ac.uk/) to code the messages.
SentiStrength assigns each tweet a negativity score from -5 to -1 and a positivity score
of +1 to +5. Combining these scores gives a net score of -4 to +4 indicating the polarity
and strength of a tweet’s sentiment. For the purpose of comparison with the Stanford
Twitter Sentiment Classification tool, we considered tweets with scores between -4 and
-2 to be negative, tweets with scores between -1 and +1 to be neutral, and tweets with
scores between +2 and +4 to be positive. For a discussion of how this tool works and
its advantages, please see Thelwall et al. [73] [72].

A tweet scored as "positive” by both tools was coded as “positive.” A tweet scored as
“positive” by one tool and “neutral” by the other was coded as “positive.” A tweet scored
as “neutral” by both tools was coded as “neutral.” A tweet scored as “negative” by both
tools was coded as “negative.” A tweet scored as “negative” by one tool and “neutral”
by the other was coded as “negative.” Finally, a tweet was coded as inconclusive in the
case that one tool indicated “negative” sentiment while the other tool indicated “positive”
sentiment. As a consequence, those cases where either the initial or final sentiment was
deemed inconclusive were removed.

To benchmark the performance of this sentiment coding scheme, we compared the senti-
ment assigned by the above algorithm with human-coding and found a 58% match. This
match rate is similar to those found in other contexts (see the baseline (non-machine-
learning) results in Pang et al. [60]).

2.3.3 Network Effects - User Friends

Twitter users have followers and friends. Consider Twitter user JohnSmith. JohnSmith’s
“followers” are the Twitter users who “subscribe” to his tweets. This means that when
JohnSmith posts a tweet, his followers will see his tweet on a page containing the tweets
of their “friends”. Similarly, JohnSmith’s “friends” are those users to whose tweets John-
Smith “subscribes.” When making customer service decisions, the number of followers
a user has can be used as a metric to determine influence. If a company is concerned
about complaints propagating through a network, they may wish to give special consid-
eration to those users who have many followers. The number of followers a user has was
recorded in the original data set for this reason. Not recorded in the original data set is
the number of friends that a user has.

In order to learn about complaint propagation through the network, we compiled a list
of friends for each user studied. This information is available for many, though not all,
Twitter users. We excluded from the study those users whose list of Twitter friends we



Chapter 2. Selecting a Model for Twitter-Based Customer Service Quality Metrics 11

were unable to access. In addition to those with private information, this includes those
users whose profile names include spaces, which interfered with the script we used to
retrieve the friend lists. Additionally, the API for friend retrieval limits returns to 5000
results so we removed cases with users with exceptionally high friend or follower counts.

After retrieving a list of user friends, we were able to find instances of users being exposed
to the company related comments of others. To incorporate this effect into our model,
we added a variable counting the number of positive tweets about the company a user
would have seen in the week before his initial complaint and during the period of the
case. Similar variables were created for neutral and negative tweets. An additional
variable was created to indicated the sum of positive, neutral, negative and inconclusive
messages seen during this time period. Lu et al. [47] find that recent posting activity is
an important component in opinion leadership in the context of online forums, so it is not
unreasonable to believe that those tweets sent most recently would be more influential in
the current context. In addition to these magnitude measures, variables were created for
the proportion of positive and negative messages in a customers network. Tweets written
by the customer support team were ignored, as it seems likely a customer only added the
company’s customer support team as a friend once the customer service interaction was
underway. Promotional tweets by the company were also ignored for the same reason.

Huberman et al. [37] show that while users have many friends, they interact with rela-
tively few. (Also of interest is a study by Cha et al. [13] showing that a high follower
count may not be an indicator of influence.) To account for different levels of Twitter
attention, we established a new set of variables. First, we counted the number of posi-
tive comments about the company made by those who were both friends and followers
of a user in the week before the customer’s initial message and during the period of the
case. For the previous example in Figure 2.1, we would only consider Nancy’s comments
when assessing John’s exposure. Similar variables were created for neutral and negative
messages. In addition, we counted the number of positive comments about the company
made by those who were friends but not followers for a user in the previous week. Similar
variables were created for neutral and negative messages. In addition to these magnitude
measures, variables were created for the proportion of positive and negative messages in
a customers network.

2.4 Model

Our model examines the importance of several operations metrics in the context of tweet
based customer support. We attempt to identify the driving factors behind customer
sentiment change. To do this, we consider the following basic interaction:
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1. A customer is exposed to the messages sent by his or her Twitter friends. The
comments of the customer’s Twitter friends may affect the customer’s future sentiment
expression.

2. A customer tweets comments about the company’s services or products. This tweet
may be positive, neutral or negative in sentiment.

3. A customer service representative replies with assistance. The quality of this inter-
vention may affect the customer’s final sentiment.

4. Additional messages may be exchanged as the issue is resolved. The customer may
still be influenced by comments within his or her network.

5. The customer tweets a last time, revealing a final sentiment of positive, neutral or
negative.

We hope to determine the probabilities of different final sentiment states, given the ser-
vice, customer and customer network attributes described in Section 2.4.2. To determine
these probabilities, we use an ordinal logistic regression.

In SPSS, we used the ordinal logistic regression function to fit the following model:
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is “the cumulative response probability up to and including Y=j at subpopula-
tion i”, n is “the sum of all frequency weights” and m is “the number of subpopulations”.
[1]
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For this model to be valid, the “proportional odds” assumption must hold. We used
the parallel line test to confirm the validity of this assumption in our data. (UCLA
Institute for Digital Research and Education [58]) As a clarification, we considered “initial
sentiment” as a variable, but it was insignificant and left out of the final model. We are
not modeling transitions, just the probability of a customer ending the interaction in a
positive state.

To summarize, we are trying to discover which attributes change the probability that
a given customer service interaction will result in a positive (or neutral or negative)
final message sent by the customer. The ordinal logistic regression model allows us to
calculate the probability of a positive (or negative or neutral) final sentiment, given a
list of attributes of the interaction (for example, number of messages or elapsed time).

2.4.1 Model Selection

The key concern of this model is that it is unclear which of the variables (defined in
Section A.3) should be included in this model. The quantity of potential variables poses
a problem in several ways:

1. More variables included in a model results in lower significance for each variable, all
else being equal.

2. Indiscriminately adding variables to a model greatly increases the risk of “false posi-
tive" significance results.

3. Relationships between the variables in the list could result in an inappropriate model
if variables are added indiscriminately. For example, if the number of company messages,
the total number of messages and the ratio of company to total messages are all added
to the model, the effect of each becomes unclear. In this case, changing the number
of company messages while holding the total number of messages constant necessarily
changes the ratio of company to total messages. However, if all three variables are
included in the model, an assumption would be made that changing the number of
company messages while holding the total number of messages constant would not change
the ratio of company to total messages, which is clearly untrue. For these variables, then,
we could only include at most two of the three in the model.

4. We do not know if each variable has a linear relationship to the final sentiment. To
explore this, we consider linear, quadratic, natural log and square root transformations
of each variable. Obviously, we would not want to include both the natural log and
square root transformations of a variable.
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2.4.1.1 Model Selection Procedure

In order to address the above issues, we used the following procedure to move from the
extended list of variables in Section A.3 to an appropriate model for analysis.

1. Randomly divided the data set into two parts. Part 1 is used for model selection (334
cases). Part 2 is saved for model testing (372 cases).

2. Using only part 1 of the data, each variable in the complete variable list is regressed
alone against the dependent variable. Additionally, quadratic, square root and natural
log transformations of these variables were also considered, where appropriate. (In the
case where the variable may have a value of 0 (number of friends, number of followers,
number of a certain type of network message, etc.), the natural log of the value of the
variable plus one was taken.) Again, each model was run separately. Consequently, with
the exception of the dummy variables, each variable had four possible models (linear,
quadratic, natural log and square root). The linear model was assumed to be the best
representation, unless one of the alternate models had an Akaike Information Criterion
(AIC) value that was a least 2 less than the linear model [3]. In that case, the model
with the lowest AIC was viewed to be the best representation of that variable.

3. Still using only part 1 of the data, the best representation of each variable in the
list of complete variables (Appendix A.3) was considered for inclusion into a new model.
Vincent Calcagno’s ‘glmulti’ package for R was used to search through candidate models
using a genetic algorithm, with the minimization of AICc as the goal [38]. Both the CLM
and MASS packages were used. Due to redundant variables, some manual perturbation
was used to ensure that the model was consistent with theory and not suffering from
multicollinearity. These results are shown in Section 2.4.1.2.

4. A new regression was performed using the chosen model and the untouched half of
the data (part 2) to obtain true significance values for the parameters and to validate
the model selection. These results are shown in Section 2.5.

5. For comparison, we also ran a regression using the chosen model and the full data
set (both the exploration half and the untouched test half). These results are shown in
Appendix A.4.

2.4.1.2 Model Selection Procedure Results

Using R’s glmulti and manual adjustment, the lowest AICc obtained was for a model
including the variables for the ratio of company to customer messages, the average cus-
tomer response time, the ratio of positive to total messages in the customer’s network,
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Table 2.1: Ordinal Logistic Regression Results for Exploratory Data

Parameter Value Std. Error Sig.
↵

neutral

-1.721 .653 .008
↵

positive

.645 .646 .318
� Ratio of company to total messages 2.434 1.083 .025
� Company response time .010 .076 .892
� Customer response time -.115 .079 .144
� Number of company related messages in net-
work

-.011 .010 .267

� Ratio of positive to total network messages 5.006 1.521 .001
� Ratio of positive to total network messages
squared

-5.100 1.650 .002

� Ratio of negative to total network messages -.614 .567 .278
� LN(Date of initial message) -.245 .115 .034

the ratio of positive to total messages in the customer’s network squared and the date
of the customer’s initial message. These variables are described in Section 2.4.2. This
model had an AICc of 680.87. All variables had significant parameters (95%) in this
case, except for the average customer response time. For comparison, some exploration
was performed using glmulti for Bayesian Information Criterion (BIC) minimization [69]
(via [12]). It is important to note that the best BIC value obtained occurred using only
an intercept.

To make the model easier to interpret, we added the average company response time, the
total number of messages sent within the customer’s network during the period of interest
and the ratio of negative to total messages in the customer’s network. This increased
the AICc to 685.10, indicating a significantly worse model. However, the same variables
were significant as in step 3. The results of this model can be seen in Table 2.1. This
model was computed in SPSS. Please note that the test of parallel lines accepted the null
hypothesis that slope coefficients are the same across response categories (significance =
.341), so the proportional odds assumption does not appear to be violated. Additionally,
overall model significance is 0.004.

2.4.2 Variables

The variables included in the chosen model are described here. The full list of variables
considered can be found in appendix A.3.
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2.4.2.1 Service/Customer Attribute - Ratio of company to total messages

This variable divides the number of company messages by the total number of messages
in a case (that is, the number of company messages plus the number of customer messages
in a case).

2.4.2.2 Service Attribute - Company response time

This variable is the average time between a given customer message and the company’s
response in a case.

2.4.2.3 Service Attribute - Date

This variable indicates the date of the customer’s first message.

2.4.2.4 Customer Attribute - Customer response time

This variable is the average time between a company message and the customer’s response
in a case.

2.4.2.5 Network Attribute - Number of company related messages in net-
work

This variable is the total number of positive, negative, neutral and indeterminate mes-
sages involving the company or its products sent during the case, as well as in the week
prior to the customer’s first message, by the customer’s friends.

2.4.2.6 Network Attribute - Ratio of positive to total network messages

This variable is the number of positive messages involving the company or its products
sent during the case, as well as in the week prior to the customer’s first message, by
the customer’s friends, divided by the number of company related messages in network
variable. In the event that the number of company related messages in network variable
had a value of 0, this variable was also coded as 0.
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2.4.2.7 Network Attribute - Ratio of negative to total network messages

This variable is the number of negative messages involving the company or its products
sent during the case, as well as in the week prior to the customer’s first message, by
the customer’s friends, divided by the number of company related messages in network
variable. In the event that the number of company related messages in network variable
had a value of 0, this variable was also coded as 0.

2.4.2.8 Service Attribute - Date of initial message

This variable indicates the date of the customer’s first message, where “1” indicates the
first day in the data set (February 22). This value is subsequently incremented (e.g.
Februrary 25 is “4”).

2.4.3 Hypotheses

Based on our exploration of part 1 of the data set, we developed some hypotheses to test
on part 2 of the data set.

2.4.3.1 Ratio of company to total messages

Hypothesis 1. A higher ratio of company to total case messages increases the probability
of a more positive case resolution (holding the date, company response time, customer
response time, number of network messages and the percentage of positive and negative
network messages constant).

A higher company to total case message ratio indicates a higher service level. For each
piece of information the customer sends to the company, he or she receives more informa-
tion back. A lower company to total case message ratio would indicate that the company
was providing less information to the customer. A higher service level would result in
higher customer satisfaction. As an aside, because the first and last messages are always
customer messages due to our case selection criteria, an otherwise 1:1 exchange (that is,
the customer is always responded to by one company message, which is responded to
by one customer message, etc.) would see a higher ratio of company to total messages
as the total number of messages in the case increased. This could be a marker of case
difficulty or complexity.
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2.4.3.2 Ratio of positive to total network messages

Hypothesis 2. A higher ratio of positive to total network messages in the period between
one week prior to the customer’s first message and the customer’s last message initially
increases the probability of a more positive case resolution, but ultimately a quadratic
relationship results in a penalty for a high positive ratio (holding the date, ratio of
company to total messages, company response time, customer response time, number of
network messages and the percentage of negative network messages constant).

Ma et al [48] found that positive sentiment expression in a customer’s network led to
more positive sentiment expression if the customer was already in a positive state and
more negative sentiment expression if the customer was already in a negative state.
Our initial analysis suggests that the effect during a customer service intervention is
quadratic. During a customer service event, the customer’s state is in flux. Initially, the
customer had some complaint, but now resolution is possible. As the customer’s network
becomes more positive, the customer may absorb some of this enthusiasm. However, if
the network becomes too positive, the customer’s expectations may increase, resulting
in a lower final sentiment when these expectations are not met.

2.4.3.3 Date of initial message

Hypothesis 3. A later chronological date decreases the probability of a more positive
case resolution, although the effect stabilizes (holding the ratio of company to total case
messages, company response time, customer response time, number of network messages
and the percentage of positive and negative network messages constant).

Our initial analysis suggests the counter intuitive result that cases handled later in the
data set are less likely to have a positive resolution. Please see Section 2.5.1 for details.

2.5 Results and Analysis

Using the untouched half of the data, the model selected in Section 2.4.1.2 produced the
results shown in Table 2.2. Overall model significance is 0.066, so the model is significant
at 90%. The test of parallel lines resulted in a significance of .170, indicating the the
proportional odds assumption is not rejected, so ordinal regression remains appropriate.
Unfortunately (but foreshadowed by the poor BIC results in Section 2.4.1.2), the param-
eters for the ratio of company to total messages and the ratio of positive to total network
messages (and its quadratic term) are not significant in this independent sample. As
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Table 2.2: Ordinal Logistic Regression Results for Test Data

Parameter Value Std. Error Sig.
↵

neutral

-2.522 .570 .000
↵

positive

-.322 .555 .561
� Ratio of company to total messages 1.270 1.003 .205
� Company response time .067 .069 .322
� Customer response time -.050 .089 .576
� Number of company related messages in net-
work

.009 .010 .378

� Ratio of positive to total network messages -.526 1.338 .695
� Ratio of positive to total network messages
squared

.755 1.570 .631

� Ratio of negative to total network messages -.080 .508 .875
� LN(Date of initial message) -.355 .104 .001

such, we are unable to address Hypotheses 1 and 2. The parameter for the natural log of
the date of the initial message is significant, however, so Hypothesis 3 can be addressed.

2.5.1 Evaluation of Hypothesis 3

We find that the natural log of the date of the initial message has a parameter value of
-0.355 with significance of 0.001 when the model was applied to the test data. This result
confirms our hypothesis that a later chronological date decreases the probability of a more
positive case resolution, although the effect stabilizes (holding the ratio of company to
total case messages, company response time, customer response time, number of network
messages and the percentage of positive and negative network messages constant). This
effect is demonstrated in Figure 2.3, using the mean values recorded in Table A.3.

One may expect the probability of positive resolution to improve over time, as the com-
pany refines its customer service strategy. We propose three possible explanations for
this counter intuitive result.

1. Brand perception may have changed over time and made customers harder to please,
either through a general increase in negative sentiments, or through a general increase
in positive sentiments resulting in harder to satisfy higher expectations. Although we
control for the influence of positive and negative sentiments in a customer’s network in
the period immediately preceding (and during) a case, perhaps a long term effect is in
play. To explore this possibility, the sentiments of all of the company related messages
sent by the friends of the customers in the data set were analyzed. Figure 2.4 shows the
percentage of the messages sent by these users classified as positive, negative and neutral
during each week studied. (Percentages do not add to 1 because of a small number of
messages coded as “inconclusive”.) A linear regression suggests that the trends in positive
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Figure 2.3: Probability of positive, negative or neutral final resolution for each day
of the study period (February 22 is day 1).

and negative message percentages are not significant in this time period. These results
seem to indicate that a general company related sentiment trend is not a driver of this
result.

Figure 2.4: Percentage of messages sent by friends of the customers in the data set
classified as positive, negative and neutral during each week studied.

2. The customer service group may have initially been staffed by higher quality agents,
who were then replaced by a new set of lower quality agents. However, if this is the case,
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we would expect to see an a reversal of this trend eventually as the new agents improved,
while our model does not suggest improvement over a ten month period.

3. The customer service group may have changed its case selection methodology. Not
all tweets are addressed, and the service representatives make the decision of which cus-
tomers to contact. As time goes on, the customer service group becomes more confident
and established. They attempt to solve harder cases, resulting in a drop off in service
outcomes, but this drop off stabilizes after the transition is complete. We do not have
any metrics controlling for case complexity or the nature of the problem being addressed.
As such, we cannot test this hypothesis. However, this explanation would account for
the decrease in the probability of more positive resolutions, as well as the leveling off
period that follows.

2.5.2 Service time variables

It is of interest to note that none of the service time variables (average company response
time, the company’s response time to a customer’s first message and the total elapsed
time of a case) were selected by AIC (or BIC) to be included in the model, despite
the well-known importance of wait time and customer satisfaction (please see Durrande-
Moreau’s [22] survey of empirical research in this area, as well as Taylor’s [71] exploration
of these effects). Average company response time was added manually for completeness,
but was insignificant in both the model selection and hold out data regressions. Two
possible explanations are immediately apparent:

1. Signal-to-noise ratio may be too high to detect these effects in our data set. Mattila
and Mount [50] conducted an examination of the effect of company response times on e-
mail-based complaint resolution. Unsurprisingly, they found that long company response
times resulted in decreased customer satisfaction. It would be plausible to see a similar
effect in social media based customer complaint situations as well.

2. Traditional service time metrics may not be important for Twitter-based customer
service. Maister [49] notes that customers find waits to be shorter when they are occu-
pied. Customers seeking resolution over Twitter do not have to wait in the same way as
customers waiting for service over the phone or in person, so perhaps they are not con-
cerned about wait time. However, a similar argument could be made for e-mail, where
response times are significant. A possible difference could lie in the fact that customers
who seek assistance over e-mail are actively awaiting a response, while those who are
served using Twitter may or may not have initially been expecting a response. However,
this would only affect the initial response time sensitivity, and not the average company
response time sensitivity as once the service interaction has begun and customer would
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naturally be expecting a response. Additionally, controlling for those customers who
initially sought out assistance (by “mentioning” (using the “@” symbol) the company or
its customer service profile) does not seem to result in significant service time metric
parameters in our data set. It seems necessary to mention that Maister also indicates
that wait times of uncertain duration seem longer than those of known duration, which
would seem to indicate that wait time could be important in Twitter-based customer
service, as there is no way for a customer to know what his or her wait might be. For
completeness, it is important to note that even for traditional customer service Davidow
[20] suggests that wait time may not be that significant, as long as it is “reasonable”
according to the situation.

2.6 Conclusion

2.6.1 Limitations

Several limitations should be acknowledged. First, the coding of the data was imperfect.
That is, even under the best of conditions categorizing messages as “positive,” “negative,”
and “neutral” lacks nuance. In this case, the automatic coding was not perfect, often con-
flicting with manual coding, even under these rough categories. Combining the results of
two different coding methodologies provided an important control, but the classification
was still problematic. Unfortunately, the scale of data required precludes manual coding.
However, the science of sentiment analysis continues to improve and this may not be as
large an issue in the future.

Second, the data was extremely heterogeneous. Different products and problems were
being discussed. For instance, one customer might have a small question about the
operation of her phone, while another customer cannot access the internet at all. Some
problems were trivial and some were serious. Additionally, the company’s response type
was also varied. In some cases, customers were simply referred to a URL for further
assistance. Other cases involved detailed back and forth discussion between the customer
and the customer support team. Again, the scale of the data causes difficulty for the
categorization and control of these issues. Further research could prove illuminating here.

Third, in order to have a “final sentiment,” only those cases where the customer sent a
final message were considered. This decision adds a bias toward gregarious customers,
and it is not hard to imagine that gregariousness would be influenced by the actual final
sentiment state. Further study on this matter is required.
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Fourth, in order to consider network effects, only those cases where the customer had
complete network information available were considered. Hence, a few extreme customers
with more than 5000 friends or followers were excluded from the analysis, as well as those
with screen names containing spaces. More worrisome was the exclusion of customers
with private follower lists.

Fifth, friend and follower information was time-delayed. While the company collected the
number of followers at the time of service, the lists of customer friends and followers were
obtained well after the end of service. Because of the dynamic nature of a customer’s
network, the list of friends and followers that were used to determine a customer’s influ-
ence at time of service may not actually be the same friends and followers the customer
had at the time of service.

Sixth, the analysis considered only a customer’s first and last sentiment but not the
intermediary states. Further analysis on these transitory states would be useful both
for understanding the evolution of a customer’s sentiment change as well as seeing the
sentiment effects of different firm, customer and company attributes at a higher level of
granularity.

Finally, customer satisfaction was only measured indirectly by Twitter sentiment analysis,
instead of directly by survey. We have no information about the customer (due to the
anonymity of Twitter), but many demographic and experience related questions could
be asked in a survey. More troubling, we can only guess at a customer’s customer service
experience quality. For example, a polite customer’s reaction may mask a substandard
experience when scanning tweets, while a direct discussion with the customer could
reveal his or her dissatisfaction. The opposite could also easily occur. Actual customer
perception is completely ignored by our model.

The difference in granularity between this paper and that of Ma et al. may explain
the difference in the quality of results between the two papers. Ma et al. [48] follows
customers from message to message, only considering whether or not an intervention
happens, while this paper considers an entire customer service interaction as one case.
This aggregation may be responsible for the loss of explanatory power experienced.

2.6.2 Implications for Future Research

The limitations of post-hoc Twitter-based customer service analysis are severe. While
sentiment coding and case classification may improve with technology, there is no fix for
network data collection delays and the unavailability of customer perception information
beyond better experimental design require the advance cooperation of a host company.
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By planning data collection with the company before the service interactions take place,
several limitations could be removed. Additionally, the framework provided by Froehle
and Roth [29] could be an excellent starting point for developing a system to determine
customer perceptions.

1. While sentiment coding of a customer’s network may still be required, the actual
customer sentiments could be determined by actually asking the customer, rather than
inference.

2. Through consultation with the company, a list of common problem types could be
developed. Going forward, the CSR who manages a case could code that case as a certain
situation, avoiding difficult post-hoc decisions and classification difficulties.

3. Through cooperation with the company, customer friend and follower information
could be collected at the time of service, rather than months later.

The problems ingrained in post-hoc Twitter customer service analysis are difficult to
solve, but easy to bypass through advance planning and experimental design in conjunc-
tion with a company. Unfortunately, the information availability problems of after the
fact analysis seem to proclude simple model building.

2.7 Caveat

Initial analysis was performed on the entire data set and a multinomial logistic model
was developed, incorporating the ratio of company to total messages, the natural log
of the number of messages sent by the company during the case, the natural log of the
average company response time, the natural log of the average customer response time,
the natural log of the number of followers a customer had, the natural log of the number
of friends a customer had, the natural logs of the number of positive, neutral and negative
messages written by a customer’s friends who were also the customer’s followers in the
week before the initial message (but not during the period of case), the natural logs of
the number of positive, neutral and negative messages written by a customer’s friends
who were not also the customer’s followers in the week before the initial message (but
not during the period of case), and the initial sentiment of the customer. All sentiments
were coded using only one coding methodology (Sentiment140).



Chapter 3

Necessary Condition for Finite
Delay Moments for FIFO GI/GI/K
Queues with Integral Load

3.1 Introduction

Sufficient conditions for delay moments in stable GI/GI/K FIFO queuing systems, which
are also necessary conditions for GI/GI/1 queues, were first established by Kiefer and
Wolfowitz [42] [43]. Scheller-Wolf and Sigman [66], and later Scheller-Wolf [64], establish
that these conditions are not necessary for multi-server GI/GI/K queues. By adding the
condition that service times belong to class L� , as well as a requirement that traffic inten-
sity is non-integer, Scheller-Wolf [65] was able to find necessary and sufficient conditions
for GI/GI/K queues. Using methods developed by Whitt [75] and Foss and Korshunov
[28], Scheller-Wolf and Vesilo [67] extended this result to service times in class L�1 , and
then to the workload at different servers within a GI/GI/K system (as opposed to only
delay) [68].

As mentioned above, Scheller-Wolf and Vesilo [67] show that for a FIFO multiserver
queue, the rth moment of expected delay E[D

r

] will be finite if E[S

1+( r

(K�k) )
] is finite,

where S represents the service time distribution, K is the number of servers in the
system, k = b⇢c  k + 1  K, k integral and load ⇢ := E[S]/E[T ], with T representing
the interarrival time distribution. This is also a necessary condition if k < ⇢ < k + 1

or if k + 1 = K, and S 2 L�1 , 1 < � < 1, � = (s � b⇢c + ↵)/(s � b⇢c), ↵ � 1.
S 2 L�1 means that E[S] < 1 and if S1, ..., Sm

are i.i.d random variables distributed

This chapter is joint work with Alan Scheller-Wolf and Rein Vesilo.
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as S, then E(S

�

) = 1 implies E(min(S1, ..., Sm

)

m�

) = 1. Note that L�1 includes the
Pareto distribution. Consequently, there is a gap between the identified necessary and
sufficient conditions for integral ⇢, as noted by Foss [27].

Using domain of attraction results from Feller [24], as well as results from Scheller-Wolf
[65], Scheller-Wolf and Vesilo [67], Foss and Korshunov [28] and the additional assumption
that the service time distribution S has P (X > u) ⇠ u

�↵, such as with a Pareto
distribution, we find a stricter necessary condition for a GI/GI/K-server system with
integral ⇢ = R: the rth moment of expected delay E[D

r

] will be infinite if E[S

1+( r

↵(K�R) )
]

is infinite, which occurs when the shape parameter of the service time distribution ↵ <

1
2 +

q
1
4 +

r

K�R

. Please note that we are using R to denote integer values of ⇢, to
distinguish from the notation of k used with non-integer loads. To prove this, we first
consider the case of ⇢ = 1 (Section 3.2) then generalize to higher integral ⇢ values (Section
3.3).

Theorem 3.1. For a FIFO GI/GI/K queue with integral ⇢  K, where K 2 N and
S 2 L↵+1

1 and S has P (X > u) ⇠ u

�↵, with 1  ↵  2 (such as with a Pareto
distribution):

E[S

1+ r

↵(K�R)
] = 1 ) E[D

r

] = 1

3.2 GI/GI/K, ⇢ = 1

We begin by characterizing a FIFO GI/GI/K queue with ⇢ = 1. The work at server
i at time n in a k-server system is denoted W

{k}
n,i

. By definition, servers will not have
negative work, accordingly W

{k}
n,1 ,W

{k}
n,2 , ...,W

{k}
n,K

� 0. Servers are periodically reordered
so that W

n,i

 W

n,i+18i = 1...K � 1 . Consider a netput process Y , defined to be the
amount of work accumulated by the system by job i. That is, Y

i

= (S

i

� T

i

)

+.

We will consider lower bounds of the workload at each server in this system as time
progresses. We will show that, with some probability, the delay of the system will be
proportional to x

1
↵ in a deterministic arrival system (without loss of generality, as per

Lemma 3.3). We can bound this probability by comparing with a system with K � 1

servers and ⇢ =

1
2 . Finally, we find conditions on S that ensure an infinite expected

delay.
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3.2.1 Bounding Delay

3.2.1.1 t = �M

At time �M , we assume the system is empty. Time period M is sufficiently large that
there is a probability P1(x) that the second server will accumulate more than C

2 x work
during this time period.

3.2.1.2 t = 0

We assume, for a given x, that by time 0, server 2 contains more than C

2 x work, where C

is chosen to be large enough to insure that C > 2 + 2✏E[S]

� 1
↵ for ✏ > 0. This will occur

with some probability P1(x). Consequently, servers 2 through K must each contain more
than C

2 x work. The lower bounds on the work at each server are thus as follows.

W

{K}
0,1 � 0

W

{K}
0,2 >

C

2 x

...

W

{K}
0,K >

C

2 x

Now, we can find bounds for P1(x), the probability that server 2 contains more than C

2 x

work using a result from Scheller-Wolf [65] .

Lemma 3.2. (Lemma 4.3, Scheller-Wolf [65]) If two initially empty FIFO queues having
K-1 and K servers, respectively, are fed by two identical interarrival and service time
sequences and in addition, the queue with K-1 servers serves customers twice as fast as
the queue with K servers, then for all 1  l  K � 1 and all [arrivals] n, it holds almost
surely that:

W

{K�1}
n,i�1  W

{K}
n,1 +W

{K}
n,i

. (3.1)

Applying Lemma 3.2 to our system with i = 2, we see that W

{K�1}
n,1  W

{K}
n,1 +W

{K}
n,2

almost surely. Because W {K}
n,1  W

{K}
n,2 by definition, we can see that W {K�1})

n,1  2W

{K}
n,2 .

Therefore P (W

{K�1}
n,1 > Cx)  P (2W

{K}
n,2 > Cx). By rearranging and recognizing that

the work at server 1 is equivalent to the delay of a system, we find P (D

{K�1}
> Cx) 

P (W

{K}
n,2 >

C

2 x): the probability that the work at the second server of the K-server
system with ⇢ = 1 exceeds C

2 x is greater than or equal to the probability that the delay
of a (K-1)-server system with ⇢ =

1
2 exceeds Cx.
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3.2.1.3 t = x, x > 0

Because x time has passed, x work has been processed at servers 2 through K since time
0. We consider x = nE[S]. However, during this same period of time, additional work
may have arrived and been sent to server 1. There is thus a possibility that work has
accumulated at server 1. To bound this possibility, we consider additional lemmas.

We are interested in activity over a time period of x. We assume that arrival times are
deterministic with T ⌘ E[S]. However, the following analysis will still hold for general
interarrival times, due to the following result from Foss and Korshunov [28].

Lemma 3.3. Consider a GI/GI/s system with stationary waiting time W. Now consider
an auxiliary D/GI/s system with the same service times and deterministic arrival times
with stationary waiting time W’.

If P{W 0
> x} � ¯

G(x) for some long-tailed distribution G, then

lim inf

x!1

P{W > x}
¯

G(x)

� 1 (3.2)

(Foss and Korshunov Lemma 2 [28])

Now, we consider the behavior of the sum of the netput process in the GI/GI/K system
with with W

{K}
0,2 � C

2 x and ⇢ = 1. Work on the order of x
1
↵ will accumulate at the server

with some probability, bounded by the following Lemma.

Lemma 3.4. Let Y

i

= S

i

� T , where T is deterministic and equal to E[S], and S has
P (X > u) ⇠ u

�↵ with 1 < ↵ < 2. Then,

P (

⌃Y

i

n

1
↵

> ✏) ⇠ U

↵

(✏) (3.3)

where U is the stable distribution determined (including centering) by the characteristic
function

 (⇣) = |⇣|↵C �(3� ↵)

↵(↵� 1)

[cos

⇡↵

2

⌥ i(p� q)sin

⇡↵

2

]. (3.4)

Proof. Follows from Feller [24]. (Although we followed Feller, similar results are discussed
in Omey and Van Gulck [59] and Petrov [61] (found via [59]).) Please see Appendix
B.1.

Because interarrival time is equal to E[S], n is the number of arrivals and we are con-
sidering the time period between 0 and x, we will set n =

x

E[S] in Lemma 3.4.
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P (

⌃Y

i

(x/E[S])

1
↵

> ✏) ⇠ U

↵

(✏) (3.5)

To lower bound the delay in the system, we will assume W

{K}
0,1 = 0. Therefore, because

servers 2 through K have a large amount of work, this new accumulated work is assigned
to server 1. (If some of this work would have been assigned to server 2 we discard it,
again yielding a lower bound.) Using equation (3.5), we see that this accumulated work
is greater than ✏E[S]

� 1
↵

x

1
↵ with some probability P2(✏) = U

↵

(✏) > 0. Consequently, the
updated workload at time x is as follows.

W

{K}
x,1 � ✏E[S]

� 1
↵

x

1
↵

W

{K}
x,2 > (

C

2 � 1)x

...

W

{K}
x,Q

> (

C

2 � 1)x

Recall that C > 2 + 2✏E[S]

� 1
↵ and ✏ > 0. Coupled with the fact that ↵ must be greater

than 1 because of the finite mean of the service time distribution, this choice ensures
that (

C

2 � 1)x > ✏E[S]

� 1
↵

x

1
↵ , which guarantees that ✏E[S]

� 1
↵

x

1
↵ will lower bound the

smallest workload, and therefore, the delay of the system.

To summarize our findings so far, delay in a K-server system with ⇢ = 1 will be at least
✏E[S]

� 1
↵

x

1
↵ with some probability P2(✏) if the work at the second server exceeds C

2 , which
will happen with probability P1(x) which is greater than or equal to the probability that
the delay of a (K-1)-server system with ⇢ =

1
2 exceeds Cx:

P (D

{K}
> ✏E[S]

� 1
↵

x

1
↵

) � P1(x)P2(✏)

� P2(✏)P (W

{K}
n,2 >

C

2

x)

� P2(✏)P (D

{K�1}
> Cx)

Changing variables (y = x

1
↵ ):

P (D

{K}
> ✏E[S]

� 1
↵

y) � P2(✏)P (D

{K�1}
> Cy

↵

)

Multiplying by ry

r�1:
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ry

r�1
P (D

{K}
> ✏E[S]

� 1
↵

y) � ry

r�1
P2(✏)P (D

{K�1}
> Cy

↵

)

Z 1

0
ry

r�1
P (

D

{K}

✏E[S]

� 1
↵

> y)dy �
Z 1

0
ry

r�1
P2(✏)P (

D

{K�1}

C

> y

↵

)dy

E[S]

1
↵

✏

E[D

{K}r
] �

Z 1

0
ry

r�1
P2(✏)P (

D

{K�1}

C

> y

↵

)dy

For the next step, we use the follow result:

Lemma 3.5. Wolff [77], page 37, for � > 0

E[X

�

] =

Z 1

0
�u

��1
P (X > u)du

Substituting z = y

↵ then applying Lemma 3.5:

E[S]

1
↵

✏

E[D

{K}r
] �

Z 1

0
rz

r�1
↵

P2(✏)P (

D

{K�1}

C

> z)

z

1
↵

�1

↵

dz

E[S]

1
↵

✏

E[D

{K}r
] � P2(✏)E[(

D

{K�1}

C

)

r

↵

]

E[S]

1
↵

✏

E[D

{K}r
] � P2(✏)C

�r

↵

E[(D

{K�1}
)

r

↵

]

E[D

{K}r
] � ✏

E[S]

1
↵

P2(✏)C
�r

↵

E[(D

{K�1}
)

r

↵

]

So now we turn to E[(D

{K�1}
)

r

↵

], a value for which results already exist.

3.2.2 Delay in the (K-1)-server system

For information about the delay of this (K-1)-server system, we consider results from
Scheller-Wolf [65].

Lemma 3.6. (Lemma 6.6, Scheller-Wolf [65]) For a FIFO GI/GI/K queue with k <

⇢ < k + 1  K, where k 2 N and S 2 L�+1 for � > 0:

E[S

1+ �

K�k

] = 1 ) E[D

�

] = 1

As a reminder, while the K-server system has ⇢ = 1, the (K-1)-server system has ⇢ =

1
2 .

Additionally, recall that we are assuming that S 2 L↵+1
1 . Applying Lemma 3.6 with

k = 0, K � 1 servers and � = r/↵, we see that E[S

1+ r

↵(K�1)
] = 1 ) E[D

{K�1} r

↵

] = 1.
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E[D

{K}r
] � ✏

E[S]

1
↵

P2(✏)C
�r

↵

E[D

{K�1} r

↵

]

E[S

1+ r

↵(K�1)
] = 1 ) E[D

{K�1} r

↵

] = 1

E[S

1+ r

↵(K�1)
] = 1 ) E[D

{K}r
] = 1

3.2.3 Conditions for infinite E[S1+ r

↵(K�1) ]

Using Lemma 3.5 with � = 1 +

r

↵(K�1) and assuming P (X > u) ⇠ u

�↵:

E[X

�

] =

Z 1

0
�u

��1
P (X > u)du

E[S

1+ r

↵(K�1)
] =

Z 1

0
(1 +

r

↵(K � 1)

)u

r

↵(K�1)
P (S > u)du

= (1 +

r

↵(K � 1)

)

Z 1

0
u

r

↵(K�1)
u

�↵
du

= (1 +

r

↵(K � 1)

)

Z 1

0
u

r

↵(K�1)�↵
du

We see that that the limit is infinite when r

↵(K�1) � ↵ > �1.

r

↵(K � 1)

� ↵ > �1

r

↵(K � 1)

� ↵+ 1 > 0

r � ↵

2
(K � 1) + ↵(K � 1) > 0

(K � 1)↵

2 � (K � 1)↵� r < 0

So E[S

1+ r

↵(K�1)
] and consequently E[D

{K}r
] is infinite when (K�1)↵

2�(K�1)↵�r < 0,
or when ↵ <

1
2 +

q
1
4 +

r

K�1 . These fall above Scheller-Wolf and Vesilo’s [67] previously
established lower bounds of K+r

K

when r = 1 as shown in the table below. This is true
for all K > 2 and 0 < ⇢ < K, although the difference between the old and new bounds
decreases to 0 asymptotically. [Shown in Appendix B.2, using R = 1.] (When r >

K

K�1 ,
the new bounds are still valid, but fall below the previously established bounds.)
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K Previous Lower Bound New Lower Bound
2 1.500 1.618
3 1.333 1.366
4 1.250 1.264
5 1.200 1.207

Table 3.1: Old and new lower bounds for ↵ for different numbers of servers K, with
⇢ = 1

3.3 GI/GI/K, ⇢ = R, R � 2, R < K, R 2 N

Now we extend the above results to FIFO GI/GI/K queues with integral ⇢ � 2. As
before, we will consider the lower bounds of the workload at each server in this system
as time progresses. We will show that, with positive probability, the delay of the system
will be proportional to x

1
↵ in a deterministic arrival system (without loss of generality, as

per Lemma 3.3). We can bound this probability by comparing with a system with K�1

servers and ⇢ =

R

2 . Finally, we find conditions on S that ensure an infinite expected
delay.

3.3.1 Bounding Delay

3.3.1.1 t = �M

At time �M , we assume the system is empty. Time period M is sufficiently large that
there is a probability P1 that the R+1

th server will accumulate more than C

2R
x work dur-

ing this time period (where C is chosen to be large enough that C >

⇣
R

R�1�1
✏R

R�2(R�1)

⌘
↵

(2

R+1
RE[S])

and ✏ > 0, for reasoning explained in Section 3.3.1.8).

3.3.1.2 t = 0

We assume, for a given x, that server R+1 contains more than C

2R
x work. This will

occur with probability P1(x). For clarity of exposition, we will designate ⌥ =

C

2R
.

Consequently, servers R+2 through K must each contain more than ⌥x work. The lower
bounds on the work at each server are thus as follows.

W

{K}
0,1 � 0

W

{K}
0,2 � 0

...
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W

{K}
0,R � 0

W

{K}
0,R+1 > ⌥x

W

{K}
0,R+2 > ⌥x

...

W

{K}
0,K > ⌥x

Now, we can find bounds for P1(x), the probability that server R+1 contains more than
⌥x work.

Applying Lemma 3.2 to our system with s = K and i = R + 1, we see that W

{K�1}
n,R


W

{K}
n,1 + W

{K}
n,R+1. Because W

{K}
n,1  W

{K}
n,R+1 by definition, we can see that W

{K�1}
n,R


2W

{K}
n,R+1. Therefore P (W

{K�1}
n,R

> Cx)  P (2W

{K}
n,R+1 > Cx). Proceeding iteratively, we

find W

{K�R}
n,1  2W

{K�R+1}
n,2  4W

{K�R+2}
n,3  ...  2

R

W

{K}
n,R+1. Therefore P (W

{K�R}
n,1 >

Cx)  P (2

R

W

{K}
n,R+1 > Cx). Please note that while the K-server system has ⇢ = R, the

(K-R)-server system has ⇢ =

R

2R
.

P (W

{K�R}
n,1 > Cx)  P (2

R

W

{K}
n,R+1 > Cx)

 P (W

{K}
n,R+1 >

C

2

R

x)

or
P (D

{K�R}
> Cx)  P (W

{K}
n,R+1 >

C

2

R

x)

3.3.1.3 t =

⌥
2 x, x > 0

We are interested in activity over a time period of ⌥
2 x, ⌥

2 x = nRE[S]. We assume that
arrival times are deterministic with T ⌘ RE[S]. These bounds will still hold for general
interarrival times, as per Lemma 3.3. Because interarrival time is equal to RE[S], n is
the number of arrivals and we are considering the time period between 0 and ⌥

2 x, we
will set n =

⌥
2RE[S]x in Lemma 3.4. (Please note that since ⇢ = R and E[S] = RT , so

E[Y ] = 0 and Lemma 3.4 is still valid.)

Because server R+1 is occupied by a large job, this new accumulated work is distributed
between servers 1 through R. (The event of an extremely large job, i.e. larger than the
workload at server R+1, will give similar results. The reasoning for this is described
at the end of this section.) Using equation (3.5), we see that this accumulated work
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is greater than ✏(

⌥
2RE[S]x)

1
↵ with some probability P2(✏) = ⌦

↵

(✏) > 0. The updated
workload is then as follows:

W

{K}
⌥
2 x,1

+W

{K}
⌥
2 x,2

+ ...+W

{K}
⌥
2 x,R

> ✏(

⌥
2RE[S]x)

1
↵

W

{K}
⌥
2 x,R+1

>

1
2⌥x

W

{K}
⌥
2 x,R+2

>

1
2⌥x

...

W

{K}
⌥
2 x,K

>

1
2⌥x

This new work could be one large job, located at server R, or it could be a series of
smaller jobs, exactly and evenly divisible between servers 1 through R, or the division
could fall somewhere between these two extremes. In any case, W {K}

0,R � 1
R

✏(

1
2RE[S]⌥x)

1
↵ ,

so the updated workload is no smaller than

W

{K}
⌥
2 x,1

� 0

W

{K}
⌥
2 x,2

� 0

...

W

{K}
⌥
2 x,R

� 1
R

✏(

⌥
2RE[S]x)

1
↵

W

{K}
⌥
2 x,R+1

>

1
2⌥x

W

{K}
⌥
2 x,R+2

>

1
2⌥x

...

W

{K}
⌥
2 x,K

>

1
2⌥x

In the event of an extremely large job (i.e. larger than the workload at server R+1), this
job will cause a reordering that results in the server R+1 becoming server R. In this case,
the workload at server R will be greater than 1

2⌥x, which is greater than ✏(
1

2RE[S]⌥

2 x)

1
↵ .

Similar reasoning holds for the time periods to follow.

3.3.1.4 t =

⌥
2 x+

x

1
↵

R

, x > 0

At this point, the load remains R, but at most R-1 servers are free. Consequently, work
begins accumulating linearly. This new work could be one large job, located at server
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R-1, or it could be a series of smaller jobs, exactly and evenly divisible between servers
1 through R-1, or the division could fall somewhere between these two extremes. In
the “worst” case for accumulation, work has been flowing into the system at a steady
pace since time t =

⌥
2 x, in very small jobs. In this event, the work will be evenly

distributed among servers 1 through R-1, which will process the work as it arrives (but
not completely, because there is 1 “extra” server’s work arriving). At time t =

⌥
2 x+

x

1
↵

R

we know that even in this most distributed of cases, W

{K}
⌥
2 x+x

1
↵

R

,R�1

� 1
R�1

x

1
↵

R

, so the

updated workload is lower bounded by

W

{K}
⌥
2 x+x

1
↵

R

,1

� 0

W

{K}
⌥
2 x+x

1
↵

R

,2

� 0

...

W

{K}
⌥
2 x+x

1
↵

R

,R�1

� 1
R�1

x

1
↵

R

W

{K}
⌥
2 x+x

1
↵

R

,R

� 1
R

✏(

⌥
2RE[S]x)

1
↵ � x

1
↵

R

W

{K}
⌥
2 x+x

1
↵

R

,R+1

>

1
2⌥x� x

1
↵

R

W

{K}
⌥
2 x+x

1
↵

R

,R+2

>

1
2⌥x� x

1
↵

R

...

W

{K}
⌥
2 x+x

1
↵

R

,K

>

1
2⌥x� x

1
↵

R

As before, this remains true even in the event of an extremely large job.

3.3.1.5 t =

⌥
2 x+

x

1
↵

R

+

x

1
↵

R

2 , x > 0

At this point, the load remains R, but at most only R-2 servers are free. Work continues
accumulating linearly. This new work could be one large job, located at server R-2,
or it could be a series of smaller jobs, exactly and evenly divisible between servers 1
through R-2, or the division could fall somewhere between these two extremes. In any
case, W {K}

⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ],R�2

� 2
R�2

x

1
↵

R

2 , so the updated workload is lower bounded by

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,1

� 0

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,2

� 0
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...

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,R�2

� 2
R�2

x

1
↵

R

2

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,R�1

� 1
R�1

x

1
↵

R

� x

1
↵

R

2

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,R

� 1
R

✏(

⌥
2RE[S]x)

1
↵ � x

1
↵

R

� x

1
↵

R

2

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,R+1

>

1
2⌥x� x

1
↵

R

� x

1
↵

R

2

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,R+2

>

1
2⌥x� x

1
↵

R

� x

1
↵

R

2

...

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 ,K

>

1
2⌥x� x

1
↵

R

� x

1
↵

R

2

At this point, we suspend the reordering of servers based on workload. Note that the
workload at server R-1 is smaller than the workload at server R-2. This discrepancy is not
important for the arguments to follow. The key is that there are a series of servers filled
with large jobs (those labeled R+1 and higher), those filled with workloads proportional
to x

1
↵ (those labeled R, R-1 and R-2), and those that may be empty (servers labeled 1

through R-3).

We will show that after sufficient time passes, you may have a situation where servers
R+1 through K are filled with larger workloads than servers 1 through R (we ensure this
through our choice of C). Servers 1 through R will have smaller workloads than servers
R+1 through K, but their workloads will be lighter (due to the choice of C), greater than
0 (proven in Section 3.3.1.8), and proportional to x

1
↵ . The precise ordering of servers

1 through R is not important, as we only need to show that one of these servers will
have the smallest load, and therefore, indicates the delay of the system. As mentioned
before, the arrival of a particularly large job does not change this reasoning. In the most
extreme case, we would see a series of extremely large jobs, resulting in all servers being
blocked except for that currently labeled R. This would then be the lightest workload
server, and it is proportional to x

1
↵ .

We will continue moving forward by time steps of x

1
↵

R

R�i

, where i indicates the next “free”
server to be considered.
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3.3.1.6 t =

⌥
2 x+

x

1
↵

R

+

x

1
↵

R

2 + ...+

x

1
↵

R

R�i

, x > 0

At this point, the load remains R, but only i servers are free, where i 2 [1, R� 1]. Work
continues linear accumulation. This new work could be one large job, located at server
i, or it could be a series of smaller jobs, exactly and evenly divisible between servers 1
through i, or the division could fall somewhere between these two extremes. In any case,
W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,i

� R�i

i

x

1
↵

R

R�i

, so the updated workload is lower bounded by

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,1

� 0

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,2

� 0

...

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,i

� R�i

i

x

1
↵

R

R�i

...

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,R�2

� 2
R�2

x

1
↵

R

2 � ...� x

1
↵

R

R�i

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,R�1

� 1
R�1

x

1
↵

R

� x

1
↵

R

2 � ...� x

1
↵

R

R�i

W

{K}
⌥
2 x+x

1
↵

R

+x

1
↵

R

2 +...+ x

1
↵

R

R�i

,R

� 1
R

✏(

⌥
2RE[S]x)

1
↵ � x

1
↵

R

� x

1
↵

R

2 � ...� x

1
↵

R

R�i

W

{K}
⌥
2 x+x

1
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Remember that C >
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⌘
↵
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R+1
RE[S]) and ✏ > 0. Coupled with the fact that

↵ must be greater than 1 because of the finite mean of the service time distribution, this
choice ensures that the workload at server R is greater than C

0
x

1
↵ , where C

0 is a positive
constant. This is proved in Appendix B.3.

To summarize our findings so far, the workload at servers 1 through R is C

0
x

1
↵ , where

C

0 is a constant that differs by server. Likewise servers R+1 through K have workloads
no smaller than C

0
x

1
↵ , because the workload at servers R+1 through K will be greater

than that at server R. That is, 1
2⌥x is greater than ✏

R

(

⌥x

2RE[S])
1
↵ . Consequently, we know

that one of the servers 1 through R must have the smallest workload. As mentioned
above, server R has a workload greater than C

0
x

1
↵ . Servers 1 through R-1 will also have

workloads greater than C

0
x

1
↵ . Please see Appendix B.3 for a proof of this. As mentioned

before, we do not establish an ordering for the workloads of servers 1 through R, except
to say that all are of the format C

0
x

1
↵

> 0. Consequently, delay in a K-server system
with integral ⇢ = R > 1 will be at least C 0

x

1
↵ with some probability P2(✏) if the work at

the R+1 server exceeds ⌥x, which will happen with probability P1(x) which is greater
than or equal to the probability that the delay of a (K-R)-server system with ⇢ =
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Multiplying by ry

r�1 and integrating:
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3.3.2 Delay in the (K-R)-server system

As a reminder, while the K-server system has ⇢ = R, the (K-R)-server system has
⇢ =

R

2R
. Additionally, recall that we are assuming that S 2 L↵+1. Applying Lemma 3.6

with k = 0 [because 0 <

R

2R
< 1 for R � 2], K � R servers and � = r/↵, we see that

E[S
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] = 1.

Summarizing:
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And
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So
E[S
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↵(K�R)
] = 1 ) E[D

{K}r
] = 1.

3.3.3 Conditions for infinite E[S1+ r

↵(K�R) ]

Using Lemma 3.5 With � = 1 +

r

↵(K�R) and assuming P (X > u) ⇠ u

�↵
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We see that that the limit is infinite when r

↵(K�R) � ↵ � �1.
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↵(K �R)

� ↵ � �1
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↵(K �R)

� ↵+ 1 � 0

r � ↵

2
(K �R) + ↵(K �R) � 0

(K �R)↵

2 � (K �R)↵� r � 0

So E[S

1+ r

↵(K�R)
] and consequently E[D

{K}r
] is infinite when (K�R)↵

2�(K�R)↵�r <

0, or when ↵ <

1
2 +

q
1
4 +

r

K�R

. These fall above above Scheller-Wolf and Vesilo’s [67]
previously established lower bounds of K�R+1+r

K�R+1 when r = 1 as shown in the table below,
for all K > 2 and 0 < R < K, although the difference between the old and new bounds
decreases to 0 asymptotically. [Shown in Appendix B.2.] (When r >

K�R+1
K�R

, the new
bounds fall below the previously established bounds.)

R Previous Lower Bound New Lower Bound
K-1 1.500 1.618
K-2 1.333 1.366
K-3 1.250 1.264
K-4 1.200 1.207

Table 3.2: Old and new lower bounds for ↵ for different numbers of servers K, and
different loads ⇢ = R

3.4 Conclusion

We have successfully extended the Scheller-Wolf and Vesilo [68] necessary conditions
for finite mean delay with integral load for FIFO GI/GI/K queues, with service times
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belonging to class L1+↵
1 and service time distributions S such that P (X > u) ⇠ u

�↵

(such as Pareto), for those moments r < 1 +

1
K�R

, under certain conditions. Previous
work established that the finite delay conditions of a system with integral ⇢ would be
no worse than a system with ⇢ + ✏ and no better than a system with ⇢ � ✏. This work
shows that the finite delay conditions will be strictly worse than a system with ⇢ � ✏,
but whether more lenient conditions than those found for ⇢+ ✏ are available remains an
open question.



Chapter 4

Revenue Management with
Bargaining and a Finite Horizon

4.1 Introduction

Negotiation is commonplace in both business to business (B2B) and business to customer
(B2C) interactions. Consider the situation of an airline. For each flight, the airline holds
an inventory of seats that can only be sold before the plane takes off. They must decide
how they will approach pricing, with the hope of obtaining the maximum payment for
their inventory. Myerson [54] details four different price-deciding mechanisms. Applied
to this example, the airline could set a price and let the buyer decide if it is acceptable
(seller posted price, SPP), the airline could allow the buyer to set a price and then decide
for itself if it is acceptable (buyer posted price, BPP), the airline and the buyer could
each choose a price and then split-the-difference (STD), or the airline could conduct a
negotiation with the buyer (represented by the neutral bargaining solution, NBS, devel-
oped by Myerson [53]). The seller must determine which of these options is expected
to provide the greatest return. In this paper, we investigate the relative performance of
these approaches from the seller’s perspective.

Bhandari and Secomandi [8] consider the problem of a seller selling an inventory item-
by-item to multiple, stochastically-arriving, non-strategic buyers over an infinite horizon
sales period. The distributions of the seller’s and buyer’s valuations are known to both
parties, but the actual valuations remain private. To model this situation, they develop
a Markov decision process based on Myerson and Satterthwaite’s [55] model. However,
while Myerson and Satterthwaite consider a seller who has an exogenous valuation for
a unit of inventory, Bhandari and Secomandi endogenously model the seller’s remaining

This chapter is joint work with Nicola Secomandi.
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inventory valuation as the (optimal) opportunity cost of that unit of inventory, gener-
alizing the SPP-specific model of Das Varma and Vettas [19]. We extend the Bhandari
and Secomandi [8] model to the more realistic finite horizon case. While our model is
analogous, a different strategy is required for proving the structural results.

An important caveat is that in our model, the time remaining to sell the inventory is
the private information of the seller. Consequently, the buyers do not have the necessary
information to strategically exploit the seller’s limited time. This assumption makes our
model internally consistent, as each period is the same to the buyer, but is not very
realistic--one possible scenario would be a seller of expiring printer ink, who would have
a secret, but binding, sell-by date for the ink inventory. On a related note, the seller’s
inventory level is also the private information of the seller, but this situation occurs
frequently in practice.

Analytically, we demonstrate that SPP always performs at least as well for the seller
as NBS, which always performs at least as well as BPP, and that STD always per-
forms at least as well as BPP. Compactly, SPP � NBS � BPP and STD � BPP .
More generally, we demonstrate that a mechanism with a higher interim expected util-
ity will produce a higher value for the seller at a given time-to-go and inventory level,
extending the analytical findings of Bhandari and Secomandi [8] to a finite-horizon case.
Numerically, we find that the quantitative differences between the seller’s optimal value
function under the four considered mechanisms in Chatterjee and Samuelson’s [15] sym-
metric uniform trading problem (SUTP) change when moving from an infinite to a finite
time horizon. While in the infinite horizon case the STD mechanism can dominate the
other mechanisms under extreme parameter values, we show that this same dominance
occurs in the finite horizon case using much more plausible parameter values. This is
an important finding because, although not as simple to use as SPP or BPP, STD is an
easy to implement mechanism that can be used in a variety of practical settings. For
instance, a buyer and seller could simply report their valuations to a webpage which
could then return the negotiated price. The evenness of the split can even be adjusted to
accommodate varying degrees of bargaining power, although we do not investigate this
feature. From a broader perspective, while the NBS mechanism provides a normative
representation of the outcome of face-to-face negotiation, the STD mechanism could be
implemented as an automated negotiation.

Because modeling private information is more challenging for the STD and NBS mecha-
nisms than for the SPP and BPP mechanisms, we quantify the importance of modeling
private information when computing the seller’s opportunity cost under the STD and
NBS mechanisms. We find that modeling private information has only a small effect in
the evaluation of the seller’s value function in the NBS case, but has a substantial effect
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in STD cases where there is relatively high time-to-go and relatively little inventory.
Consequently, it may be acceptable to use a simplified model that assumes voluntary
disclosure of both the seller’s and the buyers’ valuations to compute the seller’s oppor-
tunity cost under the NBS mechanism. This simplified model may also be acceptable
under the STD mechanism, but only in cases where there is relatively high inventory and
relatively little time-to-go.

Kuo, Ahn and Aydin [44] consider a similar problem, with a finite time horizon, but using
a generalized Nash bargaining solution requiring the true valuations of both parties to be
voluntarily revealed without the need to model incentive compatibility issues (complete
information). They find that allowing negotiation (via the generalized Nash bargaining
solution) can result in more favorable outcomes for the seller than a posted price, due
to the advantage of price discrimination. Ayvaz-Cavdaroglu et al. [5] also build a model
to study SPP and BPP within a finite horizon and private information setting, with the
addition of unknown, non-stationary buyer and seller distributions. However, they focus
only on posted pricing mechanisms.

Within the realm of mechanism comparison, Riley and Zeckhauser [62] consider the sale
of a single unit of inventory and find SPP to be the best possible mechanism for the seller.
Gallien [32] considers the sale of multiple units of inventory, and also finds SPP to be the
best possible mechanism for the seller. However, both Riley and Zeckhauser and Gallien
use a dominant equilibrium framework, which assesses a mechanism against all potential
choices made by buyers, as opposed to a Bayesian Nash equilibrium framework, which
assesses a mechanism against the beliefs the seller holds about the likely choices of the
buyers. Significantly, STD is incompatible with the dominant equilibrium framework,
and our (Bayesian Nash equilbrium based) findings suggest that STD can outperform
SPP when the seller is weak. Also challenging the superiority of SPP are Wang [74] and
Roth et al. [63] who demonstrate the advantages of the Nash bargaining solution (which
significantly does not allow for private information).

In Section 4.2, we detail our model, which includes both a finite horizon and private
information, then structurally analyze this model in Section 4.3. We discuss the relevance
of modeling private information in Section 4.4. Numerical results are presented in Section
4.5. Finally, Section 4.6 includes a summary and thoughts on future work. Additional
numerical results are included in Appendix C.
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4.2 Model

In this section, we first consider Myerson and Satterthwaite’s one-period static bargaining
model [55] in Subsection 4.2.1. In Subsection 4.2.2, we discuss the application of this
model to the SUTP. We then consider the different properties of mechanisms, as well as
the application of Myerson’s [54] four mechanisms to the SUTP. Finally, we extend these
models into a new multi-period stochastic dynamic model in Subsection 4.2.3.

4.2.1 Static Bargaining Model

First, consider a static bargaining model by Myerson and Satterthwaite [55] and described
by Bhandari and Secomandi [8], but with valuations scaled to [0,1], rather than the more
general [a, b]. A risk neutral seller with one unit of inventory holds a valuation for the
unit of v1 2 V1 = [0, 1]. (Throughout this paper, we will use subscripts of 1 to refer
to the seller, consistent with the notation in the literature.) A risk neutral buyer’s
valuation for the unit of inventory is v2 2 V2 = [0, 1]. (We will use subscripts of 2 to
refer to the buyer.) Each party knows his own valuation, but not the valuation of the
other party. The buyer believes the seller’s valuation to be drawn from a cumulative
distribution function F1(v1). Similarly, the seller believes the buyer’s valuation to be
drawn from distribution F2(v2). F1(v1) and F2(v2) both have support [0, 1], and both
are public knowledge. An intermediary will confidentially request valuations from both
the seller and buyer, and then apply some bilateral bargaining mechanism j to determine
a candidate sale price. If this price is mutually acceptable, a sale will occur. Otherwise,
the buyer will leave without a sale. We use s

j

(v1, v2) 2 {0, 1} to indicate whether a
sale occurs given that a buyer with valuation v2 arrives, the seller has valuation v1 and
mechanism j is applied. We let sj(v1, v2) = 1 if the sale occurs and 0 otherwise. Similarly,
x

j

(v1, v2) will be the price paid under the same conditions. (If a sale does not occur,
x

j

(v1, v2) = 0.) The transfer probability under mechanism j for valuations v1 and v2 is
p

j

(v1, v2) 2 [0, 1]. That is, sj(v1, v2) = 1 with probability p

j

(v1, v2), and s

j

(v1, v2) = 0

with probability 1� p

j

(v1, v2).

4.2.2 Mechanisms

The SUTP proposed by Chatterjee and Samuelson [15] follows the static bargaining
model described above with F1(v1) = v1 and F2(v2) = v2. The following summary
of four mechanisms, as well as their characteristic prices and transfer probabilities, was
originally presented by Myerson [54] and Bhandari and Secomandi [8]. First, a seller may
post a price that the buyer may accept or reject. In the SUTP, the corresponding transfer
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probability p

SPP

(v1, v2) will be equal to the probability that v2 � 1+v1
2 , and the price

paid will be x

SPP

(v1, v2) = p

SPP

(v1, v2)
1+v1
2 . Analogously, a buyer may post a price

that the seller may accept or reject. In the SUTP, in this case the transfer probability
p

BPP

(v1, v2) will be equal to the probability that v2
2 � v1, and the price paid will be

x

BPP

(v1, v2) = p

BPP

(v1, v2)
v2
2 . The buyer and seller may both propose prices which

would then be averaged (possibly weighted by bargaining power, however in the SUTP
the two parties have equal bargaining power) to split-the-difference with a proposed
“compromise” price, which the buyer and seller would then accept or reject. In the SUTP,
the transfer probability p

STD

(v1, v2) will be equal to the probability that v2 � v1 +
1
4

and the price paid will be x

STD

(v1, v2) = p

STD

(v1, v2)
v1+v2+

1
2

3 . Finally, the neutral
bargaining solution (Myerson [53]) corresponds to a seller posted price outcome when
the seller has higher bargaining power, and a buyer posted price outcome when the buyer
has higher bargaining power. In the SUTP, the transfer probability p

NBS

(v1, v2) will be
equal to the probability that either v2 � 3v1 or 3v2�2 � v1. The corresponding price paid
will be xNBS

(v1, v2) = p

NBS

(v1, v2)
v2
2 if v2  1�v1 and x

NBS

(v1, v2) = p

NBS

(v1, v2)
1+v1
2

otherwise.

All four of the mechanisms described above are direct mechanisms, meaning that an
intermediary produces price and transfer decisions for a buyer and seller who concurrently
and confidentially report their valuations [54]. To formally understand the properties of
these and other mechanisms, we can consider the interim expected utility of the seller
and buyer, or the expected gap between the price and valuation of one unit for that party
when negotiating with the other party. As before, the following is a summary of Myerson
[54], using notation from Bhandari and Secomandi [8]. For the seller, this utility will be
the expected price received less the valuation of the seller times the probability of the
sale. For the buyer, it will be the valuation of the buyer times the probability of the sale
minus the price paid. For ease of exposition, we define

x̄

j

1(v1) :=

Z

v22V2

x

j

(v1, ṽ2)dF2(v2),

x̄

j

2(v2) :=

Z

v12V1

x

j

(ṽ1, v2)dF1(v1),

p̄

j

1(v1) :=

Z

v22V2

p

j

(v1, ṽ2)dF2(v2),

p̄

j

2(v2) :=

Z

v12V1

p

j

(ṽ1, v2)dF1(v1).

The term x̄

j

1(v1) is the expected price from the seller’s perspective, that is, with known
seller’s valuation v1. Similarly, x̄j2(v2) is the expected price from the buyer’s perspective,
with known buyer’s valuation v2. Similarly, p̄j1(v1) and p̄

j

2(v2) are the expected transfer
probabilities for the seller and buyer, respectively. Using this notation, the interim
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expected utility for the seller is ū

j

1(v1) := x̄

j

1(v1) � v1p̄
j

1(v1), and the interim expected
utility for the buyer ū

j

2(v2) := v2p̄
j

2(v2)� x̄

j

2(v2).

A direct mechanism is incentive compatible when the buyer and seller expect their high-
est utility outcomes from “reporting [their] true valuations” [54] to the intermediary,
assuming truthful reporting by the other party. Formally, ū

j

1(v1) � x̄

j

1(v̂1) � v1p̄
j

1(v̂1)

8v1, v̂1 2 V1 and ū

j

2(v2) � v2p̄
j

2(v̂2)� x̄

j

2(v̂2) 8v2, v̂2 2 V2 [8].

A mechanism is individually rational when neither the buyer nor seller expect negative
utility outcomes from the negotiation [54]. Formally, ūj1(v1) � 0 8v1 2 V1 and ū

j

2(v2) � 0

8v2 2 V2 [8].

Mechanisms that are “both individually rational and incentive compatible” are called
feasible [54]. All four of the mechanisms described above are both direct and feasible,
and our analytical results will focus on mechanisms with these properties. The Bayesian
equilibrium of any mechanism can be represented using a direct and incentive compatible
mechanism via the revelation principle, so this restriction is without loss of generality
[54].

4.2.3 Stochastic and Dynamic Model

Now we extend the static case to a dynamic case. Consider a risk neutral seller with
y 2 Y = {1, ..., Y } units of inventory (where Y is the starting inventory), and t 2 T =

{0, ..., T} time periods in which that inventory may be sold, or “time-to-go” (where T is
the first sale period). With 0 time-to-go, the value of the inventory is 0. Additionally,
� 2 (0, 1] is the discount factor for the seller for one period. For each time period, the
probability that a customer arrives is � 2 (0, 1]. That is, at most one customer may
arrive per period. If either � or � is zero, the problem becomes trivial. The quantities Y ,
y, T , � and � are known only to the seller. While many realistic scenarios could feature a
seller’s private starting inventory, current inventory, discount factor and customer arrival
rate, a private deadline T is rather rare. However, this assumption is required for the
internal consistency of our model, which does not include buyers strategically exploiting
the information of an impending sell-by date. The seller has a valuation for one unit of
inventory v1, but this valuation now depends on the amount of inventory remaining and
time-to-go. Each buyer has a valuation for a unit of inventory v2 2 V2 = [0, 1]. Each
party knows his own valuation, but not the valuation of the other party. Each buyer
believes the seller’s valuation to be drawn from distribution F1(v1). Similarly, the seller
believes each buyer’s valuation to be drawn from distribution F2(v2). F1(v1) and F2(v2)

both have support [0, 1], and both are public knowledge. During each time period, if a
buyer arrives, the seller and buyer will confidentially report their valuations to a mediator



Chapter 4. Revenue Management with Bargaining and a Finite Horizon 49

who will apply some direct and feasible mechanism j to determine a candidate sale price.
If this price is mutually acceptable, a sale will occur. Otherwise, the buyer will leave
without a sale. As before, we use s

j

(v1, v2) to indicate whether a sale occurs, xj(v1, v2)
for the price paid, and p

j

(v1, v2) for the transfer probability.

To study this dynamic case, we develop a stochastic dynamic programming model. Our
model is comparable to that of Bhandari and Secomandi [8], with the added complication
of a finite horizon. We want to develop a model for V

j

t

(y), the optimal expected value
of the y units of inventory remaining, given that we have t time periods left in which to
sell the units.

At time t, a customer will not arrive with probability (1� �). In this case, the value to
the seller of y units of inventory at time t is simply the value of y units of inventory at
time t � 1 discounted by �. The seller has no opportunity for action. A customer will
arrive at time period t with probability �. In this case, a price x

j

(v1, ṽ2) is paid from
buyer to seller (again, this price will be 0 if no sale occurs). Remember that while the
seller must decide v1, he only knows the distribution of v2, hence we will use a tilde to
indicate that ṽ2 is a random variable. If the sale occurs, the seller also has the discounted
value of his remaining y � 1 units to sell over t � 1 more periods. If the sale does not
occur, the seller has the discounted value of the full y units to sell over t�1 more periods.
This result is the following stochastic dynamic programming model:

V

j

t

(y) = (1� �)�V

j

t�1(y)

+� max

v12V1

E[x

j

(v1, ṽ2) + �V

j

t�1(y � 1)1{sj(v1, ṽ2) = 1}

+�V

j

t�1(y)1{s
j

(v1, ṽ2) = 0}]. (4.1)

Because the seller will obtain nothing more if he has sold all of his inventory, we define
V

j

t

(0) := 0. Similarly, if the seller runs out of time, his inventory is valueless. Conse-
quently, V j

0 (y) := 0. Model (4.1) can be rearranged as

V

j

t

(y) = (1� �)�V

j

t�1(y) + � max

v12V1

[x̄

j

1(v1) + �V

j

t�1(y � 1)p̄

j

1(v1) + �V

j

t�1(y)(1� p̄

j

1(v1))]

= �V

j

t�1(y) + � max

v12V1

[x̄

j

1(v1) + �V

j

t�1(y � 1)p̄

j

1(v1)� �V

j

t�1(y)p̄
j

1(v1)]. (4.2)

Finally, we will use the notation �V

j

t

(y) := V

j

t

(y)� V

j

t

(y � 1) to condense model (4.2):

V

j

t

(y) = �V

j

t�1(y) + � max

v12V1

[x̄

j

1(v1)� ��V

j

t�1(y)p̄
j

1(v1)]. (4.3)



Chapter 4. Revenue Management with Bargaining and a Finite Horizon 50

The opportunity cost to the seller for the sale of the y

th unit of inventory at time t is
equal to ��V

j

t�1(y). By the feasibility of mechanism j, this quantity will then be the
optimal reported valuation of the seller, assuming that the opportunity cost lies within
the support of F1(v1), or ��V

j

t�1(y) 2 V1 = [0, 1]. We prove that this is the case in
Lemma 4.1.

4.3 Structural Analysis

In this section we demonstrate the ordering of value functions of the four mechanisms
of interest. In order to show this, we first establish that the opportunity cost of the
seller ��V

j

t�1(y) 2 V1 ⌘ [0, 1] (Lemma 4.1), and is consequently the optimal choice
for v1 in model (4.3) (Proposition 1). Next, we demonstrate that the ordering of the
seller’s interim expected utilities between mechanisms corresponds to the ordering of
value functions (Theorem 1). That is, a mechanism j with a higher interim expected
utility than mechanism k will also have a higher value function value, for a given t and
y. Combining this result with the ordering of interim expected utilities for the four
mechanisms under study given by Bhandari and Secomandi [8] allows us to establish the
ordering of the value functions of these mechanisms when each transaction opportunity
is modeled consistently with the SUTP, for a given y and t (Proposition 2).

Lemma 4.1. (a) Given direct and feasible mechanism j, the optimal value function V

j

t

(y)

is weakly increasing at a non-increasing rate in inventory 8y 2 Y [ {0}. Equivalently,
the function ��V

j

t

(y) is nonnegative and weakly decreases in inventory 8y 2 Y. (b)
Moreover, it holds that ��V

j

t

(y)  1, 8y 2 Y.

Lemma 4.1 is analogous to Lemma 2 in Bhandari and Secomandi [8], with the exception
that our Lemma 4.1 does not require ū

j

1(1) = 0. The proof that follows, however, is
necessarily different.

Proof. (a) First, we show that V

j

t

(y) is weakly increasing in inventory, using analogous
reasoning to Bhandari and Secomandi [8].

As defined, V j

0 (y) ⌘ 0 for all y 2 Y [ {0}. Consequently, �V

j

0 (y) ⌘ 0 for all y � 1.
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We make the induction hypothesis �V

j

t

(y) � 0 for steps 1, ..., t � 1 and all y 2 Y.
Consider time t. We define v

⇤
1,t(y) 2 argmax

v12V1 [x̄
j

1(v1)� ��V

j

t�1(y)p̄
j

1(v1)]. We have

�V

j

t

(y) = V

j

t

(y)� V

j

t

(y � 1)

= �V

j

t�1(y) + � max

v12V1

[x̄

j

1(v1)� ��V

j

t�1(y)p̄
j

1(v1)]

��V j

t�1(y � 1)� � max

v12V1

[x̄

j

1(v1)� ��V

j

t�1(y � 1)p̄

j

1(v1)]

= ��V

j

t�1(y) + �x̄

j

1(v
⇤
1,t(y))� ���V

j

t�1(y)p̄
j

1(v
⇤
1,t(y))

��x̄j1(v
⇤
1,t(y � 1)) + ���V

j

t�1(y � 1)p̄

j

1(v
⇤
1,t(y � 1))

� ��V

j

t�1(y) + �x̄

j

1(v
⇤
1,t(y � 1))� ���V

j

t�1(y)p̄
j

1(v
⇤
1,t(y � 1))

��x̄j1(v
⇤
1,t(y � 1)) + ���V

j

t�1(y � 1)p̄

j

1(v
⇤
1,t(y � 1))

= �[(1� �p̄

j

1(v
⇤
1,t(y � 1)))�V

j

t�1(y) + �p̄

j

1(v
⇤
1,t(y � 1))�V

j

t�1(y � 1)]

� 0,

where the first inequality follows from the optimality of v⇤1,t(y) in stage t and state y,
and the second inequality from the observation that 0  ��p̄

j

1(v
⇤
1,t(y � 1))  1 and the

application of the induction hypothesis.

Consequently, �V

j

t

(y) � 0 for all t 2 T , and all y 2 Y by the principle of mathematical
induction.

Next, we show that V j

t

(y) increases at a non-increasing rate in inventory. This property
is trivially true in stage 0 because V

j

0 (y) ⌘ 0 for all y 2 Y [ {0}.

We make the induction hypothesis �V

j

t

(y)  �V

j

t

(y�1) for steps 1, ..., t�1 and 8y 2 Y.
Consider time t. Proceeding as in the proof of part (a), but with respect to �V

j

t

(y � 1)

yields

�V

j

t

(y � 1) � �[(1� �p̄

j

1(v
⇤
1,t(y � 2)))�V

j

t�1(y � 1) + �p̄

j

1(v
⇤
1,t(y � 2))�V

j

t�1(y � 2)]

= ��V

j

t�1(y � 1) + ��p̄

j

1(v
⇤
1,t(y � 2))[�V

j

t�1(y � 2)��V

j

t�1(y � 1)]

� ��V

j

t�1(y � 1), (4.4)
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where the last inequality follows from the induction hypothesis and ��p̄j1(v⇤1,t(y � 1)) 2
[0, 1]. We also have

�V

j

t

(y) = V

j

t

(y)� V

j

t

(y � 1)

= �V

j

t�1(y) + � max

v12V1

[x̄

j

1(v1)� ��V

j

t�1(y)p̄
j

1(v1)]

��V j

t�1(y � 1)� � max

v12V1

[x̄

j

1(v1) + ��V

j

t�1(y � 1)p̄

j

1(v1)]

= �V

j

t�1(y) + �x̄

j

1(v
⇤
1,t(y))� ���V

j

t�1(y)p̄
j

1(v
⇤
1,t(y))

��V j

t�1(y � 1)� �x̄

j

1(v
⇤
1,t(y � 1)) + ���V

j

t�1(y � 1)p̄

j

1(v
⇤
1,t(y � 1))

 ��V

j

t�1(y) + �x̄

j

1(v
⇤
1,t(y))� ���V

j

t�1(y)p̄
j

1(v
⇤
1,t(y))

��x̄j1(v
⇤
1,t(y)) + ���V

j

t�1(y � 1)p̄

j

1(v
⇤
1,t(y))

= �[(1� �p̄

j

1(v
⇤
1,t(y)))�V

j

t�1(y) + �p̄

j

1(v
⇤
1,t(y))�V

j

t�1(y � 1)]

 �[(1� �p̄

j

1(v
⇤
1,t(y)))�V

j

t�1(y � 1) + �p̄

j

1(v
⇤
1,t(y))�V

j

t�1(y � 1)]

= ��V

j

t�1(y � 1), (4.5)

where the first inequality follows from the optimality of v⇤1,t(y�1) in stage t and state y�1

and the second inequality follows from the induction hypothesis and �p̄

j

1(v
⇤
1,t(y � 1)) 2

[0, 1].

Now we apply (4.4) and (4.5) to bound from above the difference between �V

j

t

(y) and
�V

j

t

(y � 1):

�V

j

t

(y)��V

j

t

(y � 1)  ��V

j

t�1(y � 1)��V

j

t

(y � 1)

 ��V

j

t�1(y � 1)� ��V

j

t�1(y � 1)

= 0,

where the first inequality follows from inequality (4.5), and the second inequality from
inequality (4.4). Consequently, �V

j

t

(y) ��V

j

t

(y � 1)  0 for all t 2 T , and all y 2 Y
by the principle of mathematical induction.
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(b) We trivially have �V

j

0 (y) = 0  1 for all y 2 Y . We make the induction hypothesis
that �V

j

t

(y)  1 for all t = 1, ..., t� 1 and all y 2 Y. In stage t we obtain

�V

j

t

(y) = V

j

t

(y)� V

j

t

(y � 1)

= �V

j

t�1(y) + � max

v12V1

[x̄

j

1(v1)� ��V

j

t�1(y)p̄
j

1(v1)]

��V j

t�1(y � 1)� � max

v12V1

[x̄

j

1(v1)� ��V

j

t�1(y � 1)p̄

j

1(v1)]

= �V

j

t�1(y) + �x̄

j

1(v
⇤
1,t(y))� ���V

j

t�1(y)p̄
j

1(v
⇤
1,t(y))

��V j

t�1(y � 1)� �x̄

j

1(v
⇤
1,t�1(y � 1)) + ���V

j

t�1(y � 1)p̄

j

1(v
⇤
1,t�1(y � 1))

 �[1� �p̄

j

1(v
⇤
1,t(y))]�V

j

t�1(y) + ���V

j

t�1(y � 1)p̄

j

1(v
⇤
1,t(y))

+�[x̄

j

1(v
⇤
1,t(y))� x̄

j

1(v
⇤
1,t(y)]

= �{�V

j

t�1(y) + �p̄

j

1(v
⇤
1,t(y))[�V

j

t�1(y � 1)��V

j

t�1(y)]}

 �V

j

t�1(y) +�V

j

t�1(y � 1)��V

j

t�1(y)

= �V

j

t�1(y � 1)

 1, (4.6)

where the first inequality follows from the optimality of v⇤1,t(y � 1) at stage t and state
y � 1 and rearranging, the second inequality from part (a) and �p̄j1(v⇤1,t(y)) 2 [0, 1], and
the final inequality from the induction hypothesis.

As in Bhandari and Secomandi [8], Lemma 4.1 and the incentive compatibility of mech-
anism j imply the following proposition, analogous to Proposition 1 in that paper.

Proposition 4.2. If direct mechanism j is feasible then the seller’s optimal value function
satisfies the following conditions, for all t and y:

V

j

t

(y) = �V

j

t�1(y) + �[x̄

j

1(��V

j

t�1(y))� ��V

j

t�1(y)p̄
j

1(��V

j

t�1(y))].

Proposition 4.2 combines our new stochastic dynamic program model with the interpre-
tation of the seller’s valuation v1 as the seller’s opportunity cost of one unit of inventory
��V

j

t�1(y) (incentive compatibility). The results of Lemma 4.1 demonstrate that this is
acceptable, by showing that 0  ��V

j

t�1(y)  1.

Now that we have resolved the nature of our model, we can consider the circumstances
under which different mechanisms can be compared. The following theorem (which is
analogous to Theorem 1 in Bhandari and Secomandi [8]) relates the ordering of the
seller’s interim expected utilities for different mechanisms to the ordering of the value
functions for those mechanisms (defined by Proposition 4.2).
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Theorem 4.3. Suppose that direct and feasible mechanisms j and k are defined on set
V1 ⇥ V2 ⌘ [0, 1]

2, and are such that the seller’s interim expected utilities are ordered as
ū

j

1(v1) � ū

k

1(v1), 8v1 2 V1. Then it holds that V j

t

(y) � V

k

t

(y), 8y 2 Y [ {0} and 8t 2 T .

Proof. We have V

j

0 (y) ⌘ V

k

0 (y) ⌘ 0, 8y 2 Y [ {0}. Thus the property trivially holds
in stage 0. Make the induction hypothesis that V

j

t

(y) � V

k

t

(y) for steps 1, ..., t � 1 and
8y 2 Y. Consider stage t. Lemma 4.1 combined with the assumption on the interim
expected utilities of mechanisms j and k implies

V

k

t

(y) = �V

k

t�1(y) + �[x̄

k

1(��V

k

t�1(y))� ��V

k

t�1(y)p̄
k

1(��V

k

t�1(y))]

 �V

k

t�1(y) + �[x̄

j

1(��V

k

t�1(y))� ��V

k

t�1(y)p̄
j

1(��V

k

t�1(y))],

which can be rearranged as

�x̄

j

1(��V

k

t�1(y)) � V

k

t

(y)� �V

k

t�1(y) + ���V

k

t�1(y)p̄
j

1(��V

k

t�1(y)). (4.7)

Using Lemma 4.1 and the feasibility of mechanism j, we obtain

V

j

t

(y) = �V

j

t�1(y) + �[x̄

j

1(��V

j

t�1(y))� ��V

j

t�1(y)p̄
j

1(��V

j

t�1(y))]

� �V

j

t�1(y) + �[x̄

j

1(��V

k

t�1(y))� ��V

j

t�1(y)p̄
j

1(��V

k

t�1(y))],

which rearranged is

�x̄

j

1(��V

k

t�1(y))  V

j

t

(y)� �V

j

t�1(y) + ���V

j

t�1(y)p̄
j

1(��V

k

t�1(y)). (4.8)

Using inequalities (4.7) and (4.8) yields

V

j

t

(y)��V j

t�1(y)+���V

j

t�1(y)p̄
j

1(��V

k

t�1(y)) � V

k

t

(y)��V k

t�1(y)+���V

k

t�1(y)p̄
j

1(��V

k

t�1(y)).

This inequality can be rearranged as

V

j

t

(y)� V

k

t

(y) � �[(1� �p̄

j

1(��V

k

t�1(y)))(V
j

t�1(y)� V

k

t�1(y))

+�p̄

j

1(��V

k

t�1(y))(V
j

t�1(y � 1)� V

k

t�1(y � 1))]

� 0,

where the second inequality follows from the induction hypothesis and �p̄j1(��V

k

t�1(y)) 2
[0, 1]. By the principle of mathematical induction the property is true in all stages and
states.
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Now that we have a theorem to order the seller’s value function under different mech-
anisms based on the ordering of the interim expected utilities of the seller under those
mechanisms, we need to know the ordering of the mechanisms under consideration, sum-
marized in Lemma 4.4.

Lemma 4.4. (Bhandari and Secomandi [8] Lemma 1) For SUTP it holds that ūSPP

1 (v1) �
ū

NBS

1 (v1) � ū

BPP

1 (v1) and ū

STD

1 (v1) � ū

BPP

1 (v1), 8 v1 2 V1

As in the infinite horizon case, we can use Theorem 1 and Lemma 4.4 to establish value
function comparisons between the four mechanisms under consideration (as done by
Myerson [54]). These are the same comparisons established in the infinite horizon case
in Proposition 2 of Bhandari and Secomandi [8].

Proposition 4.5. Suppose that V
i

⌘ [0, 1], 8i 2 {1, 2} and F

i

(v

i

) ⌘ v

i

, 8i 2 {1, 2}. Then
it holds that V SPP

t

(y) � V

NBS

t

(y) � V

BPP

t

(y) and V

STD

t

(y) � V

BPP

t

(y), 8y 2 Y [ {0}
and 8t 2 T .

4.4 Assessing the Relevance of Modeling Private Informa-

tion Under the STD and NBS Mechanisms

In our model the buyers and seller have private information about their respective
marginal inventory valuations. In this private information setting, it is generally (that is,
beyond the SUTP case) more challenging to obtain the STD and NBS mechanisms while
it is simpler to derive the SPP and BPP mechanisms. However, these constraints may
be important when calculating the seller’s opportunity cost under the STD and NBS
mechanisms. It is thus of interest to assess the relevance of modeling private information
when computing the seller’s opportunity costs under the STD and NBS mechanisms.

If the seller’s and buyers’ marginal inventory valuations were public knowledge, then the
STD and NBS mechanisms would reduce to the Nash bargaining solution, a mechanism
developed by Nash [56] to resolve a complete information, two-player, risk-neutral bar-
gaining game. In the static case, a sale will occur under the Nash bargaining solution
iff v1  v2 at price v1+v2

2 . Myerson [53] generalized the Nash bargaining solution to
an incomplete information case to develop the NBS mechanism. Consequently, the NBS
mechanism reduces to the Nash bargaining solution in the absence of private information.
The STD obviously reduces to the Nash bargaining solution in the public information
case (assuming an even split of the seller’s and buyers’ respective valuations).

For the SUTP, assuming no private information and that the Nash bargaining solution is
used to model each negotiation, the resulting stochastic dynamic program for the seller
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is
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h
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Nash

t�1 (y � 1)

i

+ I{v2 < ��V
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t�1 (y)}�V Nash

t�1 (y)

�
dv2. (4.9)

where I{A} is an indicator function that equals 1 if A evaluates as true and 0 if A evalu-
ates as false. Model (4.9) is simpler than Model (4.2) because of its simpler transactional
setting.

We can use the opportunity cost ��V

Nash

t�1 (y) based on the Nash bargaining solution
model (4.9) in the presence of private information when using the STD and NBS mech-
anisms to obtain approximate value functions U

STD

t

(y) and U

NBS

t

(y) for these mecha-
nisms as follows:
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(4.10)
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NBS
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Nash
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(4.11)

By comparing the value functions calculated for the SUTP under both the private and
public information regimes, that is, under Model (4.9) specified with j equal to STD
and NBS and Models (4.10) and (4.11), we can establish the importance of modeling
private information when computing the seller’s opportunity cost in the SUTP case.
We demonstrate these results numerically in Section 4.5.2. This analysis might provide
insights into the relevance of modeling private information beyond the SUTP case.

4.5 Numerical Results

In order to determine the significance of the comparison results in Proposition 4.5, in
Subsection 4.5.1 we analyze numerical SUTP examples. Using a period length of one
day, we consider a variety of parameter values: annual interest rate r 2 {0.05, 0.1},
with discount factor � = 1/(1+r/365); arrival probability � 2 {0.3, 0.6, 0.9}--this is the
probability that a customer will arrive on a given day. In Subsection 4.5.2, we investigate
the importance of modeling private information when computing the seller’s opportunity
cost under the STD and NBS mechanisms numerically within the SUTP. Our results are
similar in all parameter combination cases, so only the r = 0.05 and � = 0.3 case is



Chapter 4. Revenue Management with Bargaining and a Finite Horizon 57

discussed below. The corresponding graphs for the other parameter combinations are
displayed in Appendix C.

4.5.1 Optimal Value Function Comparison by Mechanism

Figure 4.1 shows the optimal value functions under the SPP, BPP, STD and NBS mech-
anisms at different inventory levels y and for different periods-to-go t. Each period is one
day. The ordering of the mechanisms is compatible with Proposition 4.5. Specifically,
for sufficiently high inventory levels and sufficiently low time-to-go, BPP, SPP and NBS
perform similarly, while STD provides a higher optimal value function. At sufficiently
low inventory levels with sufficiently high time-to-go, SPP outperforms STD which out-
performs BPP. NBS performs similarly to BPP when the seller is in a weak position (high
inventory, low time-to-go), and similarly to SPP when the seller is in a strong position
(low inventory, high time-to-go). This is the expected result, given the design of the NBS
mechanism.

The comparisons in Proposition 4.5 are the same as the comparisons found in Bhandari
and Secomandi [8]. However, in that paper, STD becomes a dominant mechanism only
in extreme parameter value cases (such as � = 0.006, r = 0.05 and inventory= 90--a
situation where the seller has only 2.2 potential customers arriving each year, but 90 units
of inventory available). Here, STD outperforms the other mechanisms for sufficiently high
inventory-remaining to time-remaining ratio cases for even high � values (see Appendix
C for examples with inventory levels from 0 to 100 and � = 0.9--a situation where the
seller has as many as 328.5 potential customers each year).

For high values of t, these results converge to those found in Bhandari and Secomandi
[8]. This is demonstrated in Figure 4.2 which shows the infinite horizon results from
Bhandari and Secomandi next to the 5000 period-to-go results using our new model
(both for the � = 0.3, r = 0.05 case).

In order to better understand why STD outperforms SPP when the seller is weak (high
relative inventory, low relative remaining time), we consider the quantities expected to
be sold and the average price per unit expected to be received (calculated by dividing the
optimal value function by the quantity expected to be sold for a given inventory level and
time-to-go) for a given amount of inventory and a given remaining time-to-go. Figure
4.3 shows the expected quantity sold for different starting inventories and times-to-go
under the four mechanisms. SPP results in the fewest sales, followed by STD, with BPP
and NBS resulting in the most sales. The higher the remaining inventory, the higher the
sales, until a “saturation point" is reached. Figure 4.4 shows the expected average price
per unit expected to be received for different starting inventory levels and times-to-go
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure 4.1: Optimal value function ratio (V k
t (y)/V

j
t (y)) for different times-to-go, with

r = 0.05 and � = 0.30

Bhandari and Secomandi [8] (Fig-
ure 1)

Our model, with t = 5000

Figure 4.2: Optimal value function ratio (V k
t (y)/V

j
t (y)), with r = 0.05 and � = 0.30

under the four mechanisms. BPP results in the lowest average price, followed by STD,
with SPP resulting in the highest price. The average price of NBS is close to that of
SPP when the seller is strong, and close to that of BPP when the seller is weak (which
is expected, given the design of the NBS mechanism).

If we consider the case of a weak seller (with high inventory and low time-to-go) we see
that while SPP has a higher average price than STD, STD has a higher quantity sold
than SPP. It appears that STD outperforms SPP for a weak seller due to quantity, rather
than price, effects. By “splitting-the-difference” with the buyer, the seller receives a lower
price, but has a higher likelihood of making a sale. When the seller is weak, it seems to
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure 4.3: Expected quantity sold under the four mechanisms for different times-to-
go, with r = 0.05 and � = 0.30

be better to be paid a smaller amount for some of the “excess” inventory, than nothing
at all.

4.5.2 Effects of Modeling Private Information

In this section, we quantify the impact of modeling private information when determining
the seller’s opportunity cost under the NBS and STD mechanisms.

Consider the NBS mechanism. Figure 4.5 shows the optimal value function from Model
(4.2) with j equalt to NBS compared to the approximate value function from Model
(4.11) at different inventory levels and times-to-go. We can see that the effect of modeling
private information is rather small, a less than 5% difference for t = 1000 in all parameter
cases studied.

Focus on the STD mechanism. Figure 4.6 shows the optimal value function from Model
(4.2) with j equal to STD compared to the approxiamte value function from Model (4.10)
at different inventory levels and times-to-go. As an aside, we point out that the results
for NBS and STD cannot be compared directly, due to the fact that their corresponding
optimal value functions are different. We can see that the effect of modeling private
information is small for high relative inventory levels, but for lower inventory levels and
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure 4.4: Average price per unit expected to be received under the four mechanisms
for different times-to-go, with r = 0.05 and � = 0.30

Figure 4.5: Ratio of approximate optimal value function to optimal value function
under the NBS mechanism, with r = 0.05 and � = 0.30
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Figure 4.6: Ratio of approximate optimal value function to optimal value function
under the STD mechanism, with r = 0.05 and � = 0.30

higher times-to-go, this effect approaches a nearly 40% difference in value functions when
t = 1000 (the results are similar in other parameter cases). In other words, it seems that
the impact of modeling private information is more pronounced when the seller is strong.

In order to develop some intuition for this finding, Figure 4.7 plots the expected quantity
sold as well as the average price per unit expected to be received for Model (4.2) with
j =STD and Model (4.10).

While the expected quantity sold is similar in both Models (4.3) and (4.10), the average
price per unit expected to be received is higher in the Model (4.3) case. When the seller is
strong, the seller’s valuation for a unit of inventory is correspondingly high. In a private
information setting, the seller can optimally increase his reported valuation above his
true marginal valuation (this is what happens in equilibrium in the STD case; the STD
mechanism considered here is the equivalent direct and feasible mechanism version of
this equilibrium), leading to a higher average sales price, with less concern for lost sales
due to his strong position.

To summarize, modeling private information does not appear critical when using the
NBS mechanism, or when a weak seller uses the STD mechanism. However, neglecting
to model private information is not a reasonable approximation when considering a strong
seller under the STD mechanism.

4.6 Conclusion

In this paper, we have extended the revenue management bargaining model developed
by Bhandari and Secomandi [8] to a finite horizon setting, obtaining both structural



Chapter 4. Revenue Management with Bargaining and a Finite Horizon 62

Expected quantity to be sold, 100
periods-to-go

Average price per unit expected to
be received, 100 periods-to-go

Expected quantity to be sold,
1000 periods-to-go

Average price per unit expected to
be received, 1000 periods-to-go

Figure 4.7: Expected quantities sold and average price per unit expected to be re-
ceived under Model (4.2) specified for the STD mechanism and Model (4.10), for dif-

ferent times-to-go, with r = 0.05 and � = 0.30

and numerical results. While the ordering of the SPP, BPP, STD and NBS pricing
mechanisms remains consistent to the ordering in the infinite time horizon case, there are
now far more (and more realistic) parameter regimes under which the STD mechanism is
the most attractive option for the seller. Hypothetically, a hard deadline for sales (as in
the finite horizon case) naturally emphasizes the benefits of a mechanism (such as STD)
that can result in a higher probability of winning a sale before time runs out, rather than
waiting for a higher price while the value of the inventory creeps towards a cliff.

We also considered the significance of modeling private information when determining
the seller’s opportunity cost under the NBS and STD mechanisms. While the results
for the NBS mechanism are not sensitive to this modeling choice, modeling private in-
formation is critical for the STD mechanism when the seller is strong (when the seller
is weak, they are again similar). As a consequence, easier to model public information
constructions may serve as reasonable approximations for the NBS mechanism and the
STD mechanism when the seller is weak. However, the use of such an approximation for
the STD mechanism when the seller is strong would be misleading.

These results could be more robustly explored in further work examining the effects of
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a public deadline T, strategic buyers and non-stationary or unknown valuation distribu-
tions, as well as through numerical examples in situations beyond the SUTP, as noted
in Secomandi and Bhandari [8].



Chapter 5

Conclusion

In this dissertation, we examined three different service operations problems. First, we
empirically examined the provision of customer service on Twitter. Using an ordinal
logistic regression model, we found that customers are less likely to experience a positive
final sentiment as time passes. This finding may indicate a shift by the customer service
team to harder to resolve cases as the program matures. Due to the noise in the data,
future work could focus on better methods to reduce noise in data scraped from Twitter,
such as better sentiment coding algorithms. Direct collaboration with a company during
the data collection stage may be most rewarding, however. By obtaining direct customer
satisfaction reports, as well as detailed customer and complaint information, noise would
be reduced and additional important variables could be included in the analysis, leading
to a better understanding of customer reactions to different Twitter-based customer
service metrics.

Next, we partially extended Scheller-Wolf and Vesilo’s [67] results for necessary and
sufficient conditions for a finite rth moment of expected delay in a FIFO multiserver
queue, assuming a non-integral load and a service time distribution belonging to class
L�1 , to the non-integral load case: we find a stricter necessary condition for a GI/GI/K-
server system with integral ⇢ = R: the rth moment of expected delay E[D

r

] will be
infinite if E[S

1+( r

↵(K�k) )
] is infinite, which occurs when the shape parameter of the service

time distribution ↵ <

1
2 +

q
1
4 +

r

K�R

. Future work could include stricter necessary or
sufficient conditions until the gap is closed, as well as further investigation of higher
moment results. These results would provide further insight into the question of whether
integral load systems in this class behave more like a system with slightly more or less
work, or some combination thereof.

Finally, we ranked the value of four different bargaining mechanisms analytically and nu-
merically in the context of the symmetric uniform trading problem, from the perspective
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of a seller of a finite inventory of perishable goods. While this ordering of the mechanisms
remains the same as compared to the infinite horizon case studied in the literature, we
find numerically, in an analogous model, that the relative value of the split-the-difference
(STD) mechanism increases as we move to a situation where the seller faces a deadline
to complete the sales. Additionally, we show that while using a simplified model that
calculates the seller’s opportunity cost using public information may be an acceptable ap-
proximation for the NBS mechanism, it produces substantially different results than the
private information case when STD mechanism is used by a strong seller. Consequently,
care must be taken when simplifying the model in this way.



Appendix A

Appendix A: Selecting a Model for
Twitter-Based Customer Service
Quality Metrics

A.1 Transitions

Table A.1: Transition Table - Model Selection Data

FinalSentiment

Negative Neutral Positive Total

Initial Sentiment
Negative 33 88 45 166
Neutral 31 69 48 148
Positive 3 11 6 20
Total 67 168 99 334

Table A.2: Transition Table - Test Data

FinalSentiment

Negative Neutral Positive Total

Initial Sentiment
Negative 44 83 54 181
Neutral 27 88 59 174
Positive 3 7 7 17
Total 74 178 120 372
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A.2 Descriptives

Table A.3: Full Data Set - Descriptives

N Minimum Maximum Mean Std. Dev.
Ratio of company to total mes-
sages

706 .01 .71 .3321 .09899

Company response time 706 .00 6.99 1.0651 1.43519
Customer response time 706 .00 14.00 .4699 1.24833
Number of company related mes-
sages in network

706 .00 147.00 5.0722 11.81532

Ratio of positive to total network
messages

706 .00 1.00 .1115 .22997

Ratio of positive to total network
messages squared

706 .00 1.00 .0652 .20284

Ratio of negative to total network
messages

706 .00 1.00 .0897 .19468

LN(Date of initial message) 706 .00 5.71 4.5326 .97564

A.3 Variables Considered for Model Inclusion

A.3.1 Customer Attribute - Initial Mention

This variable is 1 if the customer’s initial message included "@company" or "@compa-
nysupport," and 0 otherwise.

A.3.2 Customer Attribute - Weekend

This variable is 1 if the customer’s initial message occured during a weekend and 0
otherwise.

A.3.3 Customer Attribute - Business Hours

This variable is 1 if the customer’s initial message occured during business hours and 0
otherwise.
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A.3.4 Customer Attribute - Initial Sentiment

This variable indicates the sentiment (positive, negative or neutral) of the customer’s
initial message.

A.3.5 Customer Attribute - Number of customer messages

This variable measures the total number of messages sent by the customer in a case.

A.3.6 Service Attribute - Number of company messages

This variable measures the total number of messages sent by the company’s company
support team in a case.

A.3.7 Service Attribute - Company response time

This variable is the average time between a customer message and the company’s response
in a case.

A.3.8 Service/Customer Attribute - Average Time

This variable is calculated by dividing elapsed time by the total number of messages in
a case.

A.3.9 Service/Customer Attribute - Ratio of company to total mes-
sages

This variable divides the number of company messages by the total number of messages
in a case (that is, the number of company messages plus the number of customer messages
in a case).

A.3.10 Service/Customer Attribute - Ratio of customer to company
messages

This variable divides the number of customer messages by the number of company mes-
sages.
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A.3.11 Service/Customer Attribute - Number of messages

This variable measures the total number of messages sent by the company and the
customer in a case.

A.3.12 Service Attribute - Priority

This variable is the priority (high-medium-low) assigned to a case by the company.

A.3.13 Service Attribute - Elapsed Time

This variable measures the time elapsed between the customer’s first message and the
company’s final message in a case.

A.3.14 Service Attribute - Initial Response Time

This variable measures the time elapsed between the customer’s first message and the
company’s first message in a case.

A.3.15 Service Attribute - Date of initial message

This variable indicates the date of the customer’s first message, where “1" indicates the
first day in the data set (February 22). This value is subsequently incremented (e.g.
Februrary 25 is “4").

A.3.16 Customer Attribute - Customer response time

This variable is the average time between a company message and the customer’s response
in a case.

A.3.17 Customer Attribute - Number of followers

This variable is the number of Twitter followers a customer had at the time of the server
interaction.
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A.3.18 Customer Attribute - Number of friends

This variable is the number of Twitter friends a customer had at the time of inquiry
(after the server interaction).

A.3.19 Customer Network Attributes - Number of positive network
messages from friend-followers

This variable is the number of messages involving the company or its products with
positive sentiment sent in the week prior to the customer’s first message by those friends
who are also followers.

A.3.20 Customer Network Attributes - Number of neutral network
messages from friend-followers

This variable is the number of messages involving the company or its products with
neutral sentiment sent during the case, as well as in the week prior to the customer’s
first message by those friends who are also followers.

A.3.21 Customer Network Attributes - Number of negative network
messages from friend-followers

This variable is the number of messages involving the company or its products with
negative sentiment sent during the case, as well as in the week prior to the customer’s
first message by those friends who are also followers.

A.3.22 Customer Network Attributes - Number of positive network
messages from friend-but-not-followers

This variable is the number of messages involving the company or its products with
positive sentiment sent during the case, as well as in the week prior to the customer’s
first message by those friends who are not also followers.
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A.3.23 Customer Network Attributes - Number of neutral network
messages from friend-but-not-followers

This variable is the number of messages involving the company or its products with
neutral sentiment sent during the case, as well as in the week prior to the customer’s
first message by those friends who are not also followers.

A.3.24 Customer Network Attributes - Number of negative network
messages from friend-but-not-followers

This variable is the number of messages involving the company or its products with
negative sentiment sent during the case, as well as in the week prior to the customer’s
first message by those friends who are not also followers.

A.3.25 Customer Network Attributes - Number of positive network
messages

This variable is the total number of messages involving the company or its products with
positive sentiment sent during the case, as well as in the week prior to the customer’s
first message by the customer’s friends.

A.3.26 Customer Network Attributes - Number of neutral network
messages

This variable is the total number of messages involving the company or its products with
neutral sentiment sent during the case, as well as in the week prior to the customer’s
first message by the customer’s friends.

A.3.27 Customer Network Attributes - Number of negative network
messages

This variable is the total number of messages involving the company or its products with
negative sentiment sent during the case, as well as in the week prior to the customer’s
first message by the customer’s friends.
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A.3.28 Network Attribute - Number of company related messages in
network

This variable is the total number of positive, negative, neutral and indeterminate mes-
sages involving the company or its products sent during the case, as well as in the week
prior to the customer’s first message, by the customer’s friends.

A.3.29 Network Attribute - Ratio of positive to total network mes-
sages

This variable is the number of positive messages involving the company or its products
sent during the case, as well as in the week prior to the customer’s first message, by
the customer’s friends, divided by the number of company related messages in network
variable. In the event that the number of company related messages in network variable
had a value of 0, this variable was also coded as 0.

A.3.30 Network Attribute - Ratio of negative to total network mes-
sages

This variable is the number of negative messages involving the company or its products
sent during the case, as well as in the week prior to the customer’s first message, by
the customer’s friends, divided by the number of company related messages in network
variable. In the event that the number of company related messages in network variable
had a value of 0, this variable was also coded as 0.

A.3.31 Customer Network Attribute - Number of promotional mes-
sages

This variable is the number of messages sent during the case, as well as in the week
prior to the customer’s first message through one of the company’s non-support Twitter
accounts.

A.3.32 Variable notes

Some of these variables are redundant. Additionally, quadratic, square root and natural
log transformations of these variables were also considered, where appropriate. In the
case where the variable may have a value of 0 (number of friends, number of followers,
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number of a certain type of network message, etc.), the natural log of the value of the
variable plus one was taken.

A.4 Additional Results

Using the chosen model on the entire data set, we find the results given in table A.4. It
is important to note that this test uses some data that was used to chose the variables
in the model, so significance is overstated and unreliable. Overall model significance
is 0.001. The test of parallel lines resulted in a significance of .776, indicating the the
proportional odds assumption is not rejected, so ordinal regression remains appropriate.
In contrast to the test data only results, the parameters for the ratio of company to total
messages and the ratio of positive to total network messages are significant, so we can
now address hypotheses 1 and 2. The parameter for the natural log of the date of the
initial message is also significant, as it was before, so the comments in 2.5.1 still apply.
As before, the service time variables are insignificant, so the comments in section 2.5.2
still apply.

Table A.4: Chosen model - full data set

Parameter Value Std. Error Sig.
↵

neutral

-2.202 .427 .000
↵

positive

.052 .418 .900
� Ratio of company to total messages 1.673 .728 .022
� Company response time .039 .051 .444
� Customer response time -.091 .058 .116
� Number of company related messages in net-
work

.000 .007 .986

� Ratio of positive to total network messages 1.944 .988 .049
� Ratio of positive to total network messages
squared

-1.908 1.110 .086

� Ratio of negative to total network messages -.281 .375 .454
� LN(Date of initial message) -.308 .077 .000

A.4.1 Evaluation of Hypothesis 1

We find that the ratio of company to total messages has a parameter value of 1.673
with significance of 0.022 when the model was applied to the full data set. This result
confirms our hypothesis that a higher ratio of company to total case messages increases
the probability of a more positive case resolution (holding the date, company response
time, customer response time, number of network messages and the percentage of positive
and negative network messages constant). As discussed before, this may indicate that
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a higher number of messages provided for the same amount of customer information
provided implies higher service level which results in higher customer satisfaction.

A.4.2 Evaluation of Hypothesis 2

We find that the ratio of positive to total network messages has a parameter value of
1.944 with significance of 0.049 when the model was applied to the full data set. However,
the quadratic term is not significant. While this result does not confirm the quadratic
nature of our hypothesis, it does correspond with the idea that a higher ratio of positive
to total network messages in the period between one week prior to the customer’s first
message and the customer’s last message increases the probability of a more positive case
resolution (holding the date, ratio of company to total messages, company response time,
customer response time, number of network messages and the percentage of negative
network messages constant). As discussed before, this may related to the findings of Ma
et al [48] who found that positive sentiment expression in a customer’s network led to
more positive sentiment expression if the customer was already in a positive state, and
more negative sentiment expression if the customer was already in a negative state.

A.5 Extra References

’ordinal’ by Rune Haubo B Christensen

’glmulti’ by Vincent Calcagno

’vgam’ by Thomas Yee

’reshape2’ by Hadley Wickham

Wikipedia “AIC"

http://www.ats.ucla.edu/stat/spss/output/ologit.htm

http://www.ats.ucla.edu/stat/spss/dae/ologit.htm

http://www.ats.ucla.edu/stat/r/dae/ologit.htm

http://research.cs.tamu.edu/prism/lectures/iss/iss l13.pdf

http://www.stanford.edu/ hastie/Papers/ESLII.pdf
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Appendix B: Necessary Condition
for Finite Delay Moments for FIFO
GI/GI/K Queues with Integral Load

B.1 Proof of Lemma 3.4

Lemma. Let Y
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function

 (⇣) = |⇣|↵C �(3� ↵)

↵(↵� 1)

[cos

⇡↵

2

⌥ i(p� q)sin

⇡↵

2

]. (B.2)

Proof.

Definition B.1. Feller [24], page 172

“F belongs to the domain of attraction of U iff there exist constants a

n

> 0 and b

n

such
that the distribution of a�1

n

S

n

� nb

n

tends to U."

Let ' be the characteristic function of F, and ! be the characteristic function of U. a
n

and b

n

are scaling parameters.
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In other words, Lemma 3.4 states that our netput process Y belongs to a domain of
attraction, allowing us to characterize the behavior of the accumulation of work in a
system with a load exactly equal to the number of servers available.

Feller [24] provides the two lemmas needed to prove Lemma 3.4: the first (Lemma B.2)
presents the requirements needed for a distribution to belong to a domain of attraction,
the second (Lemma B.3) presents the necessary scaling parameters a

n

and b

n

to ensure
the domain of attraction to be that described in equation B.2. After stating these lemmas,
we show that the the sum of service times S will belong to the domain of attraction of
U when scaling parameters a

n

= n

1
↵ and b

n

= T = E[S] are used.

Lemma B.2. Theorem 2 from Feller [24] section XVII.5

“(a) In order that a distribution F belong to some domain of attraction it is necessary
that the truncated moment function µ varies regularly with an exponent 2-↵ (0 < ↵  2).

(b) If ↵ = 2, this condition is also sufficient provided F is not concentrated at one point.

(c) If µ(x) s x

2�↵
L(x), x ! 1 holds with 0 < ↵  2 then F belongs to some domain of

attraction iff the tails are balanced so that as x ! 1

1� F (x)

1� F (x) + F (�x)

! p (B.3)

F (�x)

1� F (x) + F (�x)

! q (B.4)

where L varies slowly.”

Lemma B.3. Theorem 3 from Feller [24] section XVII.5

“Let U be the stable distribution determined (including centering) by the characteristic
function

 (⇣) = |⇣|↵C �(3� ↵)

↵(↵� 1)

[cos

⇡↵

2

⌥ i(p� q)sin

⇡↵

2

] (B.5)

if ↵ 6= 1 or
 (⇣) = �|⇣| · C[

1

2

⇡ ± i(p� q)log|⇣|] (B.6)

if ↵ = 1.

Let the distribution F satisfy the conditions of [Lemma B.2], and let a
n

satisfy

n

a

2
n

µ(a

n

) ! C

.
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(i) If 0 < ↵ < 1 then '

n

(⇣/a

n

) ! !(⇣) = e

 (⇣).

(ii) If 1 < ↵  2 and µ(1) = 1 the same is true provided F is centered to zero
expectation.

(iii) If ↵ = 1 then
('(⇣/a

n

)e

�ib

n

⇣

)

n ! !(⇣) = e

 (⇣)
,

where
b

n

=

Z +1

�1
sin

x

a

n

F{dx}.00

To summarize the application of Lemmas B.2 and B.3, Lemma 3.4 will be true if the
following four conditions are met:

1) the truncated moment function of S varies regularly with an exponent 2 � ↵, with
0 < ↵  2

2) the tails of S are balanced so that as x ! 1

1� F (x)

1� F (x) + F (�x)

! p

F (�x)

1� F (x) + F (�x)

! q

3) a

n

satisfies
n

a

2
n

µ(a

n

) ! C

4) S is centered to 0 expectation.

We will demonstrate point-by-point that these conditions are met.

1) the truncated moment function of S varies regularly with an exponent 2 � ↵, with
0 < ↵  2:

The truncated moment function is defined as µ(x) =

R
x

�x

y

2
f(y)dy. For S with P (X >

u) ⇠ u

�↵ and 1 < ↵ < 2, we find µ(x) =

R
x

0 y

2 ↵

y

↵+1dy ⇠ x

2�↵, so this condition is
fulfilled.

2) the tails of S are balanced so that as x ! 1

1� F (x)

1� F (x) + F (�x)

! p
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F (�x)

1� F (x) + F (�x)

! q

We have S with P (X > u) ⇠ u

�↵, with F (�x) = 0:

1� F (x)

1� F (x) + F (�x)

=

x

�↵

x

�↵
+ 0

! 1

0

x

�↵
+ 0

! 0

,

so this condition is fulfilled.

3) a

n

satisfies
n

a

2
n

µ(a

n

) ! C

Equation B.1 implies that a

n

= n

1
↵ . With µ(a

n

) ⇠ a

2�↵
n

, we see

n

a

2
n

µ(a

n

) ⇠ n

(n

1
↵

)

2
(n

1
↵

)

2�↵
= 1 ! C

4) S is centered to 0 in expectation, which is fulfilled by using b

n

= T = E[S]

B.2 Asymptotic convergence of bounds

Here, we consider the limit of the ratio of the previous bounds to the new bounds for
the GI/GI/K case as the number of servers K approaches infinity.

Lemma B.4. The newly established necessary conditions for finite mean delay with
integral load for FIFO GI/GI/K queues, with service times both belonging to class L↵+1

with dF (x) ⇠ x

�↵ approach the previously established lower bounds of K�R+1+r

K�R+1 as the
number of servers K approaches infinity.
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Proof.

lim

K!1

K�R+1+r

K�R+1

1
2 +

q
1
4 +

r

K�R

= lim

K!1

K�R+1+r

K�R+1

1
2 +

q
K�R+4r
4(K�R)

= lim

K!1

K�R+1+r

K�R+1

1
2 +

p
K�R+4rp
4(K�R)

= lim

K!1

K�R+1+r

K�R+1

1
2 +

p
K�R+4r
2
p
K�R

= lim

K!1

2(

K�R+1+r

K�R+1 )

1 +

p
K�R+4rp
K�R

=

lim

K!1 2(

K�R+1+r

K�R+1 )

lim

K!1 1 +

q
lim

K!1
K�R+4r
K�R

=

lim

K!1 2(

1
1)

lim

K!1 1 +

q
lim

K!1
1
1

=

2

2

= 1

L’Hôpital’s Rule is used for the penultimate step. As the number of servers approaches
infinity, the ratio of the value of the new bounds to the value of the old bounds approaches
1.

B.3 Workloads are greater than C

0
x

1
↵

The workload at server R will be greater than C

0
x

1
↵ , given that we have

C >

⇣
R

R�1�1
✏R

R�2(R�1)

⌘
↵

(2

R+1
RE[S]).

Lemma B.5. 1
R

✏(

⌥
2RE[S]x)

1
↵ �

P
R�1
n=1

x

1
↵

R

n

> C

0
x

1
↵ for R � 2 where C

0 is a positive

constant, if C >

⇣
R

R�1�1
✏R

R�2(R�1)

⌘
↵

(2

R+1
RE[S]).

Proof. We will solve backwards to find the values of C that will result in 1
R

✏(

⌥
2RE[S]x)

1
↵ �

P
R�1
n=1

x

1
↵

R

n

> C

0
x

1
↵ .

1

R

✏(

⌥

2RE[S]

x)

1
↵ �

R�1X

n=1

x

1
↵

R

n

> C

0
x

1
↵

 
1

R

✏(

⌥

2RE[S]

)

1
↵ �

R�1X

n=1

1

R

n

!
x

1
↵

> C

0
x

1
↵
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So 1
R

✏(

⌥
2RE[S]x)

1
↵ �

P
R�1
n=1

x

1
↵

R

n

> C

0
x

1
↵ if

⇣
1
R

✏(

⌥
2RE[S])

1
↵ �

P
R�1
n=1

1
R

n

⌘
> 0

1

R

✏(

C/2

R

2RE[S]

)

1
↵ �

R�1X

n=1

1

R

n

> 0

1

R

✏(

C/2

R

2RE[S]

)

1
↵

>

R�1X

n=1

1

R

n

C

1
↵

✏

R

(

1

2

R

2RE[S]

)

1
↵

>

R�1X

n=1

1

R

n

Recognizing the summation term as a geometric series

C

1
↵

✏

R

(

1

2

R

2RE[S]

)

1
↵

>

R�1X

n=0

1

R

n

� 1

C

1
↵

✏

R

(

1

2

R+1
RE[S]

)

1
↵

>

1� (1/R)

R

1� (1/R)

� 1

C

1
↵

✏

R

(

1

2

R+1
RE[S]

)

1
↵

>

R

R�1 � 1

R

R�1
(R� 1)

C

1
↵

>

R

✏

(2

R+1
RE[S])

1
↵

R

R�1 � 1

R

R�1
(R� 1)

C

1
↵

>

R(R

R�1 � 1)(2

R+1
RE[S])

1
↵

✏R

R�1
(R� 1)

C >

✓
R

R�1 � 1

✏R

R�2
(R� 1)

◆
↵

(2

R+1
RE[S])

So 1
R

✏(

⌥
2RE[S]x)

1
↵ �

P
R�1
n=1

x

1
↵

R

n

> C

0
x

1
↵ when C >

⇣
R

R�1�1
✏R

R�2(R�1)

⌘
↵

(2

R+1
RE[S]).

At time t =

⌥
2 x +

P
R�1
n=1

x

1
↵

R

n

, the workload at each server i in the group of servers 1

through R-1 will have a workload equal to R�i

i

x

1
↵

R

R�i

�
P

R�1
n=R�i+1

x

1
↵

R

n

.

Lemma B.6. R�i

i

x

1
↵

R

R�i

�
P

R�1
n=R�i+1

x

1
↵

R

n

> C

0
x

1
↵ where C

0 is a positive constant, for
1  i  R� 1 and R � 2.

Proof.

R� i
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R
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R
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1

R
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)]
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P
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1
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)

n
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R
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�
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0
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P
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1
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1
R

)
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P

R�i�1
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1
R

(

1
R
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n as geometric
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series.
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1
↵
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[(R� i)(R� 1) + iR

1�i � i]

The smallest possible value for (R� i)(R�1) given 1  i  R�1 occurs when i = R�1.
Similarly, the largest possible value for i occurs when i = R�1. We can incorporate this
information into an inequality:

x

1
↵

iR
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> 0 and iR

1�i

> 0, the entire expression is greater than C

0
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1
↵ .



Appendix C

Appendix: Revenue Management
with Bargaining and a Finite
Horizon - Additional Numerical
Results

In this Appendix, we summarize numerical results for parameter value combinations
other than � = 0.3, r = 0.05. Results for � = 0.6, r = 0.05 are displayed in Section
C.1 as Figures C.1 to C.6. Results for � = 0.9, r = 0.05 are displayed in Section C.2 as
Figures C.7 to C.12. Results for � = 0.3, r = 0.10 are displayed in Section C.3 as Figures
C.13 to C.18. Results for � = 0.6, r = 0.10 are displayed in Section C.4 as Figures C.19
to C.24. Finally, results for � = 0.9, r = 0.10 are displayed in Section C.5 as Figures
C.25 to C.30.
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C.1 Results for � = 0.6, r = 0.05 (Figures C.1 to C.6)

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.1: Optimal value function ratio (V k
t (y)/V

j
t (y)) for different times-to-go,

with r = 0.05 and � = 0.60
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.2: Expected quantity sold under the four mechanisms for different times-
to-go, with r = 0.05 and � = 0.60

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.3: Average price per unit expected to be received under the four mechanisms
for different times-to-go, with r = 0.05 and � = 0.60
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Figure C.4: Ratio of approximate optimal value function to optimal value function
under the NBS mechanism, with r = 0.05 and � = 0.60

Figure C.5: Ratio of approximate optimal value function to optimal value function
under the STD mechanism, with r = 0.05 and � = 0.60
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Expected quantity to be sold, 100
periods-to-go

Average price per unit expected to
be received, 100 periods-to-go

Expected quantity to be sold,
1000 periods-to-go

Average price per unit expected to
be received, 1000 periods-to-go

Figure C.6: Expected quantities sold and average price per unit expected to be
received under Model (4.2) specified for the STD mechanism and Model (4.10), for

different times-to-go, with r = 0.05 and � = 0.60
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C.2 Results for � = 0.9, r = 0.05 (Figures C.7 to C.12)

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.7: Optimal value function ratio (V k
t (y)/V

j
t (y)) for different times-to-go,

with r = 0.05 and � = 0.90
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.8: Expected quantity sold under the four mechanisms for different times-
to-go, with r = 0.05 and � = 0.90

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.9: Average price per unit expected to be received under the four mechanisms
for different times-to-go, with r = 0.05 and � = 0.90
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Figure C.10: Ratio of approximate optimal value function to optimal value function
under the NBS mechanism, with r = 0.05 and � = 0.90

Figure C.11: Ratio of approximate optimal value function to optimal value function
under the STD mechanism, with r = 0.05 and � = 0.90
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Expected quantity to be sold, 100
periods-to-go

Average price per unit expected to
be received, 100 periods-to-go

Expected quantity to be sold,
1000 periods-to-go

Average price per unit expected to
be received, 1000 periods-to-go

Figure C.12: Expected quantities sold and average price per unit expected to be
received under Model (4.2) specified for the STD mechanism and Model (4.10), for

different times-to-go, with r = 0.05 and � = 0.90
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C.3 Results for � = 0.3, r = 0.10 (Figures C.13 to C.18)

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.13: Optimal value function ratio (V k
t (y)/V

j
t (y)) for different times-to-go,

with r = 0.10 and � = 0.30
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.14: Expected quantity sold under the four mechanisms for different times-
to-go, with r = 0.10 and � = 0.30

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.15: Average price per unit expected to be received under the four mecha-
nisms for different times-to-go, with r = 0.10 and � = 0.30
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Figure C.16: Ratio of approximate optimal value function to optimal value function
under the NBS mechanism, with r = 0.10 and � = 0.30

Figure C.17: Ratio of approximate optimal value function to optimal value function
under the STD mechanism, with r = 0.10 and � = 0.30
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Expected quantity to be sold, 100
periods-to-go

Average price per unit expected to
be received, 100 periods-to-go

Expected quantity to be sold,
1000 periods-to-go

Average price per unit expected to
be received, 1000 periods-to-go

Figure C.18: Expected quantities sold and average price per unit expected to be
received under Model (4.2) specified for the STD mechanism and Model (4.10), for

different times-to-go, with r = 0.10 and � = 0.30
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C.4 Results for � = 0.6, r = 0.10 (Figures C.19 to C.24)

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.19: Optimal value function ratio (V k
t (y)/V

j
t (y)) for different times-to-go,

with r = 0.10 and � = 0.60
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.20: Expected quantity sold under the four mechanisms for different times-
to-go, with r = 0.10 and � = 0.60

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.21: Average price per unit expected to be received under the four mecha-
nisms for different times-to-go, with r = 0.10 and � = 0.60



Appendix C. Revenue Management with Bargaining and a Finite Horizon 97

Figure C.22: Ratio of approximate optimal value function to optimal value function
under the NBS mechanism, with r = 0.10 and � = 0.60

Figure C.23: Ratio of approximate optimal value function to optimal value function
under the STD mechanism, with r = 0.10 and � = 0.60



Appendix C. Revenue Management with Bargaining and a Finite Horizon 98

Expected quantity to be sold, 100
periods-to-go

Average price per unit expected to
be received, 100 periods-to-go

Expected quantity to be sold,
1000 periods-to-go

Average price per unit expected to
be received, 1000 periods-to-go

Figure C.24: Expected quantities sold and average price per unit expected to be
received under Model (4.2) specified for the STD mechanism and Model (4.10), for

different times-to-go, with r = 0.10 and � = 0.60



Appendix C. Revenue Management with Bargaining and a Finite Horizon 99

C.5 Results for � = 0.9, r = 0.10 (Figures C.25 to C.30)

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.25: Optimal value function ratio (V k
t (y)/V

j
t (y)) for different times-to-go,

with r = 0.10 and � = 0.90
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10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.26: Expected quantity sold under the four mechanisms for different times-
to-go, with r = 0.10 and � = 0.90

10 periods to go 100 periods to go

500 periods to go 1000 periods to go

Figure C.27: Average price per unit expected to be received under the four mecha-
nisms for different times-to-go, with r = 0.10 and � = 0.90
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Figure C.28: Ratio of approximate optimal value function to optimal value function
under the NBS mechanism, with r = 0.10 and � = 0.90

Figure C.29: Ratio of approximate optimal value function to optimal value function
under the STD mechanism, with r = 0.10 and � = 0.90
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Expected quantity to be sold, 100
periods-to-go

Average price per unit expected to
be received, 100 periods-to-go

Expected quantity to be sold,
1000 periods-to-go

Average price per unit expected to
be received, 1000 periods-to-go

Figure C.30: Expected quantities sold and average price per unit expected to be
received under Model (4.2) specified for the STD mechanism and Model (4.10), for

different times-to-go, with r = 0.10 and � = 0.90
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