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ABSTRACT

The broad objective of this dissertation is to dgepur understanding of how creative
project teams can perform more effectively. Cresafivoject teams are teams engaged in
innovative efforts. Common examples of such teanwganizations include those engaged in
product development, research and developmengm@etreurship, and producing scientific
knowledge or cultural products such as entertainmen

Scholarship related to the performance of cregiregect teams has typically
conceptualized processes in these teams as stthtér than dynamic phenomena. Given the
chaotic nature of innovation processes, static gptualizations of process do not adequately
capture this phenomenon. Consequently, the lacksafarch on dynamic innovation processes in
these teams limits our ability as scholars to gbfescriptive guidance on how teams can
navigate the chaotic journey of innovation moreeiely.

The broad objective of this dissertation was acdmingd through two studies which
examined the iterative processes adopted by cesttams in greater depth. Study 1 is a
longitudinal case study of team innovation procg#séwo project teams in an interactive media
development studio. To gain a more accurate maerative processes in these teams, cycles of
planning, enacting, and reviewing activities weeeked as they unfolded over the course of
these projects.

Two distinct cycles of planning, enacting, and eswing activities are identified:
experimentation cycles and validation cycles. Expentation cycles are discovery-oriented
processes where teams gather insights into pneggoirements, constraints, and design
specifications through trial-and-error. Validatioycles are correction-oriented processes where

teams align their output with project requiremehtsugh incremental modifications. These



Vi

findings are then built upon to develop testabtgpsitions about the relationship between the
duration of planning, enacting, and reviewing dtigg and the innovativeness and quality of
team outcomes.

Some of the propositions developed in Study 1 estet in Study 2. Specifically, Study
2 examines how structuring the duration of traosifphases affects team performance on a
creative task. The proposed model relates theidaraf transition phases in experimentation
cycles to the rate of improvement in prototype genfance, group atmosphere, and the quality
of team outputs. To investigate these effectshbaiaeriment was conducted where groups of
participants performed a creative, open-endeditaskich they were to build a floating vessel
from Lego pieces according to certain specificatidarticipants were instructed to iterate on
their designs before collaborating to design anttilibeir group’s vessel. The results showed
support for the proposed model.

The findings from this dissertation have broadeplications on theories of performance
in creative project teams and team innovation.driigular, it suggests that researchers should
pay attention to psychosocial effects, such as &@aergent states like group atmosphere, when
considering models of iterative processes rathaar jbst focusing on the costs and benefits of
obtaining information. A more significant implicati is that the proposed framework of
dynamic group processes can potentially triggeehquestions and uncover new phenomena

that are crucial to the performance of creativggutdeams.



CHAPTER 1: INTRODUCTION

Across the globe, firms in many industries faceatgecompetitive pressures in sales and
access to resources due to rapid technologicahadgaFaced with such pressures, the
importance of innovation as a means of gainingrapziitive edge and for firms’ overall
survival is more crucial than ever (Amabile, 19B8en, Hollenbeck, Johnson, & Jundt, 2005).

The case of Research in Motion’s (RIM) and Nokg'scipitous decline is a case in
point. In 2007, RIM and Nokia together had a 1718% ket share of mobile phone sales in the
United States. A mere half decade later, in 201&5¢ companies’ dominance has completely
reversed with upstarts Apple and Samsung contrigutD.3 % of handset sales, while RIM and
Nokia only accounted for 9.1% of total units Solthe latter’s decline in market share were
compounded by the lower sale price of their harsdssative to their competitors’. In 2012, the
average prices of RIM’s and Nokia’'s products weespectively, 16.0% and 44.0% below
Apple’s products. The decline in the popularityRiM’s and Nokia’'s products is reflected in
their financial performance. At the end of 2012MR market capitalization had fallen by more
than 90% from its peak in June 2008. Nokia’'s bdmalee been downgraded to junk status and
investors speculate about the impending bankrupittiye company. Although the dramatic
decline in the fortunes of RIM and Nokia in a relaly short period of time can be attributed to
many factors, one reason is their shortcomingsi@eessfully developing innovative responses
to competitive threats. This disruptive force afawation thus emphasizes the importance for

managers and management scholars alike to be caucabout ways to innovate better.

! Source: Euromonitor International, Oct 2012



Innovation in today’s organizations is a compled anmplicated process because it
requires the unit responsible for innovating teadtice new ideas or reconfigure existing ones in
systems with many parts that interact in unpretlietavays. Nokia’s dramatic decline was not
because it was short of creative talent or idehs.cbmpany had spent $40 bn in research and
development over the past decade, almost four tiheeamount that Apple spent over the same
period (Troianovsky & Grundberg, 2012). With a palid of intellectual property estimated at
about $6 bn (Troianovsky & Grundberg, 2012), Nokés clearly not a company that was
starved of good ideas. Rather the company suffieoed its inability to integrate these ideas into
new products that could be launched into the mafdetost a decade before the release of
Apple’s iPhone, Frank Nuovo, the former chief dasigat Nokia, revealed a phone with a color
touch screen set above a single button in a pras@miTroianovsky & Grundberg, 2012). The
features of this device included locating a restaymlaying a racing game, and ordering
lipstick. This new concept from Nokia, howeveryaemade it to market, which reinforces the
point that innovation is more than just having gadebs - it also involves integrating ideas and
reconfiguring existing ones in complex systems.

Amidst this complexity, it is not surprising thatims are often at the core of innovation
efforts in organizations. By working in teams, aga of expertise can be brought to bear on
these complex problems. Furthermore, complicatekstaan be completed sooner by having
team members work in parallel on discrete tasks.

This perspective of innovation situates the lodusmovation at the team level because it
suggests that our understanding of why innovatftorts fail or succeed can be enhanced
through insights into the factors that affect thecgss or failure of teams engaged in innovative

efforts. Common examples of such teams in orgapizainclude those engaged in product



development, research and development, entrepigripuand producing scientific knowledge
or cultural products such as entertainment. | reféhese teams as creative project teams
because teams members share a high level of ipemdence (Saavedra, Earley, & Van Dyne,
1993) with one another and work under time-scaotelitions (Karau & Kelly, 1992) to produce
outcomes that are deemed to be novel and valualthe torganization (Amabile, 1996). Because
of creative project teams’ prevalence in organizedj models of team performance that account
for how these teams can perform more effectivelyvaeive far-reaching and significant
organizational implications.

The broad objective of this dissertation is thuddéepen our understanding of how
creative project teams can perform more effectivigly review of scholarship related to the
performance of creative project teams — which idetiresearch on team innovation and
creativity — revealed that much the body of workaaptualized processes in these teams as
static rather than dynamic phenomenon. Given thetatinature of innovation processes (Cheng
& Van de Ven, 1996), static conceptualizations micess do not adequately capture this
phenomenon. Consequently, the lack of researctyoandic innovation processes limits our
ability as scholars to offer prescriptive guidancehow teams can navigate the chaotic journey
of innovation more effectively.

In an attempt to fill this gap in the literatureu&®y 1 (Chapter 2) is a case study of team
innovation processes in two project teams in agradtive media development (IMD) studio. To
gain a more accurate map of dynamic processeese tteams, cycles of planning, enacting, and
reviewing activities are tracked as they unfoldrave course of the projects (Bourdieu, 1977;
Brown & Duguid, 1991). | then draw on my findingsoaut different types of plan-enact-review

activity cycles to develop a number of testabletbgcal propositions about the effects that



different durations of planning, enacting, and egxing activity phases in each type of cycle will
have on team performance.

After two different types of cycles are identifiedStudy 1, Study 2 addresses the
guestion of how temporal characteristics of onthese activity cycles can affect team
performance. In Study 2, | further examine the ig@duced in Study 1 that there is an ideal
rhythm of plan-enact-review activity phases fortegpe of cycle. | chose to focus on this
aspect of activity cycles because the switchingvbeh phases, which defines this rhythm, are
in-process decisions that teams can implement.edeleunderstanding these effects can
potentially allow teams to have an ongoing influmpa their outcomes. Although these effects
have been documented in groups and organizatiosisiR, 1988, 1989), their relationship to
team performance has not been explicitly tested.

Hence in Study 2, | propose a model that relatesltiration of these phases to the rate of
improvement in prototype performance, group atmesphand the quality of team outputs. To
investigate these relationships, a lab experimexst @onducted where groups of participants
performed a creative, open-ended task where thittyabiloating vessel from Lego pieces to
meet multiple requirements.

In summary, teams are often the locus for muclhefctivities associated with
innovation, which is a complicated but highly redav process in organizations. This multi-
method study of the innovation process in cregtiagect teams is therefore intended to extend
theoretical models of team innovation, as welloaguide managers in increasing the

effectiveness of their innovation efforts.



CHAPTER 2: AN EXAMINATION OF ACTIVITY CYCLESIN CREATIVE PROJECT
TEAMS
A Case Study of Innovation Processesin Two Interactive Media Development Teams

This chapter focuses on better understanding theepses that creative project teams use
to innovate. | rely on prior definitions of teanopess such as Marks and colleagues’ (2001),
which defines it as “members’ interdependent dws ¢convert inputs to outcomes through
cognitive, verbal and behavioral activities directeward organizing task work to achieve
collective goals (p. 357).” These acts includetattions such as goal specification, monitoring
the progress of goals, coordination, conflict mamagnt, and motivation building (Marks et al.,
2001). Process, according to this definition, &idct from cognitive, motivational, and affective
states such as team cohesion and team climatesrtieage from the interaction processes in
teams.

An emphasis on team processes is critical beciese s strong support that team
processes, such as having clearly stated visiomgaald and strong internal and external
communication, are positively associated with irat@mn (Hulsheger, Anderson, & Salgado,
2009). The challenge for creative project teamgydwer, is how these processes are
implemented in highly ambiguous situations. Thesens face a high degree of ambiguity in
their quest for the next groundbreaking innovatiéor. most teams focused on innovation, the
ideal solution is difficult to define because ealans of team outcomes are dependent on the
social and temporal context, as well as benefegidiosyncratic preferences (Lampel, Lant, &
Shamsie, 2000). Creative project teams are thosmmmly faced with multiple and conflicting
interpretations about what an ideal solution isf{iBaWeick, 1984; Weick, 1979). This

ambiguity surrounding the specifications of an Idsdution also extends to the means of



producing or implementing it. Amidst ambiguity, te@erformance is vulnerable to being
derailed by a greater likelihood of delays and mretemming from difficulties with
coordination, more frequent disagreements abouttbaehieve the team’s goals, and a higher
potential for interpersonal conflict (Okhuysen &dB&y, 2009). Indeed, ambiguity creates
equivocality about what to do, how to do it, whashl do it, when to do it, and how fast to
complete it. Clear goals, strong communication, positive processes are undoubtedly critical
to performance in creative project teams, but @standing concern is how these processes are
implemented in situations where there is a highrelegf ambiguity. A performance model of
creative project teams should thus account for guityi reduction processes since these
processes are likely to affect team performance.
Innovation Processesin Creative Project Teams

In light of the prevalence and significance of tingaproject teams, it is not surprising
that scholarship on team innovation has prolifetateer the last twenty years (Anderson &
West, 1998; Drach-Zahavy & Somech, 2001; Hulshegat., 2009). Examined through the lens
of an input-process-output model of team perforregiftackman, 1987; McGrath, 1984;
Steiner, 1972), which has also been adopted itetira innovation literature (West & Anderson,
1996), much of this research has focused on tleetedf inputs. For instance, prior work has
examined the role of norms (Caldwell & O'Reilly, IB003), group composition (West &
Anderson, 1996; Woodman, Sawyer, & Griffin, 1998)d diversity (Cady & Valentine, 1999;
Dahlin, Weingart, & Hinds, 2005; Gibson & Gibbs,0&) on team innovation outcomes.
However, the importance of team processes in intirmvaas not been lost on researchers (Bain,
Mann, & Pirola-Merlo, 2001; Drach-Zahavy & Some2B01; Hulsheger et al., 2009). For

instance, Taggar (2002) found that team creatnatgvant processes that include task



organization and coordination enabled individuaktivity to flourish at the group level in
student project teams. Consistent with these fogliRloegl and colleagues have found a
positive relationship between teamwork quality &relperformance of teams in R&D (Hoeg|,
Weinkauf, & Gemuenden, 2004) and software developrfi¢oegl & Parboteeah, 2007). Most
of these studies, however, either measure teanegs@t a single point in time or measure
perceptions of overall process quality, withoutyf@apturing the dynamic nature of the
phenomenon.

Because most studies treat team processes adsrsségi@d of dynamic phenomena, the
processes used by creative project teams to stdickesEevelop innovative products are still
largely unexplored (Ancona, Okhuysen, & Perlow, BO8&rrow, McGrath, & Berdahl, 2000;
Cronin, Weingart, & Todorova, 2011; McGrath, 1991his is problematic because static
conceptualizations of process do not adequatellagxpow inputs are transformed into outputs.
In the case of innovating teams that face highléesEambiguity, it is especially crucial to
represent dynamic team processes, because inctheffambiguous goals and expectations,
innovation must arise primarily from the procesglit This is evident from the following quote
by the creative director of an interactive mediaade@oment (IMD) studio:

It actually is a lot harder when the goal isn’taslg stated, because then the team has to

kinda figure it out. And very often, the client cestto you and says, “We want to build a

thing kinda like this.” But why? Why do you wanthaild this? How do you know when

it is good? . . .There is a lot of: “We’re goingrt@ke it look like this. But, not likehat”

Well then, what? Why? There’s a lot of swirling anad trying to find [the right answer].

This quote suggests that ambiguity is resolved tree as teams strive to figure out

solutions through dynamic trial-and-error learnamgl the examination of multiple alternatives.



The transformation of inputs to outcomes in thetexinof team innovation thus cannot be
adequately represented as a static phenomenoas laulynamic process that unfolds over time
(Mohr, 1982).

In order to fully understand team innovation pr@ess a more granular perspective of
process that accounts for underlying interacti@hnavioral, or activity patterns is necessary
(Ballard, Tschan, & Waller, 2008; Eisenhardt, 20@2gpturing these patterns as they unfold
provides a more accurate map of dynamic procehsaesstatic conceptualizations do (Bourdieu,
1977; Brown & Duguid, 1991), and teams engagetiésé dynamic processes will understand
more about the pathways that lead to innovativeaueés. For example, Brett, Weingart, and
Olekans (2004) found that the evolutionary progeseegotiating groups did not follow a
smooth path as proposed by rational models, bteadsollowed a helix model where phases of
interactions twisted and turned as one phase teekfoom another.

A more accurate understanding of dynamic processehsequently inform theories
about the effect of the timing of various typesrtérventions on team performance. For
example, Gersick’s (1988) punctuated equilibriundei®f group development has been central
to research on the timing of coaching interventi@fisher, 2010; Hackman & Wageman, 2005;
Woolley, 1998), feedback (Druskat & Wolff, 1999hdanovel contributions (Ford & Sullivan,
2004). In addition, a granular perspective of pssdbat accounts for underlying interaction
behavioral, or activity patterns, can also sheltlan the effect of temporal variables (Ancona et
al., 2001) on team functioning. For example, Tsoli®95, 2002) found that completed
sequences of action regulation involving goal da&an, task performance, and monitoring
were positively associated with performance in ro@demergency teams. More recently,

Stachowski, Kaplan, and Waller (2009) found thatde shorter, and less-complex interaction



patterns are associated with higher team perforenamsimulated crisis situations amongst
nuclear power plant control rooms crews. A granpkspective of team innovation processes
can thus lead to a better understanding of the @agvoup interactions involved in team
innovation, which can, in turn, advance theorieteafn innovation and performance, as well as
contribute to our ability to provide evidence-bapeglscriptions about how teams can innovate
more effectively (Ancona et al., 2001; Arrow, Pqd#enry, Wheelan, & Moreland, 2004;
Cronin et al., 2011).

Despite the relevance of granular models of teamavation processes to managers, such
models are underrepresented in the research litetd®esearchers have examined interaction
patterns in dyadic negotiations (Brett et al., 20804d high-reliability teams (Stachowski et al.,
2009; Tschan, 1995, 2002; Waller, 1999; Waller, @ug Giambatista, 2004), but not in
creative project teams engaged in innovation. Rebdhat has examined patterns in the
innovation process has been conducted at the ével (Utterback & Abernathy, 1975; Van de
Ven, Angle, & Poole, 2000), with little work at tigeoup level. A granular understanding of
team innovation processes can therefore add totextadels of team innovation by providing
insights into the innovation process as it unfadesr time. These models can subsequently
contribute to evidence-based prescriptions for bminnovation process can be more
effectively managed.

Thus in this research, | adopt a granular perspedti the dynamic innovation process by
examining iterative cycles of planning, enactingg aeviewing activities in creative project
teams working on interactive media development ()MB they unfold over time. Cycles of
planning, enacting, and reviewing activities arareined because these are fundamental to

action regulation in teams (Frese & Zapf, 1994} dneir sequential completion can lead to a
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high level of team performance (Tschan, 1995, 20l®@)yeover, the plan-enact-review
framework bears close similarities to the acti@nsition phases in Marks and colleagues’
(2001) temporal framework of group process. Cyofgslanning, enacting, and reviewing
activities are therefore an appropriate frameworkchpturing iterative processes as they unfold
in teams.

| focus on iterative activity cycles because thesy@mmonly adopted by creative
project teams and have been found to be positagdpciated with team performance (e.g., Dow,
Fortuna, Schwartz, Altringer, & Klemmer, 2011; Dadeddleston, & Klemmer, 2009;
Eisenhardt & Tabrizi, 1995). The iterative prockas been described as a way for teams to learn
experientially by building their intuition aboutelsolution under development, as well as
through trial and error. Iterative processes is tiantext are not simply a passive, empirical
observation of the environment, but can also beagtive attempt at shaping it (Daft & Weick,
1984). From this perspective, the iterative progegsives is a goal-driven, teleological process
(Poole, Van de Ven, Dooley, & Holmes, 2000) thabimes actively constructing a conceptual
framework that is imposed on the environment, feéld by a period of reflection (Brown &
Duguid, 1991). While these descriptions charactettie functional aspects of iterative
processes, there is still a poor understandingtahewynamic nature of these iterative
processes in terms of how the activities and icteras that constitute these processes unfold
over time. Hence, by examining the fundamentabaategulation cycles of planning, enacting,
and reviewing activities in IMD teams, the questibat | seek to address in this research is how
team innovation processes unfold over time. A deapderstanding of the dynamic nature of
team innovation processes can contribute to newetaad team innovative performance. |

illustrate this contribution by drawing on thesedings to develop testable propositions about
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the relationship between temporal characteristi¢theiterative process — specifically, the
duration of each activity phase — and team inngegterformance. In the rest of this paper, |
introduce the research context, discuss the metisod®nducting this research, present findings
from this research, and develop the theoreticgbgsiions relating the duration of activity
phases to team performance.

Resear ch Context: Interactive M edia Development Project Teams

The research setting for this study was projectigsaleveloping interactive media (IM)
products, as the task of interactive media deveéyrmprovides an extreme case (Pettigrew,
1990; Pratt & Kim, 2011) of a creative project tefamed with a high level of ambiguity as part
of its task of producing innovative outcomes.

As their name implies, interactive media (IM) protiu(such as video games, educational
tools, and applications for mobile devices) aredsily valued as an interactive experience. As
the definition and assessment of an interactiverapce is highly subjective, product outcome
specifications and the means for attaining thoseames are open-ended and difficult to
specify. For instance, an IMD team will need toedetine how an objective to build a game that
is fun translates into actual gameplay mechanafsyare code and artistic styles. Given the
multiple ways in which the concept of fun can masifin the team’s output, IMD team members
are likely to find themselves engaged in tasks filainto the lower half of McGrath’s (1984)
circumplex of team tasks, involving judgmental &ékaughlin, 1980) with no demonstrably
correct answer, as well as undertaking the taskssailving conflicts of viewpoints, interests,
and power. The subjective evaluation of the IM eiqmee therefore renders project goals highly
ambiguous and creates a high degree of equivocatidecision-making, making this setting an

extreme example of teams faced with a high levanalbiguity.
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Research Site: GameCo

The research site for this fieldwork was an IM sduthereafter called GameCo) based in
a mid-Atlantic city in the United States. At theng, GameCo employed approximately 60
employees with expertise in software engineeriagng design and technical art. Most
employees were under 30 years of age. GameCo eegdayorked in cross-functional project
teams consisting of software engineers, game desigand artists. In addition to the technical
experts, a producer was also assigned to each Rraducers played a boundary-spanning role
and primarily handled administrative and manageéssles.

Prior IM development projects at GameCo includeagson various platforms (e.g.,
mobile phones, stand-alone entertainment systemg]Ug-in games, internet browser games)
for a wide spectrum of clients that included vidgone publishers, media conglomerates, theme
parks and a startup toy company, among otherspiidaucts developed for each client were
unique and varied in dimensions such as gameplapamcs, game objectives, technological
platforms, and visual themes. Even though expeegnmowledge, and skills might be
transferable between projects, the idiosyncraticirements and constraints of each project
created a high requirement for novelty, with distichallenges for each project.

In addition, even though the performance of indiaidproject groups in GameCo varied,
the studio as a whole was considered to be sucteasfevident from its growth since its
founding. This was further supported by informaemiews with senior employees who
revealed that a key concern for the studio was giagats growth and expansion, rather than
survivability. Thus, even though GameCo could besatered to be relatively young in
comparison to long-standing organizations in othdustries, it is an established organization in

an industry where the base rate of organizatidaail-sp and demise is high. The reputation of
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GameCo’s senior staff was evident from intervievithwdustry veterans in the initial phases of
this research and from their staff’s regular kegregppearances at major industry professional
development events. Project teams in GameCo cagftine be considered prototypical of teams
in an overall functional IMD studio.

Project Teams Alpha and Beta

Two project teams from GameCo were selected asstadees for this study. These
teams were selected on the basis that both projeaik/ed developing interactive experiences
from scratch and were approximately equivalentrojget scope and duration (see Table 1).

Project team Alpha was tasked with developing &dthsll-themed game for Facebook
and mobile platforms. In this game, players woukhte customized characters and play a
simulated two-on-two basketball game against thieinds. The client for this project was a
team in the National Basketball Association (NBA)hnan average attendance of more than
20,000 per home game between 2007 and 2012. Pregatements faced by Alpha were
ambiguous in that the client did not have a spedalea of what they wanted except for a few
high-level goals. These goals were for a gamewloaltd: (a) be differentiated from current
games in the market, (b) enhance the spectatorierpe during live games, and (c) potentially
serve as an additional revenue stream for the team.

Project team Beta’'s goal was to develop a five-teifiang motion-controlled multi-
player game that allowed theme park guests to epss a sea turtle’s journey from the deep
sea to its nesting habitat. The resultant gameomasvhere players controlled turtles to avoid
obstacles and pick up food as their turtles folldwadixed migratory pathway. The client in this
project was a theme park operator based in theei8tates with average annual attendance

exceeding 4 million between 2007 and 2012. Sintidaklpha, goals in this project were also
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ambiguous. Aside from its broad objective of wagtidameCo to create an interactive
experience to complement its exhibit, the othempry requirement was that the interactive
experience be accurate and logically consistenifnénwith the educational aims of the main
exhibit.

Both project Alpha and Beta teams consisted of ¢m@ members, with up to five
additional members joining the team over the coofsbe project. These were not previously
existing teams, but rather were put together piilgnan the basis of how a potential member’s
expertise matched the needs of the project angpdrabn’s availability to be assigned to that
project. Although these teams did not previousigtexeam members were likely to have

experience working with one another on prior prtgec
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Table 1: Overview of cases

Project Team Alpha Project Team Beta

General
description

Developed a game where players  Developed a five-minute long motion-
could customize characters and play @ontrolled multi-player game that
simulated two-on-two basketball gameallowed theme park guests to experience
against their friends through Facebook sea turtle’s journey from the deep sea
and mobile devices. to its nesting habitat.

Project client

NBA basketball team with average North American theme park operator
annual attendance of more than 20,00Gth average annual attendance
per home game over the past 5 yearsexceeding 4 million over the past 5 years

Client objectives

a) Game should be differentidtech  (a) Game was to complement an exhibit

current games in the market. on the migratory patterns of turtles.
b) Game was to enhance the spectatdb) Depictions of migratory patterns,
experience during live basketball flora and fauna in the ocean should be
games. accurate.
c) Additional revenue stream for b) Game should be simple and intuitive
client. for casual players.

Project duration Eight months Eight months

Team members

Five core members. Team expandddve core members. Team expanded to
to ten members over the course of theen members over the course of the
project. project.

M ethod

This research used a two-case replication design 2009), which improves the

external validity of the findings compared to agd#case design. A case study method was

appropriate for two reasons. First, little datgwor theory on the phenomenon of interest

existed. Second, since the research question atked how the phenomenon of interest

occurred, the case study methodology was apprepastt allowed examination of the teams’

processes as they unfolded over time (Dutton & Diake1991; Pettigrew, 1990; Yin, 2009).

Decisions for selecting the research setting, peeific organization (GameCo) and the focal

project teams (Alpha, Beta) within this organizatiwere made on the basis of a theoretical
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sampling strategy. Using cycles of planning, emagtand reviewing activities as sensitizing
concepts (Glaser & Strauss, 1967; Patton, 200g@yite data analysis, cycles were categorized
through a constant comparison method (Glaser &uS$;a1967). These methods are described in
more detail in the following paragraphs.
Sampling Strategy

The basis for case selection in this study wastiirsise IMD teams as an extreme
example of project teams confronted with ambigugnes (Pettigrew, 1990; Pratt & Kim, 2011)
so that the phenomenon of interest would be trargfg observable. Within the IMD domain,
the studio GameCo was selected as the researdbesaese it was a positive exemplar in this
industry. Within GameCo, data from project teamgh@a and Beta were selected for data
collection because these teams were comparabt®pesaind duration, overlapped in their life
span, and did not share common team members.
Data Sour ces

Multiple techniques for data collection were usedérve as important triangulation and
supplementary sources for understanding team aeiythe IMD process, and other key events
(Jick, 1979; Miles & Huberman, 1994; Yin, 2009).€Be were: (a) direct observations, (b)
archival documentation of production processess€n)i-structured one-on-one interviews, (d)
informal interviews, and (e) team artifacts suclvideos, game prototypes, artwork, and other
outputs.

Direct observations. The primary source of data for this study was diodxservations of
project team meetings by the first author. Theskided both pre-scheduled and spontaneous
team meetings, playtest sessions, and client &dlde he had some interactions with individual

members in these teams, these interactions (asideifformant interviews discussed later)
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were casual and not directly related to the worthefteams that being observed. Hence, his role
as researcher in this setting was one of an obsassparticipant (Adler & Adler, 1994; Gold,
1957) where he had an overt presence in the réssatiing and interacted with team members,
but was only passively involved in their work undéservation. The site was visited on a
weekly basis and extensive field notes were takesed on his observations. Field notes
included details that were not only relevant torsearch questions but also included details
that enhanced my understanding of the situatiomatiext (Pratt & Kim, 2011). For example,
notes included maps of the meetings to record wbeople stood or sat; information about who
spoke to whom; observations of the general moodgiwieam members were influential; and
team member attitudes toward events, the cliewt tlae project in general. Each visit to the site
lasted from 60 minutes to four hours. In totalgPServations at Alpha and 17 observations at
Beta were recorded.

Archival documentation of production processes. Another source of data were project
documents of production processes. These incluagar¢ject schedules that contained
information about deadlines and milestones, (bjgledocuments that contained information
about output specifications, (c) production docutadmat tracked the status of game assets, (d)
email communication among team members, and (k)rasking and planning documents
calledscrumsheets

Scrumsheets were documents that were updatedfdapyanning and coordinating team
action. These were spreadsheets that containeitbddatdormation (presented for a three-week
period, as described in more detail below) of #sk that each individual was responsible for,
the status of the task (i.e., whether it was irgpess, blocked or completed, the projected total

number of hours required to complete the entirke &asl the projected number of hours
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remaining to complete the task) and the capacigach team member (i.e., number of hours
available). These documents were downloaded daitydvide up-to-date snapshots of group
activity.

The work done by these teams was highly interdegr@nd nature, but they used a
distributed approach to complete tasks, in whidjgat members often worked on their own for
some time on their assigned pieces of the job. Bexaf this structure, the scrumsheets served
as an appropriate and efficient means of captuhiaglaily activities at the team level. In fact,
scrumsheets were used by producers to monitor peagness and inform decisions on staffing
allocations and budgets. Furthermore, these docism@re shared with clients as a form of
accountability, so there was a strong incentivadurately represent team activities and
progress in these documents. The scrumsheetsyegtrier this research captured a total of 1,058
unique tasks for Alpha over 76 days, and 527 unigsks for Beta over 37 days.

Interviews. Over the duration of these projects, informal iewvs were conducted with
team members. These interviews were spontaneoosi@ecs with project team members to
obtain updates on project progress and to claviénts that had been observed. Each interview
lasted approximately 5 to 10 minutes and was caedua the open. Handwritten notes were
taken during the interviews, which were summariaed included in the field notes immediately
after each interview took place.

One-on-one semi-structured interviews with two merafrom each team were
conducted separately after the teams’ projects e@mgpleted. The duration of these interviews
ranged from 60 to 90 minutes. The informants festhinterviews were core members of each
team who were involved with the project from ingepttill end and who were involved in key

decisions, such as those relating to design spatidins. Informants were asked about project
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background, events preceding and subsequent tetonkes and critical incidents, obstacles
faced, their relationships with their clients, dhdir overall assessment of the teams’
performance. These interviews were audio-recoragedranscribed verbatim. Although these
interviews involved informants’ retrospective acobaf events, the reliability of their recall was
enhanced by allowing them to reference team doctgra@ communications through a
computer terminal in the interview room. The semikgtured interviews provided an additional
source for triangulating on how events unfoldethiese teams.

Team artifacts. Team artifacts are outputs produced by the t@aaninclude prototypes
of the game under development, artwork, video eaptaf gameplay, and video recordings of
playtest sessions. These artifacts were retrieitedrdrom team members, or downloaded from
a computer folder that was shared among team mamber
Analytic Strategy

The units of analysis in this study are cycleslahping, enacting, and reviewing
activities. These cycles are temporal segmentglofvior (Ballard et al., 2008) that can be
described as “series of acts, usually, though aoessarily contiguous in time, that relate to the
same task content or process contribution” (Futadkatly, & McGrath, 1989, p. 222). Cycles of
planning, enacting, and reviewing activities thes/ed as sensitizing concepts (Glaser &
Strauss, 1967; Patton, 2002) to aid in data arslysi

These cycles were identified by first unitizingigities and interactions from the data.
Following the scheme used by Tschan (2002), thedgs were coded gdanningif they related
to future states or future actions to be perfornigdhctingwas coded if the unit directly related
to task performanc&eviewingwvas coded if the unit referred to actions that leeh performed

or output that had been produced and was beingi@aeal. Each unit was categorized as only
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one activity. These units were then representedtime-ordered matrix (Miles & Huberman,
1994) to keep track of “sequences, processes and’fl(p. 119) of planning, enacting, and
reviewing activities.

Categories of activity cycles were then developedugh constant comparison (Glaser &
Strauss, 1967). This process involved formingahitiusters of plan-enact-review sequences to
minimize differences within clusters while maxinmgidifferences between clusters. For
example, the nature of planning activities betwesegories was compared in terms of the
people involved and the coordination issues fage@®m members. Differences in how
planning, enacting, and reviewing activities mastéel were then developed from these initial
categorizations. New activities and interactionsentben compared with previous incidents
coded in the same category. Any differences betwleese incidents were reconciled by refining
the definitions and properties of these categadexcommodate the new data. This process of
constantly comparing new data with existing codas wontinued until a level of stability was
reached.

Findings

| present my findings by first giving a broad oview of how tasks were accomplished in
project teams Alpha and Beta. Then, | discuss hexwuences of planning, enacting, and
reviewing activities manifest as experimentatiod aalidation cycles.

An Overview of Task Accomplishment in Project Teams Alpha and Beta

After a project mandate had been confirmed, a am was formed comprising team
leads who played the role of project visionariespomsible for shaping the direction of the
project and acted as gatekeepers who gave finabegigfor the team'’s output. In both Alpha

and Beta, the producer, technical director, agddor, and lead designer on the team served as
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leads. Supporting the core group were peripherahibees who were functional specialists
largely responsible for output production. The mership of these individuals was more
flexible than team leads in that some of them eihi@ed the project midway or divided their
time between multiple projects.

The task of designing and producing the interaatieglia artifact involved a high level
of reciprocal interdependence (Thompson, 1967) éetwunctional roles. For instance, to
design a user interface (Ul) for a game, the ant@ild need to know what the artistic theme of
the game is, where the Ul will be located, how msicteen space is available, the information
that will need to be displayed and how the contwalkbe triggered. These were decisions made
by others, not by the artist; thus, as all of thfsrmation was distributed among the team
members working on each of those items, the Ustanad to coordinate with a number of team
members from the other functions. In addition, safninis information was also negotiated
(e.g., how controls are triggered), requiring teagmbers from different functional areas to
mutually agree on what this information was.

In light of this high degree of reciprocal interéaplence, project teams in GameCo,
including teams Alpha and Beta, adopted a scrunhodedogy for project management. Scrum
methodology is a project management method commes#y in software and product
development. At its core, the scrum methodologyives members of a cross-functional team
working collaboratively to accomplish team milestenn a short period of time, similar to a
rugby team passing the ball between team membe®/gr as much distance as a unit
(Takeuchi & Nonaka, 1986). This is in contrast iaar process where team deliverables are
passed from one function to another in a sequeminer, similar to track and field relay team

members passing the baton from one member to ttte ne
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Under the scrum methodology, projects were brol@mndinto three-week cycles called
sprints Each sprint was marked by specific team goatietiverables that the team would work
together to complete. At the end of each spriatmtenembers would meet to assess the progress
of a project and plan its next steps, sometimesnsultation with other stakeholders. In doing
so, the project’s direction and progress was inéany completed work and estimates of short-
term productive capacity that were more accuraa tbng-range forecasts.

On a daily basis, the members of each team woukt atea pre-determined time for no
more than 15 minutes to update one another orattks they had accomplished the day before
and the tasks they planned to accomplish thatldaaddition to giving the team a macro view of
their progress, these meetings (calecum3 also helped members prioritize their tasks and
learn about who they had to coordinate with. Fetance, a programmer might state that he
needed adjustments to be made to a graphic be¢oreuid integrate it into the game. The artist
responsible for doing so would then be able to nth&tadjustment a higher priority to avoid
delaying the team’s progress. The scrum processdlmwed for near-constant in-process
adjustments (Weingart, 1992) at the individual lesgethat the teams could more rapidly adapt
to current realities to accomplish short-term dpgivals.

Iterative Processesin Projects Alpha and Beta

Cycles of planning, enacting, and reviewing wergnfibto manifest in two distinct forms:
experimentation cycles and validation cycEsperimentation cyclesonsisted of sequences of
planning, enacting and reviewing activities thadtdad teams to gather insights into project
requirements, constraints, and design specificatibbrough trial and error. Walidation cycles
on the other hand, the sequences of planning,iegaend reviewing activities provided

feedback for teams to adjust their outputs to biignment with project requirements. The
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following sections elaborate on the propertiesxaegimentation and validation cycles and
discuss how planning, enacting, and reviewing dessdifferentially manifest in the two types
of cycles. These differences are summarized inelabAlthough these cycles are discussed
independently for analytic convenience, note thaytare not mutually exclusive and can co-

occur.
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Table 2: Properties of activity cycles

Cycle Function

Planning phase activities

Enactihgse activities

Reviewing phase activities

For gathering insightg
into project
requirements,
constraints and desig
specifications.
Discovery-oriented.

Experimentation

Emphasis:

Task simplification for
individual effort. Low
nemphasis on collective
planning efforts.

Communication patterns:
Collaborative problem-solving
communication within
functional areas; directive
communication from
programmers to others. Little
other collaboration across
functional areas.

Emphasis:
Speed of completion over output quality.

Cycle outputs:

Outputs are provisional prototypes that
represent selected features of final
deliverables.

Task performance:
Output can be simplified. Low
coordination requirements.

Action familiarity:
Low. Actions involve specifying new
relationships between variables.

Emphasis:
Forming plausible
interpretations from feedback.

Feedback content:

Relates to output specifications|
as well as the tools and resourg
required to accomplish project
goals.

Feedback ambiguity:
High. Choices about future
actions are equivocal.

For aligning output to
project requirements.
Correction-oriented.

Validation

Emphasis:
Collective planning for
coordinated effort.

Communication patterns:
Collaborative problem-solving
communication between and
within functional areas.

Emphasis:
Output quality over speed of completion,

Cycleoutputs:
Outputs are components of final
deliverables.

Task performance:
Output cannot be simplified. High
coordination requirements.

Action familiarity:
High. Actions involve adjusting
parameters of known variables

Emphasis.
Verifying that output performs
to specifications.

Feedback content:
Feedback relates to output
performance.

Feedback ambiguity:
Low. Choices about future
actions are unequivocal.

es
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Experimentation Cycles

Experimentation cycles are sequences of plan-aeatw activities utilized by the
project team to gather insights into project regmients, constraints, and design specifications.
Y1, a software engineer who was primarily respolesfor integrating the software code for the
game across different gaming platforms in team AJglescribes this process as follows:

Before we had actually started, before we had ey dén that kind of assignment, we

weren’t actually doing anything that we were conteaitto. We were just kind of playing

around to find how do we do this and how do we pitease animations? . . . What part of
this is fun? We were experimenting. We were praqiioty.

YI's comment highlights two aspects of experimenotatycles. The first is that
experimentation cycles serve exploratory purpaseslpha, this exploration revolved around
technical constraints (e.g., “how do we do thifidWw do we play these animations”) and project
requirements (e.g., “what part of this is fun”)ckearer understanding of these constraints and
requirements subsequently affected design spetidicaof the final deliverable as well as the
work flow required to produce it.

The second aspect of experimentation cycles isdtien ofplaying around which
points to the provisional, trial-and-error natufelee activities within and outcomes of these
cycles. This idea of enacting and testing varialstens provides opportunities for team
members to acquire direct experience with solutigplementation. These direct experiences
subsequently develop team members’ intuition abwuparticular solution under development
for the project on which they are working (Eisertha Tabrizi, 1995). Experimentation cycles
can be considered to be provisional, in the sdretetéam outputs in these cycles are usually

prototypes designed to explore the feasibilitypedfic features or functionalities. These ideas
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are then tested against an array of requirements@mstraints, the results of which are not
possible to predict (Simon, 1969; Thomke, Von HipgeFranke, 1998). In team Alpha, for
example, these tests ranged from determining whatbeasic prototype of the game could work
on different mobile platforms to determining an aygiate graphical theme for the game. In
team Beta, tests were enacted with early prototygpascertain whether the proposed gameplay
was intuitive enough for the target audience.

The exploratory, playful, and provisional natureegperimentation cycles is analogous
to a rehearsal for a dance that has yet to be ¢hllyeographed because of uncertainties about
performer capabilities and audience preference.chibeeography emerges over time by having
the performers execute different ideas, which alone choreographers to develop a deeper
understanding of their abilities as well as to ea#t ideas from the audience’s perspective.

Having discussed the broad purpose of experimenmntaticles, the activities in each
phase are elaborated upon by first examining aiesvin the planning phase, followed by those
in the reviewing and enacting phases of experintiemtaycles.

Planning phase in experimentation cycles. The objective of the planning phase is to
establish the tasks required to accomplish goalh#next cycle, the people responsible for
performing these tasks, the duration of these itiesy and the deadline for completion. At
GameCo, it was found that there was a low emploasllective planning efforts in the
experimentation cycles of both teams because tasks were likely to be performed
independently, albeit at the cost of lower-quatitiput.

This emphasis on independent work was evident th@rAlpha team’s assessment of the
workflow that would have been required to allowygliss to customize the height of their

characters in the game. At issue was whether #m t®uld implement this feature by stretching
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the animations within the game. To explore theifslity of this option, one of the software
engineers wrote code to stretch some preliminaipations in the game that had already been
created. This was a one-step process involving oméymember on the team. In contrast, the
regular procedure for integrating a piece of aniomainto the game is a three-step process
involving the animator, the technical artist, ahd software engineer.

The lower interdependence between team membehssiphase is also evident from
Table 3, which shows that only 6.6% and 5.0% ofeexpentation-related tasks in teams Alpha
and Beta respectively were blocked — that is, albgtd from progressing — by the activities of
other team members, compared to validation-relasks, which formed 14.9% and 35.0% of
total blocked tasks in Alpha and Beta, respectively

When task interdependencies in experimentatioresyate low, as in the GameCo teams,
coordination between team members is correspondsigipler. Likewise, there will be a lower
need for frequent, multidirectional communicationang team members to coordinate
effectively. | observed that communications betwgerup members in the planning phase could
be characterized into two forms, depending on wérdtie communication occurred within or
between functional areas. Within functional areaspmunications tended to involve
collaborative problem-solving discussions to deteenmow ideas could be quickly
implemented. Across functional areas, | observererdoective communication consisting of

instructions from programmers to others on the team
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Table 3: Number of blocked tasks by task type

Team Alpha Team Beta

Number Percent off Number Percent of
Project Phase  of tasks total tasks| of tasks total tasks

Administration 10 8.3% 3 5.0%
Experimentation 8 6.6% 3 5.0%
Validation 18 14.9% 21 35.0%
Production 85 70.2% 33 55.0%

Enacting phase in experimentation cycles. Activities in the enacting phase of
experimentation cycles directly relate to ideasakt upon in the planning phase. These
activities are typically experiments that provitle team with insights into project requirements
and technical constraints. These experiments nm&niféhe form of prototypes that emphasize a
particular feature to be tested. In Alpha, for eglanY| describes how the team explored the
technical capabilities and limitations of the melillevices on which the game would run:

We just made a quick-and-dirty build on the phomlkedre we] tried to port it and made

sure that we could play an animation of the charaad have it all run. So . . . it was

just a prototype. Does it run? Just take whateverand push it on the phone. And, if it
completely failed, we would’ve been in a bad pland if it ran, but it ran slow, we could
probably make some adjustments to it.

Outputs of experimentation cycles are quick-antisdiecause these prototypes are built
to represent a particular feature of the final picicand are rarely intended to be a part of the
final deliverable. Since the emphasis during enaotractivities is on the speed of completion,
rather than on technical quality, enacted outputxperimentation cycles are usually

improvised and less elegant or polished than tied tieliverable. In the previous example given
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for project Alpha, in which the customized heighegtion was explored, the software engineer’s
use of animations that had already been creai@udl éxample of improvising a quick-and-dirty
test to explore the feasibility of implementingstipiossible customization feature. It was also
common for GameCo teams to use basic shapes ael raderings of final art assets as
placeholders in the virtual environment. For examplprototype from Project Beta that was
used to explore the feasibility of replicating thetle’s swimming motion contained simple two-
dimensional renderings of the ocean environmentadsallacked the rich texture and detail that
would have made the environment look more realistic

Reviewing phasein experimentation cycles. Activities in the reviewing phase of
experimentation cycles involve evaluations of theug’s output and the processes undertaken to
produce this output in the enactment phase, foltblayeforming plausible interpretations of
these evaluations.

Performance evaluations of the outputs producettidyeam in experimentation cycles
are usually exploratory, similar to proofs of copise For example, in project Alpha, the
evaluation of the stretched animation was to detexwhether the end result would satisfy
quality requirements. Similarly, in project Beitaifial tests were conducted to verify that the
movement of turtles in the ocean could be accyraggresented in the game.

The workflow required to implement these ideadss avaluated in the reviewing phase
of experimentation cycles. These evaluations atemm members to better understand project
constraints, which facilitates decision-making tethto design specifications, and to more
accurately anticipate resource needs such assaifid process improvement tools. For
example, once the number and type of ocean sceaethe turtles would swim through were

confirmed, artists in the project Beta team cobkhtbegin producing concept art of various
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graphics for the game. Concept art served two pyirparposes: First, it allowed artists to verify
their ideas with team leaders and the client. Sgcibigave artists a better understanding of the
resource requirements. This process was descripiEbthe lead artist for project Beta, as
such:

[What] we were doing with the concept art was Vilsusaying “is this what you mean?”

... That gives a clear picture . . . of how masgets we are really going to need for an

area. [The lead designer] can say this area i$pafdesst, but until we really look at a lot

of reference, and draw up from that reference wigatvould want it to look like, it's not
really clear how [many assets are] required fot. tha

Evaluations of group output and processes in expiation cycles therefore inform
decisions about project scope and specificatiosyse€ifically, which features to retain, abandon,
or modify, as well as the tools and resourcesdhatikely to be required at different points in
the project’s lifecycle.

A feature of feedback from experimentation cyckethat it is ambiguous and does not
always provide definitive answers to future actidisedback may only indicate that changes
need to be made, or that an idea is good enouglit, dfters limited insights into the correct
response, or whether a course of action is the opighal (Van De Ven & Polley, 1992).
Consequently, a future course of action remainsveqal. In project Alpha, for instance,
although evaluations of the stretched animatiomsied that this option would not satisfy
quality requirements, the appropriate course abact whether the team should explore other
solutions to implement this feature, or to askdorincrease in the budget and development

timeline, or to abandon this feature completelyaswstill unclear. This decision was made by
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developing a plausible story of what reality migkt(Weick, Sutcliffe, & Obstfeld, 2005) and
deciding on a course of action consistent with ithisrpretation of reality.

The ambiguity of feedback is compounded by evabuatiof group output in
experimentation cycles that are usually derivechfeosmall number of tests using prototypes
which are quick and dirty representations of speéatures of the end product. These tests are
usually conducted on a small scale because ofrtheished, provisional nature of the output.
For instance, playtest sessions at GameCo werdysaaducted with no more than 10
participants. Consequently, the generalizabilitgt galidity of these tests are potentially limited
(March, Sproull, & Tamuz, 1991). The extent of thsitation, however, is not apparent and
may only be discovered much later. For examplaapept Beta, although the team was able to
verify that the movement of turtles in the oceanldde accurately replicated in the game
environment being tested, it was unclear that #meeslevel of performance could not be
maintained in a more graphics-intensive game enmient. In fact, later in the project, serious
performance issues were discovered and the teartohliaduce the quality of graphic art assets
to reduce the amount of computational processisgurees required for the game to run.

In light of these equivocal options, the team’iptetation of feedback about their
output from experimentation cycles and decisiormiifuture actions also depends on prior
information and predictions about the future. Aidi®s in the review phase are thus similar to a
sensemaking process involving Weick et al.’s (2@03L15) “continued redrafting of the story as
it emerges.”

Validation Cycles
Validation cycles refer to sequences of plannimgcéing, and reviewing activities that

enable teams to incrementally align their outpuhweroject requirements. Feedback obtained
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from the review phase of validation cycles providgermation about shortfalls in the
performance or quality of the team’s output rekatio project requirements. For instance, Yl
describes how the team would receive feedback ft®@ameCo colleagues who had tried the
basketball game with comments like, “I click thigtton and then this button and it crashed,” or

“I don’t understand what these shoes do.” Steaitress these shortfalls are then undertaken
by the team in subsequent cycles. In responseetteddback, for instance, Yl and the Alpha
team would then look into fixing the bug that cre@hhe game or “[change] a little bit of the art
to make things a little more noticeable.” SimyalUE from project Beta describes this sequence
of activity in the team as follows:

There’s this constant balancing act of adjustingething over here and making sure

nothing else got messed up along the way. . . rel$a lot of cycles going back and

forth between myself and [the] design [team menjhersl it was what they were
envisioning.

Difference between validation and experimentation cycles. A key distinction between
validation cycles and experimentation cycles pesgtéb the team’s output. In validation cycles,
team outputs are components of the team’s fin@/@lable — not just quick-and-dirty tests as
they are in the experimentation cycle. Consequetit/primary emphasis in the enactment
phase in validation cycles is the technical qualitthe team’s output. Validation cycles can be
considered to be correction-oriented, while expentation cycles are discovery-oriented.
Essentially, team actions in validation cycles irreanodifying the value of known parameters,
adding new features, or removing existing oneseratian building components from scratch.

The second difference between the cycles is theeseinppermanence that encompasses

validation cycles in contrast to the playful, pgienal nature of experimentation cycles. If
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experimentation cycles are analogous to dance r&dilsavhere the choreography has not been
established, the analogous comparison for validatjeles will be to rehearsals in a symphonic
orchestra with sheet music in hand. In this cdseptrts to be performed by each musician is
already defined and codified. The goal of rehearsalo adjust specific parts to achieve a well-
blended sound at a rhythm, volume, and style habnsistent with the conductor’s
interpretation of the piece. In the subsequeni@estthe planning, enacting, and reviewing
activities in validation cycles shall be elaboratgan by contrasting these activities with those
in experimentation cycles.

Planning phasein validation cycles. A feature of the planning phases of validation
cycles is the emphasis on coordination, which stieams the fact that team output in validation
cycles are components of final deliverables rathan provisional prototypes. Consequently,
team members need to actively coordinate their igtaedings of output specifications and the
timing of completion during this phase to minimaeors and delays. The emphasis on
coordination during the planning phase of validattgcles was evident in the daily scrums of
both Alpha and Beta, where it was common for teaambrers to openly ask what their next
tasks were to be after completing a task. Althoegth member had a list of tasks to accomplish
within a three-week sprint cycle, the prioritiestloése tasks often shifted during the course of
the sprint and tasks were often added or remové#ugdist. These priorities were often not
determined by a single person when the questiorasieesd, but had to be discussed later in
short, spontaneous meetings (or huddles) involthegeam leads and the respective team
member. In these huddles, members would discusspearities, the process and resources

required to accomplish these priorities, and thente capacity to accomplish these priorities.
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These discussions then yielded a clearer answeit &bav team members would prioritize their
tasks.

The greater emphasis on coordination in validatiies also necessitated a greater
requirement for communication between team memieteam Beta, for example, one of the
ways that the team attempted to improve the pedaoa of their game was by reducing the
number and size of “collision bubbles” around otgeé collision bubble is a space that two
objects in the virtual game environment cannot plassigh at the same time, or else they would
overlap (or collide) into one another. Reducingribenber and size of collision bubbles
improves game performance by reducing computatipradessing. However, this has to be
balanced with maintaining the realism of the gaméhat objects “bounce” off one another in a
realistic manner. Decisions about the locatiorheke bubbles and how much to reduce the size
of each bubble by were observed to involve a dealiscussion between the lead artist (who
was responsible for implementing these changesjtentechnical director (who was responsible
for integrating various components into the maimganrtifact). This example illustrates the
collaborative problem-solving communication betwéssim members across different functional
areas that is necessary for effective coordinatidhe planning phase of a validation cycle.

Enacting phasein validation cycles. As noted above, the main difference between
validation and experimentation cycles is relatetheoteams’ output. That the team had shifted
from experimentation to validation, essentiallyefituning toward the finished product, was
evident from the teams’ emphasis on fixing bugghedays leading up to playtest sessions that
involved members of the public and before a milestdeliverable to the client. The emphasis on
the technical quality of outputs was also evidartheir avoidance of short-cuts that would

compromise the quality of their output in spitdiofe constraints. Instead of relying on short-
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term fixes like they might have in the experimeiotatcycle, teams would commit resources to
ensuring more robust and elegant solutions thatdwenable them to accomplish tasks faster
without compromising on quality. For instance, ‘éisdribed a pop-up messaging system in the
Alpha team’s product as being “ugly and just inréiyewith limited functionality since “it only
worked in a battle” when this feature was firstibiar their game. After learning that the pop-up
system would be used in other parts of the gam&eher, the programmers developed a more
robust system that “with like three lines of cofdesoftware engineer] can add a new pop-up
anywhere they want.”

Another strategy to maintain the quality of theitfut in spite of time constraints was to
reduce project scope. In project team Beta, UErdesst a meeting among the project leads
where they “sat down and said we’re not going toadjehis done. We need to cut a couple of
segments out.” The decision about what aspectsegbrtoject to scale back on was based on a
determination of “the story and the concepts wexkne needed,” “[art assets] we could reuse,”
and whether that feature “was going to take afiscope to figure out.”

When more extensive adjustments to the teams’ taitpere needed during the
validation cycle, the resulting changes were utyike involve modifications to the underlying
architecture of the products, but were usually @sitns of existing features to improve on them
overall. In addition to the pop-up tutorial mengohearlier in the Alpha team’s basketball game,
another example from this project is the implemioreof leader boards showing players with
the highest point totals, following a suggestiordmay the team’s client mid-way through the
project. The team was able to quickly implementdb#ware code to extract scoring
information that was already being collected amdest in the database and to present itin a

separate part of the game. The addition of thisifeahis did not involve deep-level
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architectural changes to the relationship betweamponents, but rather was a standalone
feature that leveraged some existing componentgmiihe game’s code.

Reviewing phasein validation cycles. Similar to activities in the reviewing phase of
experimentation cycles, activities in the reviewpiwse of validation cycles involve evaluations
of team output. However, the emphasis in validatipeies is to verify that output performs to
specifications, rather than to develop plausiblerpretations of project goals from the feedback
received during this phase. Because of the empbasisgrification, feedback content is
therefore focused more on output quality and lesproduction processes.

Another feature of reviewing phases in validatigoles is that feedback is less
ambiguous, especially in comparison to feedbaclkdwxperimentation cycles. The greater
clarity in feedback can be attributed to the faett discrepancies between the quality of the
team’s output and the more concretely understooge@irrequirements are more easily
identified. Moreover, teams are likely to alreaayfamiliar with the actions required to address
these discrepancies because these actions invalgd#ying the properties of components that
have already been built, rather than building congods from scratch.

An illustration of activities in the review phasktvalidation cycles are the weekly “run-
throughs” in team Beta, where a few members ofében would play the game while the rest of
the team observed and made notes of the partg gfatime that could be improved upon. For
example, software engineers might look out folmaagets, such as rock, hooks, or other ocean
creatures, that the turtles would pass througkeausof collide with; artists might look out for
artwork that needed to be retextured to improvad¢aésm of the ocean environment in the
game; and game designers might look out for pdrtiseogame that were too easy or too difficult

for players.
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In light of this less ambiguous feedback and atgrdamiliarity with the actions needed
to address issues, the communication requiremetigeln team members were also lower in
the review phase of validation cycles than theewywhase of experimentation cycles. In project
team Beta for instance, UE describes how he waiw one of his artist’'s work at the end of
the work day by “[stopping] by and [seeing] howntpg had gone for the day.” During these
informal review sessions, UE reported that his lieett to this artist was usually along the lines
of, “you didn't take this far enough yet” ratheath “that’'s not working at all.”

Due to the lower communication requirements in fiiiase, information may also be
transmitted among team members through media tead¢ss rich (Daft & Lengel, 1986). In
project team Alpha, for example, it was observed gerformance discrepancies in the team’s
output, such as technical bugs, could be listedriyyteam member in a shared database to which
all team members had access.

Implications on the Temporal Characteristics of Activity Cycles

In my analysis of activity cycles in project teaAlpha and Beta in GameCao, | identified
experimentation and validation cycles as two digtaycles, each with its own unique
configuration of planning, enacting, and reviewawdivities. Differences in how these various
activities manifest in each type of cycle can beliad to draw inferences about how the
mapping of teams’ activities along the temporaltcarum can affect their outcomes. In this
section, | draw on these findings to explore, aositpupon, the effects that different durations of
planning, enacting, and reviewing activities canehan the quality and innovativeness of team
outcomes.

Of the multiple dimensions of time that have besppsed by organizational scholars

(e.g., Ancona et al., 2001; Bluedorn & Denhard88,9McGrath & Rotchford, 1983), | focus on
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the duration of phases because duration has intiplicsafor how tasks are to be temporally
segmented. As time is a scarce, non-renewable nessaiteam’s ability to effectively allocate
time across its multitude of activities can beicaitto gaining a time advantage over its peers in
terms of “cycle time, time to market and turn-arddime” (Gibson, Waller, Carpenter, & Conte,
2007).

Duration bears a complex relationship to other irtgrd characteristics, such as pace and
frequency. Pace refers to the tempo or rate ofigctivithin a unit of time (Levine, 1988;
McGrath & Kelly, 1992). A shorter duration of phaseill imply a higher pace of activity
(holding the frequency of activity constant). Sianly, if the pace of activity is held constant,
then a shorter duration will allow for a lower ftemncy of activities within that phase. It is inghi
way that “[d]uration surrounds — embeds and is eldbd within — rate and frequency”
(McGrath & Kelly, 1992, p. 414). An underlying assption in the propositions presented here
is that shorter intervals can lead to an increaskea rate of performance, a lower frequency of
activities, or both (Karau & Kelly, 1992).

Duration of Planning Phases

In planning phases, teams faced with shorter camatare likely to rely more on in-
process planning (Weingart, 1992), improvisatioer@/& Crossan, 2005), and greater
simplification of complex tasks. In experimentatycles, where team outputs are prototypes,
relying on in-process planning and improvisationas likely to have a negative impact on
performance. In fact, it may even have a positinpdct, as it allows teams to rapidly gain an
intuitive understanding of the solution at hands@ihardt & Tabrizi, 1995). On the other hand,
in validation cycles where teams are building thalfoutput, it is important for them to plan in

advance as their outputs are final deliverablesthhefore are more complex with less room for
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compromising on output quality. Coordinating teastian during the validation phase by using
in-process planning and improvisation is therefage likely to result in delays, which will
adversely affect team performance.

Proposition 1a: The duration of planning phasesxperimentation cycles is negatively

related to the quality and innovativeness of teatcames.

Proposition 1b: The duration of planning phasegiidation cycles is positively related

to the quality and innovativeness of team outcomes.
Duration of Enacting Phases

In enacting phases, the higher pace of task pediecmassociated with shorter durations
for these activities is likely to result in a greraincidence of errors and correspondingly lower
output quality. The higher incidence of errors cblok caused by team members being less
careful in implementing work, as well as fatigueeda team members working harder for longer
periods of time and reducing the number of bre@iker likely responses are to simplify the
output to be produced so that fewer tasks are medyuor to take shortcuts to accomplish their
tasks.

In experimentation cycles, these responses toeshdutations of enactment phases will
have less far-reaching consequences on the gaalitynnovativeness of team outcomes. Since
team output in experimentation cycles is provisipoatput that is simplified and of a lower
quality is more acceptable than if the team waslypeong output that was to be final. Errors
committed during experimentation cycles can evehdeficial to team performance, as these
allow team members to discover potential probleariez rather than later when production of

the team’s final output has already begun.
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In contrast, low-quality output during the enactpitase of validation cycles has more
immediate consequences on team performance. Betmameactivities are directed towards
completing the team’s final output, output quaigya high concern and errors will need to be
rectified. Errors thus result in delays as workeiglicated to rectify these errors, which in turn
compresses the time available for future activjtiesreasing the chances of more errors and
even further delays. Furthermore, project requirgsief output quality constrain the degree to
which its work can be simplified.

Proposition 2a: The duration of enacting phasexperimentation cycles is negatively

related to the quality and innovativeness of teatcames.

Proposition 2b: The duration of enacting phaseslidation cycles is positively related

to the quality and innovativeness of team outcomes.
Duration of Reviewing Phases

In review phases, shorter review durations wilbseociated with less in-depth
processing of information (Kelly & Loving, 2004)hiB approach to information processing is
partly influenced by the scarcity of temporal reseg, but also by the corresponding
psychological effects of this scarcity. Shorteradions will increase team members’ need for
cognitive closure (Kruglanski & Freund, 1983; Kragtki & Webster, 1996), which increases
their preference for unambiguous outcomes evdresd are not optimal.

In experimentation cycles, the tendency for teasrenigage in less in-depth information
processing is likely to result in the team decidamgsub-optimal solutions, resulting in poorer
outcomes for the team (West, 2002). This is becategpreting the implications of feedback in
these cycles is a complex decision-making prodestshenefits from more in-depth information

processing due to the equivocality of choices atégl to the group.
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In contrast, the negative impact on performancefi@ss in-depth information
processing during the review phases of validatiartes will be weaker. This is because
information processing requirements in the reviéxages of validation cycles are lower. As
discrepancies between the quality of the team owscand project requirements (which are less
ambiguous at this point) are more easily intergtefieedback and the corresponding
implications about subsequent actions requirechfwrdve outcome quality are more concrete
and less equivocal. Additionally, teams are alkelyi to be familiar with the actions required to
address these discrepancies because these antioh&imodifying the properties of
components that have already been built ratherbbéding a component from scratch.

Proposition 3a: The duration of reviewing phasesxiperimentation cycles is positively

related to the quality and innovativeness of teac@mes in both experimentation and

validation cycles.

Proposition 3b: This positive relationship betwéss duration of reviewing phases and

team performance will be stronger in experimentatigcles than validation cycles.

Discussion

In this research, | examined cycles of planningcéing, and reviewing activities in case
studies of two IMD teams in order to develop inssghto team innovation processes. Models of
team innovation in the extant literature do nofisigntly account for the iterative, dynamic
nature of team innovation processes. This gap fitt@oretical models of team innovation is
problematic because innovation processes in team®tunfold in a smooth, predictable
manner and need to be actively managed. Withouhderstanding of how these processes
unfold to inform theory, evidence-based prescripgito managers about how the chaotic and

messy process of innovation can be more effectivelgaged will be limited.
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My analysis of the activity patterns in two IMD tes revealed two distinct activity
cycles consisting of unique configurations of pliaignenacting, and reviewing activities. The
first, experimentation cycles, were utilized by thams to discover project requirements, scope,
and constraints through trial and error. The sedgpe of cycle identified, validation cycles,
enabled the teams to align their final outputs pithject requirements through incremental
modifications. The manner in which the planningaaimg, and reviewing activities manifested
in each type of cycle were elaborated on in detail.

| then drew on these findings to develop a numbégsiable theoretical propositions
about the effects that different durations of plagnenacting, and reviewing activity phases in
each type of cycle will have on team performandesE propositions illustrate how findings
from the longitudinal study of iterative processas deepen theoretical models of team
innovation, and they can be used to inform futesearch to extend these models further.

One implication of the relationships between theatan of activity phases and team
performance that can be inferred from the findimgthis study is that there is an ideal-type
rhythm for each cycle based on the activities thatm members are performing.
Experimentation cycles would be ideally characetiby short intervals of planning and
enacting phases punctuated by longer intervalevaéwing phases, whereas validation cycles
would be characterized by longer intervals of plagrand enacting phases and shorter intervals
of reviewing phases. This idea could be testedturé research.

Another implication extends to the literature omp®ral entrainment in teams. Teams
have been found to be barraged by multiple rhyttiasstem from organizational pacers, such
as project deadlines, customer schedules, andhaktrocks (Ancona & Chong, 1996; Ancona

& Waller, 2007). While the prior research has l&ydecused on exogenous rhythms, this
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research emphasizes the endogenous rhythms thgeémeeated internally by the activities
required to accomplish project goals. Emphasiziegé endogenous or internal rhythms
reinforces the idea of teams having to performante of entrainment” (Ancona & Waller,

2007, p. 117) in order to be effective. It alsseai further questions about the repertoire of steps
available for teams performing this dance. Foransg, teams tend to be conceptualized as being
engulfed by, and having to adjust project schedidé®ep pace with, varying exogenous
rhythms. When one recognizes that team activiles generate endogenous rhythms that can
affect team performance, the question then became®f how they are able to keep both
exogenous and endogenous rhythms in sync. Whaheustrategies available to them? Which
strategies are more or less effective and when8eTheestions can also be examined in future
research.

From a practical standpoint, propositions aboutréha&tionship between the duration of
activity phases and team performance can reminchgaan about the potential tradeoffs when
making decisions about allocating scarce tempesaiurces across different activities. As
organizations and teams are increasingly faced lwdtling to develop and sustain a time
advantage in order to survive (Gibson et al., 20013 research suggests that teams should not
blindly operate at a higher pace across all kirfdsctivities, but that greater discernment about
what activities to speed up, maintain, and slowmcan be beneficial to overall project team
performance.

A limitation of this research is that the sequermgslanning, enacting, and reviewing
activities were not captured as they occurred.&the exact moments when transitions from
one activity phase to another occurred were natrdesd, recursive patterns within cycles,

interruptions, and incomplete cycles could notdq@esented. In order to do so, activities of
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team members would have needed to be capturednameagranular time-scale, which was
impractical in the field setting. Future researohld investigate these aspects of activity cycles
in more controlled settings (e.g., Brett et alQ20Stachowski et al., 2009) and with a greater
emphasis on their temporal configurations.

Another concern might be that the generalizabditfindings in this research to broader
theory might be limited by the idiosyncratic protddevelopment process (i.e., scrum
methodology) adopted by the focal teams. This cona@uld be valid if this research attempted
to draw conclusions abowuthencertain activities occurred, since different depshent
processes in various fields would affect the timafighese activities. However, as this research
was focused owhatandhowthe studied activities occurred, the generalizigiif findings in
this research to theory is not adversely affectethb unique development process adopted by
the teams in this case study.

In summary, this research reveals two differenthyways by which planning, enacting,
and reviewing activities in team innovation pro@sssnfold. Discovery-oriented
experimentation cycles are characterized by a lomeed for collective planning, an emphasis on
the speed of completion over the quality of outpatsl a greater need for interpreting
ambiguous feedback. Correction-oriented validatigeles, in contrast, are characterized by a
higher need for collective planning, an emphasitherguality of outputs over the speed of
completion, and review phase activities involvirggification that team outputs meet project
requirements.

Although prior research shows that team processesriical to team innovation
(Hulsheger et al., 2009), these dynamic processestidl enclosed in a black box because prior

research tends to conceptualize these as statoptena (Cronin et al., 2011). By
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conceptualizing team innovation processes as dynand examining the activity patterns that
underlie these processes, this research shedohghe underlying patterns of planning,
enacting, and reviewing activities that teams eagado produce innovative outcomes. These
findings are an initial but necessary step towadelsloping theories that account for how
temporal variables that relate to the different svaf/structuring team processes (Ancona et al.,
2001) can affect innovation outcomes. This contidsuis illustrated in the theoretical
propositions presented about the effects that tinatidn of planning, enacting, and reviewing

activity phases have on the innovativeness andtygudlteam outcomes.
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CHAPTER 3: AN EMPIRICAL TEST OF THE TEMPORAL CHARACTERISTICSOF
ITERATIVE PROCESSES ON THE PERFORMANCE OF CREATIVE PROJECT

TEAMS

In Chapter 2 of this dissertation, | introduced ithesa of an ideal rhythm of plan-enact-
review phases for experimentation and validatidiviég cycles as creative project teams
iterated. The second study of this dissertatioricegp this idea further by examining the
relationship between temporal characteristics efitérative process, prototyping performance,
and team outcomes. These aspects of the iterathoess are examined together with the
mediating effects of team interactions, team enm@rgites, and the quality of coordination.
Because experimentation cycles are crucial in Gngriteams through the “fuzzy front end” of
creative tasks, | have selected to focus first@se cycles instead of validation cycles. The
objective of this research is twofold. First, | @ioninvestigate how structuring the duration of
transition phases affect iterative performancerms of improvements in prototype quality.
Time is a finite resource that can neither be stoi@ replenished (Bluedorn, 2002). A deeper
understanding of how different ways of allocatiimge across the multitude of team activities
affects team functioning can inform how teams cain @ time advantage over their competitors.
My second objective is to examine how this ratenmgfrovement in prototype quality over time
affects team output quality on a creative task.

To investigate these effects, a lab experimentasasiucted where groups of participants
performed a creative, open-ended task in which tene to build a floating vessel from Lego
pieces according to certain specifications. Paaicis were instructed to iterate on their designs

before collaborating to design and build their grawessel.



47

Although group activities were categorized accagdma plan-enact-review framework
in the first study, an action-transition framewdkkarks, Mathieu, & Zaccaro, 2001) is adopted
in this study because activities in ad-hoc groupenodo not follow an ideal sequence of
planning, enacting and reviewing (Tschan, 2002;n\yait, 1992) — teams may iterate between
review and planning activities such that they bland one combined phase, or activities may
occur out of sequence. Structuring the iterativaeess in terms of action-transition phases
allows for the fluid interchange between reviewargl planning activities so that team
interactions still retain an element of realisrmirthe perspective of experimental participants.
At the same time, this framework allows for theseative processes to be replicated and
systematically studied in the behavioral lab.

The concept behind this framework is that group$ope in temporal cycles of goal-
directed activity called “episodes” (Weingart, 1992aheer, Albert, & Zaheer, 1999). Episodes
are distinct segments of time in which performaacerues and feedback is available (Mathieu
& Button, 1992). Within performance episodes, teanay be engaged in different types of
taskwork at different phases of task accomplishmémsome phases, they are focused on
activities related to accomplishing goals, whilethers they are focused on reviewing past
performance and planning for future action. Thas&ses are referred to as “action” and
“transition” phases respectively. The iterativeqass that creative project teams adopt as they
are prototyping can therefore be considered asniagusequences of action-transition phases.

Three conditions are examined: the first conditonsists of structured transition phases
with long durations; the second condition consiédtstructured transitions with short durations;
and the third condition is a control condition wééhne duration of transition phases are

unstructured and participants are free to decidemach time to spend on action and transition.
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Literature Review and Hypothetical M odel

The emphasis in this study is the effect of temipcnaracteristics of iterative processes
on prototyping performance and the subsequenttsefecteam output quality on a creative task.
Examined through the lens of an input-process-dytp®) model of team performance
(Hackman, 1987; McGrath, 1984; Steiner, 1972) teelaesearch on the performance of such
teams in the team innovation literature has larfmdysed on the role of inputs such as norms
(Caldwell & O'Reilly, 2003), group composition (We&s Anderson, 1996; Woodman, Sawyer,
& Griffin, 1993), and diversity (Cady & Valentin@999; Dahlin, Weingart, & Hinds, 2005;
Gibson & Gibbs, 2006). However, mediating processesalso a critical influence on team
performance (Marks et al., 2001; Woodman et aB3)9These mediating processes include
team emergent states and team members’ interdeqtescts that convert inputs into outputs
(Marks et al., 2001). Emergent states refer tactgitive, motivational, and affective states
such as team cohesion and team climate that erfrergehe interaction processes in teams. For
example, studies have found vision, participatafety, support for innovation, and task
orientation to be positively related to innovat{®h R. Anderson & West, 1998; Mathisen,
Einarsen, Jorstad, & Bronnick, 2004; RagazzoniaB#j Zotti, Anderson, & West, 2002).

The interdependent acts that convert inputs intpuds refer to both taskwork as well as
the interactions that enable work to be perforrmadathly. These processes have been
characterized both as interactions between teamb@esnsuch as communication (Ancona &
Caldwell, 1992; Keller, 2001), as well as the qyadf teamwork (Hoegl & Parboteeah, 2007;
Hoegl, Weinkauf, & Gemuenden, 2004) and coordimaficaggar, 2002).

Static concepts of process are adequate in matynegtances, especially when the

process is relatively invariant over time. In tlase of creative project teams, however,



49

mediating processes follow an unpredictable trajgdbecause the ambiguity inherent in their
projects needs to be resolved over time. For exantpe IMD teams discussed in the earlier
chapters of this dissertation had to go throughoagss of trial-and-error in order to clarify
project goals and specifications. Hence, the besyactivities, and emergent states are difficult
to predict at the onset of team performance. Thegss of transforming inputs to outcomes in
such contexts thus cannot be adequately represastedtatic phenomenon, but as a dynamic
process that unfolds over time (Mohr, 1982).
Iterative Processesin Creative Project Teams

Tasks in creative project teams are typically aqushed in an iterative fashion. As
discussed earlier, teams iterate as a way to erpatj engage in trial and error, or introduce
incremental improvements to their outputs. Whikesthprocesses are conceptually distinct, they
can be collectively represented as recurring a@rmmhtransition phases. According to Marks and
colleagues (2001), action phases are periods efwhen teams are engaged in acts that
contribute directly to goal accomplishment (i.askwork). Transition phases are periods of time
when teams focus on evaluation and/or planningiéies to guide their accomplishment of team
goals. This representation of iterative processeageurring phases of action and transition
phases can be contrasted to processes that unfalthore ordered and linear fashion where
actions are performed according to a pre-determuateaa with infrequent changes over time.

The crucial role of iterative processes in innavgieams has been documented in this
dissertation and other work (Buxton, 2007; Dow, #ledton, & Klemmer, 2009; Schrage,
1999). As shown in the first part of this dissed@at project teams iterate to gather insights into
project requirements, constraints, and design pations, explore the feasibility of solutions

through provisional outputs (e.g., prototypes), emudementally adjust their output to meet
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project requirements. Furthermore, the prototypedyced by teams while iterating act as
boundary objects (Carlile, 2002) which help to mlambiguity and develop shared mental
models with team members and stakeholders. Addilljprthe experience gained from
producing these prototypes also enhances team mgnmitaitive understanding of the solution
under development (Eisenhardt & Tabrizi, 1995).

Consistent with the purpose served by these iteratiocesses, researchers have found
the frequency of iteration to be positively asstadavith innovative performance both at the
individual (Dow et al., 2009) and team levels (e@pw, Fortuna, Schwartz, Altringer, &
Klemmer, 2011; Eisenhardt & Tabrizi, 1995). Howeuhirs is likely to be an inverted U-shaped
relationship because excessive iterations can $t&ycaot to mention frustrating and
demoralizing to team members (Eppinger, 2001),iteptb delays and a higher frequency of
errors. Research on iterative processes by managectelars have therefore primarily focused
on the efficient organization of this process imte of the optimal frequency and timing of
iterations (e.g., Thomke, 2003) by developing medeat account for the benefits of timely
information against the cost of acquiring it.

In this paper, | examine these iterative procebgdsst investigating how structuring the
duration of transition phases affect the rate giromements in prototype quality during the
prototyping phase. Specifically, | propose thamsition phases with longer transitions structured
will lead to steeper rates of improvement in prgpetperformance. In addition, | shall test the

mediating role of error statements in this relagiup (Figure 1).
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Figure 1 Hypothesized relationships between transitiorsptauration, frequency of error

statements, and the rate of improvement in protopgrformance.

The second model examines how trajectories of prpéoperformance affect team
performance in terms of the quality of team out@ecifically, | propose that steeper rates of
improvement in prototype performance will lead tghter quality outputs via a more positive

group atmosphere and better quality of coordinaigure 2).

Coordination
quality
+
Group Group output
atmOSphere quality

H4T+

Rate of
improvement in
prototype
performance

Figure 2 Hypothesized relationships between the rate pfavement in prototype performance,

group atmosphere, coordination quality, and teatpudwquality.
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Effect of Structured Transitions on Prototype Performance

Despite the attention to iterative processes imtaaagement and engineering design
literature (Dow et al., 2011; Erat & Kavadias, 2008ch, Terwiesch, & Thomke, 2001;
Thomke, 2003; Thomke & Bell, 2001), this body ofrkiowith a few exceptions (e.g., Dow et
al., 2011; Dow et al., 2010), does not consider postotyping performance can be improved
upon. In this section, | examine the importancdis€ussing errors for prototyping performance,
and the role that the duration of transition phédmesin facilitating or hindering such
interactions.

When working under time scarce conditions, prisesech has shown that groups
become more focused on task completion. For examgdearchers have found that in
comparison to groups with a greater abundancend, tgroups under time scarce conditions
worked at a faster rate, engaged in more taskimdenteractions, and correspondingly less
interpersonally-oriented interactions (Karau & Kell992; Parks & Cowlin, 1995). Thus in the
context of prototyping under time scarce conditjaaams would exhibit a tendency to commit
more time to activities related to building up thgtiototypes at the expense of transition
activities such as planning and reviewing.

Unfortunately, this preference for task complettam be detrimental to prototyping
performance. During prototyping, even though fee#lfeom testing informs team members
about the viability of an idea, this informationedonot necessarily lead to clear choices about
future actions. The tests may indicate that an diess not work, but it neither reveals why nor
how the problem could be resolved. These insightsrge through interactions with one another

such as brainstorming, sharing and combining kndgde drawing on tacit knowledge, framing
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and reframing perspectives, and correcting erkithout sufficiently engaging in these
interactions, improvements in prototype performaaeelikely to involve superficial
modifications, rather than more fundamental chatigaisaffect how components are configured
and interrelated.

This preference for task completion over interpeasanteractions exhibited by groups
can be mitigated by structuring the duration ofaacaind transition phases to protect the
temporal space for groups to engage in reviewirthpanning activities. However, the
effectiveness of such an intervention is also cgemt on the duration of these transition phases.

Longer transitions will afford teams more opportigs for interaction. Such teams will
subsequently be more likely to brainstorm, shace@mbine knowledge, draw on tacit
knowledge, reframe perspectives, identify and abreerors. These interactions contribute to a
higher likelihood of experiencing radical improvamein prototype performance rather than
incremental improvements. In contrast, teams withrter transition times will not have as many
opportunities for team members to interact, resglin incremental rather than radical
improvements.

Hla: Rates of improvement in prototype performanitiebe steeper in teams with

longer transitions structured than those with wtétired transitions.

H1b: Rates of improvement in prototype performanikenot be different between teams

with shorter transitions structured and those witbtructured transitions.

Mediating Role of Discussing Errors
There is widespread consensus that learning isimsital to success for both groups

and organizations (Argote & Miron-Spektor, 2011 nieshdson, 2002). While learning can occur
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through various sources (c.f. Argote & Kane, 20@8)jmportant source of learning is from
errors, mistakes, and failures which is criticastrwcess, particularly in the context of
innovation. Indeed, a common theme in the innowvditerature is that failures can be more
important than success because these experierctsedndder for successful innovation
(Leonard-Barton, 1995; Nonaka & Takeuchi, 1995ki8jt1992; Starkey, 1998). By discussing
errors, in product development for example, Doutyh@992) found that the inability to discuss
errors in a constructive fashion led to failed prats. When errors are discussed, Edmondson
(1999) argues that mistaken assumptions are alldavbd surfaced, brainstorming is invited
which leads to more ideas, and the chances of anifarmation being shared are increased. In
contrast, focusing onwhat went rightinstead of What went wrongreinforces rather than
correct biases (Houghton, Simon, Aquino, & Goldhb&@00; Schwenk, 1984; Van
Knippenberg, Van Knippenberg, & Van Dijk, 2000).

Discussing errors therefore allows teams to engag®re in-depth information
processing directly related to the problem at hdieé&ms that discuss errors more frequently will
also be more likely to address major design flawtheir prototypes that can lead to significant
improvements in prototype performance. In contri@stns that do not process information with
the same depth and rigor are more likely to foaugoremental improvements without
addressing major flaws, resulting in less signifidanprovements in prototype performance.

H2: The number of error statements is positivegoagted with the rate of improvement

in prototype performance.

The model predicts that the number of error statgsngiscussed will be higher in teams

with longer transitions structured than those withtoansitions structured. However, this
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relationship is not due to the greater availabibtyime because the fear of embarrassment
causes people to be averse to discussing erromsdiitson, 1999). Rather, this relationship
between the availability of time and how peopleiatt is attributed to people’s psychological
need for closure.

The need for cognitive closure refers to peopldissire for a firm answer to a question
and an aversion toward ambiguity” (Kruglanski & Ve&dy, 1991, p.264). This need will
“prompt activities aimed at the attainment of cleswbias the individual's choices and
preferences toward closure-bound pursuits”. Pewajple experience a high need for closure will
therefore display considerable cognitive impatiecttaracterized by judgment leaps on the basis
of inconclusive evidence and rigidity of thoughth&h people have a high need for closure, they
are less likely to discuss errors because doirgnatienges the validity of existing assumptions
and also threaten s the relevance of existing @adsnental models without necessarily
providing a solution (Edmondson, 1999). They wilitiead be more focused on their successes
(e.g., what went right), or they could engage invarsations that are non-task related (e.g., the
weather, sports, current events, common friends).

Prior research has found that time pressure inese® need for cognitive closure
(Kruglanski & Freund, 1983). Therefore, structurtransition phases with longer durations
decreases experienced time pressure and correggbnaiduces the need for cognitive closure.
The lower need for closure coupled with the creatiban environment dedicated to reviewing
and planning is likely to reduce people’s genevalrsion to discussing errors and increase their
propensity for discussing errors.

On the other hand, structuring short durationsaoidition phases heightens the need for

cognitive closure due to the higher time pressupegenced. People in these teams will
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therefore be more likely to engage in activitiesed at attaining closure, such as honing in on a
solution even if they know that solution to be felv Compared to teams with unstructured
transition phases, they will be just as unlikelgiscuss errors.

H3a: The number of error statements will be higheéeams with longer transitions

structured than those without transitions structure

H3b: The number of error statements will not béedént between teams with shorter

transitions structured and those without transgistnuctured.

Effect of Prototype Performance on Team Outcomes

Although researchers have focused on the bendfitsrative processes particularly in
the domain of innovation, one aspect of this pretkat has not received as much attention is the
effect of these processes on team functichiBgen though prototypes are provisional team
outputs produced as part of the iterative prodées; performance also affects emergent states
which represents members’ attitudes about theikwooup environment (Jehn, Rispens, &
Thatcher, 2010).

The emergent state that this study focuses oreigrbup’s atmosphere which reflects the
positive attitudes and cognitions of a group’s meratabout levels of trust, respect, and
commitment in their group (Jehn & Mannix, 2001;dehal., 2010). Drawing on the idea of
efficacy-performance spirals (Lindsley, Brass, &fias, 1995), | argue that the rate of
improvement in prototype performance provides fee#tabout the team’s prospects which then

affects levels of trust, respect, and commitmernhéogroup. Steeper improvements in prototype

2 Gerber & Carroll (2012) is a notable exception.
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performance are positively associated with groapoaphere because the positive feedback
increases self- (Shea & Howell, 2000) and collecg¥ficacy (Katz-Navon & Erez, 2005), team
members’ identification with the team (Ashforth &ael, 1989; Tajfel & Turner, 1979) and their
commitment to the team’s success (Locke, Latharfaréz, 1988). Increases in these positive
states will therefore be reflected in correspondingrovements in group atmosphere.

Although the relationship between the rate of improent in prototype performance and
group atmosphere is likely to be reciprocal (Lirgstt al., 1995), | consider the directional
relationship of improvements in prototype perforggnn group atmosphere because the
phenomena of interest in this study is group atmespprior to final performance rather than its
development over time.

H4: Steeper rates of improvement in prototype parémce increases group atmosphere.

The body of research on the link between team een¢igjates and performance has
consistently demonstrated a positive relationskeigvben the two. For instance, studies have
shown team performance to be positively associattidcollective efficacy (Lindsley et al.,
1995), trust (Salas, Sims, & Burke, 2005), cohegidailey, 1980; Mullen & Cooper, 1994), and
team identification (Van Der Vegt & Bunderson, 2D0&ithough these states are theoretically
distinct, they generally reflect people’s emotioaghchment to the collective. This emotional
attachment motivates people to engage in the befsaand interactions that are otherwise
effortful, but contribute to the performance of ttwlective (Bergami & Bagozzi, 2000).
Similarly, a more positive group atmosphere, inftven of higher levels of trust, respect, and
commitment between team members, will improve tpanformance because of a higher

incidence of these functional behaviors and interas.
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The form of team performance that is consideretiimstudy is the quality of the team’s
output in terms of the acceptability of this outputhose who will receive and review it.
Because of the multi-faceted nature of this ciaterfior creative project teams that are
responsible for outcomes that are both novel artlugAmabile, 1996), team output quality in
this study is considered in terms of novelty, fumtal performance, and aesthetic appeal.

H5: Higher levels of group atmosphere increasas watput quality.

Mediating Role of Coordination Quality

| propose that the positive relationship betweaupgratmosphere and team output
guality is mediated by the quality of coordinatiarthe team. Coordination is the management
of interdependencies between participants (Malor@ré&wston, 1994) such that individual
contributions are harmonized and synchronized (Bckn Prince, Prince, & Salas, 1995; Larson
& Schaumann, 1993; Tannenbaum, Beard, & Salas,)1982 importance of coordination
quality on team performance on interdependent tssksdely acknowledged (Steiner, 1972).
Specific to teams engaged in creative projects attere is a high degree of ambiguity and
uncertainty, prior research on software teams faxowtdination breakdowns to be a key factor
in project outcomes (e.g., Curtis, Krasner, & Isct#88; Faraj & Sproull, 2000; Kraut &
Streeter, 1995; Walz, Elam, & Curtis, 1993). SimijlaHoegl and Gemuenden (2001) found
teamwork quality, of which coordination is a keynqmonent, to be related to team performance.

Given the interdependent tasks that team membersrgraged in, it is not surprising that
coordination quality plays a crucial role in infAeng team outcomes. Poor coordination can
result in delays from team members having to waiboe another, or having to redo work if one

or more components of the team’s output is misaliigwith the other parts. In contrast, a well-
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coordinated team will face fewer delays and cam@peore time refining the quality of their
output and ensuring that it meets project requirdmdased on this reasoning and consistent
with the findings from prior research, | hypothesthat coordination quality will be positively
associated with the quality of team outputs.

H6: Higher quality of coordination quality will inease the quality of team outputs.

Although managing interdependencies between teambmes can be facilitated by
certain design elements such as routines, protcaotsschedules (c.f., Okhuysen & Bechky,
2009), coordination also occurs spontaneously @sahadjustment (Thompson, 1967) and
teamwork (Hoegl & Gemuenden, 2001; Van de Ven, Badh & Koenig, 1976). This process of
coordination is characterized by spontaneous iatieraamongst participants and depends on
the frequency, timeliness, accuracy, and problelvirgpnature of communication (Gittell,

2002) rather than scripted protocols for actiorcriative projects where tasks are
interdependent, and where outcomes and the meamediicing these outcomes are also
uncertain, this spontaneous form of coordinatioexisected to be effective because participants
are afforded greater flexibility and adaptabilityresponding to unknowns (Gittell, 2001, 2002),
whereas routines and protocols rely on standaidizat

Because of the highly social nature of this fornt@drdination, group emergent states ,
such as a positive group atmosphere, play an iraporole in facilitating coordination in
situations where interdependencies are high byasing cooperative behaviors (e.g., help
giving) amongst members while decreasing dysfunatigroup behaviors such as social loafing
(Latané, Williams, & Harkins, 1979). The positivéitades and cognitions in question can be

represented using Jehn and colleagues (Jehn & WMa2001; Jehn et al., 2010) positive group
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atmosphere construct which captures members’ |®fetsist, respect, and commitment to the
team.

Commitment to a group is a motivational attitudgareling the group that positively
influences members’ satisfaction with the group padormance (Mannix & Jehn, 2004; Marks
et al., 2001). When members are committed to agriiey are motivated to act in the broader
interests of the group rather than just their oWms prioritization of collective goals over
individual sub-goals will lead to a higher willingss amongst members to engage in cooperative
behaviors instead of those that are more selfisgriBrief & Motowidlo, 1986; Mowday,

Porter, & Steers, 1982; O'Reilly & Chatman, 1986)e higher degree of cooperative behaviors
and lower incidence of selfish behaviors will imtumprove coordination quality in the team.

A high level of trust for one another will also rease cooperative behaviors in the team
even if the benefits to themselves are not immeblialear because there is a high expectation
of future reciprocity (De Cremer & Van Lange, 200dnes & George, 1998). Cooperative
behaviors will also be spurred when trust is highduse team members will not feel inadequate
or threatened to be indebted another person wiegnstrek help (Brehm, 1966; Greenberg,
1980; Hatfield, Walster, & Berscheid, 1978; NadlE391). This supportive environment for
help-seeking subsequently increases other mendveaseéness of opportunities for cooperative
behavior (S. E. Anderson & Williams, 1996). Additally, team members will also be more
willing to accede to requests for help when trastigh because such requests are more likely to
be perceived as genuine rather than as attemfseeatiding.

In contrast, when team members do not have a bigh bf trust for one to infer, they are
more likely to infer that other members have serigitentions especially in uncertain situations,

such as when goals are ambiguous (Simons & Pete2800). To protect themselves, they are
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likely to behave in a way that benefits themsebfethe expense of the group resulting in less
cooperative behavior, a higher propensity for ddo&fing, and thus poorer coordination.

Finally, a high level of respect is also expectedthtrease cooperative behaviors amongst
group members. Respect, in this study, is the exéewhich group members hold one another in
high regard. It stands to reason that people ke¢ylio reciprocate with respect when they
themselves feel respected by others. To the efttahtespect communicates symbolic
information about people’s standing within the grg8mith & Tyler, 1997; Tyler & Smith,

1999), high levels of respect will indicate thabgp members feel included and accepted by the
group. Such feelings of inclusion subsequently adgehigher levels of commitment to group
goals and cooperative behaviors (De Cremer, 20068hnmprove the quality of coordination.

In addition to increasing peoples’ propensity fooperative behaviors, a positive group
atmosphere also improves coordination by reduaegasloafing. Social loafing refers to the
withholding of individual effort when performing groups as compared to when performing
alone (Latané et al., 1979), and is related to eptscsuch as shirking and free-riding (Kidwell &
Bennett, 1993). In interdependent groups wherayhehronicity of contributions is critical,
such behaviors will have an adverse impact on éoatidn. This coordination loss was first
documented by Ringelmann (Kravitz & Martin, 1986)groups performing an additive task
(i.e., pulling a horizontal load), and more recety Marotto, Roos, and Victor (2007) in an
orchestra where musicians are reciprocally intexddpnt.

High interdependencies in groups has been founelsidt in a greater extent of social
loafing (Liden, Wayne, Jaworski, & Bennett, 200éaRce & Gregersen, 1991) because
individual contributions are less identifiable (Kas & Petty, 1982; Weldon & Gargano, 1985;

K. D. Williams & Karau, 1991) and also becausehef torresponding difficulty in evaluating
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individual contributions (Harkins, 1987; Karau & Mams, 1993). This difficulty in identifying,
monitoring, and measuring performance is exacedidhie more unstructured or ambiguous the
task is (Jones, 1984), which is typically the dasereative projects.

As a case in point, delays in the Interactive Md2kelopment setting that was observed
in the first study of this dissertation could be&®ad by a lack of effort on the part of the sofevar
engineer or by uncooperative team members whoatignoactively provide important
information that could have reduced the numbeewisions the software engineer had to make
in coding. While it may be possible to identify tharties involved in the task, having to assign
blame for the delay is more difficult because tbmplex interdependencies between these
parties complicates performance measurement andariog.

A positive group atmosphere consisting of trustpeet, and liking is likely to mitigate
the higher propensity for social loafing attributechigher task interdependencies because
members will be more committed to the group’s sssc&he lower propensity for social loafing
subsequently reduces coordination losses amongsp gnembers.

H7: Higher levels of group atmosphere will increaserdination quality.

M ethod
Participants and Design
A total of 195 participants forming 65 groups wegeruited from the general population
surrounding a mid-Atlantic university in the Unit8&thates. Of these 65 groups, 3 groups were
removed for not following the instructions and 8gps were removed because of technical
problems with the recording equipment. The finahgke thus contained 59 groups. Of these,

42.56%o0f the participants described themselves as Cata33.33% described themselves as
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Asian, 13.85% described themselves as African Ataari8.21% described themselves as
Hispanic or belonging to another ethnic group, gredremaining 2.05% did not disclose their
ethnicity. Participants were each paid $15 forg@eminute experiment, and the best performing
team earned an additional $50 gift card per person.

Teams of three were formed by random assignmeparticipants in each session to a
team. These teams were then randomly assignedetofdhree conditions. The experimental
task consisted of two parts. The first part invditeam members building prototypes of a
floating vessel, testing these prototypes, andudsiag the performance of these prototypes,
while the second segment involved the team colktbay to build their final design.

Across conditions, teams were allotted a total@®hBnutes to complete three prototypes
(Table 4). Teams in the Short Transition (ST) cbadihad 10 minutes for building and 2
minutes for discussing; teams in the Long Transi{iol) condition each had 8 minutes for
building and 4 minutes for discussing; finally,ieain the Control (CT) condition were free to
determine how much time to spend on three cyclésiidding and discussing as long as these
were completed within 36 minutes. The durationdiscussion was determined from pre-tests
where teams without transitions structured speragvanage of 2 minutes for discussion.
Similarly, teams in the CT condition in this samgpeent an average of 1.95 mins on discussion.
Hence, for longer transitions, the duration forcdssion in the LT condition was doubled to 4
mins. Participants went through 3 iterations beeauwas found during pre-testing that

participants began to become disengaged aftehittkiteration.
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Table 4: Durations of Building and Discussion Prageross Experimental Conditions

Prototyping Round 1 Prototyping Round 2 PrototydRwund 3 DFéngln
Conditions  Build Discuss Build Discuss Build Discuss  Build
Long
Transition 8 mins 4 mins 8 mins 4 mins 8 mins 4 mins 9 mins
Short . . . . . . .
Transition 10 mins 2 mins 10 mins 2 mins 10 mins 2 mins 9 mins
Control 36 mins to complete 3 prototypes 9 mins

Experimental Task

The experimental task involved participants workimgroups of three to design and
build a floating vessel with Lego blocks duringiaaty-minute laboratory session (Appendix A).
This was an open-ended, creative task where degigresscored according to a set of complex
scoring criteria (see Appendix B). The criteria sisted of functional characteristics that
includes the number of stainless steel ball bearihgt vessels can contain without sinking and
the height that vessels can withstand in a vertiogp; structural characteristics that includes the
weight, height, and shape of vessels; aesthetieaipat includes color patterns and symmetry;
and the overall novelty of the design.

The scoring criteria were complex in that scorifmghton one criterion involved making
trade-offs on others. For example, a vessel degitike a box was likely to fare well on the
vertical drop test, but would score poorly on aestis. Although it was possible for teams to
simultaneously maximize their points on multiplgéena, such solutions were not obvious and
were difficult to obtain.

This task was appropriate for examining my hypatkder the following reasons. First,

multiple indicators of both objective (e.g., numbé&ball bearings contained, drop height,
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weight) and subjective performance (e.g., symmaeityactiveness) were used. Second, this was
an open-ended task for which there can be muhiplgs of accomplishing outcomes. Third,
even though there were objective criteria of penfamce, it was not obvious to participants how
a proposed design might have met these criteri@owitactually producing and testing the
design. In this respect, these three featurdseofask replicated key characteristics of creative
group tasks. Another reason for selecting this thhasno special technical expertise or training
was required to accomplish the goals of these ta8kbough having a member with a strong
technical background or familiarity with Lego blackight have conferred an advantage, this
advantage would have been attenuated by the sigjeciteria of performance. Finally, the
task was a team activity since there were bothaaskoutcome interdependence amongst group
members as each person’s outcomes was dependém@ contributions of other team members.
This task was thus similar to those used by rebeasdo simulate the open-ended tasks faced by
knowledge workers without requiring the applicatadrspecialized expertise (c.f., Woolley,
2009) allowing for the use of ordinary participaimts laboratory.
Procedure

Each team worked alone in a private room set up avilable, three chairs, three sets of
Lego blocks with the same type and number of piees a timer. All teams were videotaped
with the knowledge and consent of all participaatg] conversations were transcribed for the
purposes of coding and analysis. An overview of f#aquence of building, testing, and

discussion is shown in Figure 3.
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Part 1: Prototyping segment Part 2: Final build segment
A )
[ 0
[ Build, I Test, I Discuss; H Build, I Test, I Discuss, H Build, I Test, I Discuss;
¥ i I
Prototype 1 Prototype 2 Prototype 3

Figure 3 Overview of building, testing, and discussing $d®in experimental procedure

The task was completed in two segments. Thedegiment involved prototype-building,
where participants would sequentially build, tesiy discuss the performance of their
prototypes. For the first segment, teams were duli@bout the point scoring system and the
sequence of activities for the experiment. Verlmhmunication between participants during the
building phase was prohibited. However, those ex@T condition were allowed to discuss
when to end the building phase. This restrictiocommunication was reinforced by having
participants wear medical face masks while buildingler the pretext of simulating a
manufacturing clean room environment. They therahebe first phase of building after this
briefing was completed.

For teams in the ST and LT conditions, the times get to 10 minutes and 8 minutes
respectively. For teams in the CT condition, ihreet was set to 36 minutes. These teams were
also instructed to stop the timer and alert theedrgenter by knocking on the wall partition
when they were ready to test their prototypesdufiteon, the experimenter also informed teams
in the CT condition of the time remaining in 5 mi@intervals by monitoring the amount of time
elapsed with a second timer kept by the experimente

The testing procedure for prototypes built by eaxember in the preceding phase was

carried out in the following sequence. The heigitt weight of each design were first measured
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and then filmed from different angles. Each vessed then placed in a container of water to test
their buoyancy. If the vessel did not sink, halthrstainless steel ball bearings were added until
water seeped into the vessel and the balls werehetvessel was then removed from the
container of water and dried. This procedure fetibtg buoyancy was then repeated for the
second and third vessels. After the buoyancy tastanducted for each member’s design, the
experimenter then proceeded to conduct the droptethe design.

The drop test was conducted by dropping prototyyeesl first starting from a height of 1
foot. If it survived the fall, it was redroppedansecutively higher height in increments of 1
foot up to 6 feet or until it broke apart. The @savere then collected in a container and placed
in front of each participant.

After these tests were completed, the experimehésr announced the performance of
each prototype on each of these tests and briefggtipants on the instructions for the
discussion phase. After this briefing, the timeeseweset to 2 minutes and 4 minutes for the ST
and LT condition respectively. Participants werentimstructed to remove their face masks for
the discussion phase. After the allotted time fecassion was over, the experimenter then
entered the room and instructed participants tanbegjlding the second prototype under the
same rules as before. In the CT condition, the tieneaining was not reset and the timer was
restarted from when it was stopped during the mgigphase. Unlike the ST and LT conditions,
participants in the CT were instructed to raisértfaee masks and begin building when they had
completed the discussion phase. This sequenceldifgy testing, and discussion were
completed twice more for a total of 3 cycles.

To ensure that teams in the CT condition compl8teycles, reminders were given at the

start of the first two discussion phases that #teyuld allocate enough time for 3 rounds of
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discussion. They were also told that it was mangdty them to stop building by the final
minute in order to have sufficient time for therthiound of discussion.

After the third round of discussion, participantsrerinformed that they had completed
the first segment of the experiment and were torbng second segment where they were
required to collaboratively build the final desightheir vessel. They were then instructed to
complete the first survey. In the meantime, theeeixpenter replaced the three sets of Lego
pieces in the room with one new set that contathedsame types and number of pieces as
before. After completing the first survey, partes were informed that they had 9 minutes to
work together to complete their final design anel tiilmer was reset and started to begin the
second segment of the experiment. When time wathagxperimenter returned to the room
and instructed participants to complete the sesomdey. When the survey had been completed,
the same testing procedures as in the protoypigigneet was conducted by the experimenter to
determine the weight, height, buoyancy, and steslrof the vessel designed by the team
Measures

Error-related statements. Videotapes were transcribed and coded for eglated
statements. The coding procedure followed the stafimed by Weingart, Olekalns, and Smith
(2004) where the unit of analysis for coding isniiieed from the data prior to applying codes.
To code for these statements, three researchassisblind to the original hypotheses, were
trained to unitize these transcripts into speakinigs which consist of statements that contain a
subject-verb-object. Their reliability in unitizingas then calculated by having them unitize 10
transcripts selected at random. Unitizing reli&pitin these transcripts was satisfactory with

values of Guetzkow’s U ranging from .005 to .03hBeTranscripts were then divided between
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the research assistants and individually unitiZethtal of 22,784 units from 177 individual
transcripts were identified.

Error-related statements were identified by myssihg the “Problem-focused
statements” dimension in the Act4Teams coding seh@uauffeld, 2006). Specifically,
statements that related to defects, deficiendi@ssf and errors with their output were coded as
error-related statements. Examples of these aearlgl mine was too tall compared to how it
was wide because it tipped over” (Group 12,Round[2)e water] probably is coming in
immediately because you can probably look and desrevthe seams are on the bottom (Group
16, Round 2); and “The bit that broke off was thitshere. | didn't put any reinforcement”
(Group 28, Round 1). Coding reliability was detared by a second rater who rated a random
selection of 30 transcripts. The reliability ofingis was found to be high with Cohen’s kappa
(1960) for these transcripts ranging from .83 & Bhe total number of error-related statements
in each round was determined by summing up thénotaber of these statements identified per
transcript and were labeled as EripEsrrors, and Errorg respectively.

Group atmosphere. Perceptions of group atmosphere (i.e., posititteides and
cognitions of group members about their group) weeasured using a 10-item composite
measure from Jehn and colleagues (2010) (see App€NdThis measure contained questions
about respect, trust, and commitment. Items waraddo load on one factor and the Cronbach’s
alpha coefficient for the composite scale was v@%ich was similar to values found in past
research (e.g., Jehn & Mannix, 2001; Jehn et @LOP The basis for using the composite
measure was due to the theory on combined aspiegtsup atmosphere (Jehn & Mannix,
2001), the factor analysis results, Cronbach’salphd past conceptualizations of group states

and processes (e.g., Jehn, Greer, Levine, & S4i|&608; Jehn et al., 2010). Responses
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showed satisfactory inter-rater agreement withougs (rwg = .98) which justified aggregating
responses amongst group members. Group atmosphenmm@asured in the first survey that was
conducted after the third discussion phase, poitreiginning the final build segment of the
experiment.

Coordination quality. Coordination quality was measured using a 5-geaie from the
coordination dimension of Lewis’ (2003) transactmemory systems measure. Items for this
measure can be found in Appendix C. This measuceaifdination was found to load on one
factor and the Cronbach’s alpha coefficient fos tktale was .90. Aggregation of responses
within groups was justified by adequate inter-ragreement (rwg- .89). Coordination quality
was measured in the second survey during the lbuiédd segment, after the team'’s final design
had been built but prior to testing the performaoicthe team’s output.

Average prototype scores. Average prototype scores for Rounds 1 (APS (APS),
and 3 (AP9) were determined by averaging the cumulative gaiebred by each vessel built
during that round in the prototyping segment. ka pinototyping segment, points were scored
along the dimensions of height, weight, the nundféxall bearings they could carry, and the
height that they could be dropped before it brdltee point values associated with these
dimensions can be found in Appendix B.

Team output quality. Similar to the prototype performance scores, teatput quality
was calculated from the height and weight of thalfdesign, the number of ball bearings it
could carry, and the height that they could be deajbefore it broke.

Final designs were also rated in terms of aestheydwo research assistants who were
blind to the research hypotheses. Ratings for edtdrion were assigned in separate sessions.

For each criterion, rating rubrics were explainethie raters with pictures of exemplary designs
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shown (Appendix D). 10 designs were then seledteanalom for the raters to assign scores
based on these rubrics. Any discrepant scores avecassed to clarify the criteria for evaluation.
After their scores on this trial rating were caditad, they then independently rated the
population of designs. This procedure was repefateglach criterion in the aesthetics
dimension. Cronbach’s alpha for these ratings rdrfigen .89 to .99, which justified

aggregating scores between raters.

Data Analysis

The analysis was conducted in two parts. The dinstlysis examined the change in
prototype performance as a function of the durabiimansition phases, while the second
analysis examined the quality of the team’s finatbot as a function of intragroup change in
prototype performance. In the first analysis, tieé conditions were coded with two dummy
variables. Teams in the short transition conditi@ne coded as 1 on the ST variable and zero on
the LT variable. Teams in the long transition cdiodi were coded as 1 on the LT variable and
zero on the ST variable. Finally, teams in the m@rdondition were coded as zero on both ST
and LT variables.

The models in both analyses were fitted using tiRbug computer program, Version 7
(Muthén & Muthén, 1998-2012). For both analysatent growth curve analysis was used to
model intergroup change in prototype performand¢ed&en Rounds 1 to 3. This technique was
chosen because two growth parameters are estifmatatent growth curve models — in this
case, prototype performance in Round 1, and thegehen APS over time. These estimates
allow for performance over time to be modeled a$ laogpredictor of future outcomes as well as

an outcome itself.
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The first analysis examined the factors that ptedidifferences in prototype
performance over time across groups. An unconditigrowth model was first fitted to reveal
differences in prototype performance over time s€mgroups (Duncan, Duncan, & Strycker,
2006; L. J. Williams, Vandenberg, & Edwards, 20@). the right side of Figure 4, a two-factor
measurement model is specified with factor loadihgs are fixed and equal to either a constant
value of 1 or to the rounds that prototype perfarogawas measured at, “centered” at the first
round. This model parameterization yielded twonatactors representing estimates of
prototype performance in Round 1 (the Intercept) thie linear change in prototype
performance, corrected for measurement error (dte Bf Improvement).

On the left of this measurement model in Figura det of structural paths by which
experimental conditions are hypothesized to afteotrg, Errors, and the growth parameters
are shown, controlling for the number of speakingsuin each round (not shown in Figure 4).
As shown in Figure 43; and[3, represents the respective direct effects of thamd ST
conditions on the rate of improvemeft;andp, represents the respective effects of the number
of error statements in Rounds 1 and 2 on the Rdtagrovement in APSfs andfsrepresents
the respective effects of the LT condition on Esy@nd Errorg andf3; andpsrepresents the

respective effects of the ST condition on Erf@nsd Errors
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LT Conditioh

H3a: P;

Rateof

Improvement

ST Condition

Figure 4 Latent growth curve structural model depictingaasations between experimental

conditions, the number of error statements, and/rparameters of average prototype scores

from Rounds 1 to 3.

The second analysis examined the relationship lestiee Rate of Improvement in APS
with Group Atmosphere, Coordination Quality, andieOutput Quality. A latent growth curve
model that accounted for the hypothesized relatiipnisetween these variable was specified and

fitted as shown in Figure 5.
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APS; -
Coordination
H7: Byy Quality H6: By
APS, ": Group Team Output
‘ Atmosphere HS: By, Quality
APS; R % Rate of

Improvement

Figure 5 Latent growth curve structural model depictingagsations between growth
parameters of average prototype scores from Rolnal8, group atmosphere, coordination

quality, and team output quality.

Similar to the first analysis, the left side of &ig 5 shows the two-factor measurement
model containing estimates of the Intercept andR&ie of Improvement in APS. The right side
of Figure 5 shows the structural paths by whichRlag of Improvement is hypothesized to
predict Group Atmosphere, Team Output Quality, tredmediating role of Coordination
Quality. The structural paramet@y represents the relationship between Rate of Inggnant in
APS on Group Atmosphere, controlled for estimatesRS5;; Biorepresents the direct effect of
Group Atmosphere on Team Output Qual@y;represents the effect of Coordination Quality on

Team Output Quality; anh,represents the effect of Group Atmosphere on Caoatidin

Quality.
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Results

Sample means and standard deviations for outcontepradictors are shown in Table 5.

On average, teams in the control condition spé&# ghins, 1.75 mins, and 2.93 mins for

discussion in Rounds 1, 2, and 3 respectively.adseage amount of time for discussion each

round was thus 1.95 mins, which was slightly l@setthan what teams in the ST condition were

given.

Table 5: Univariate Descriptive Statistics on Outeand Predictor Variables (n = 59)

_ Long Transition Short Transition Overall
Control (n = 19) (n = 20) (n = 20) (n = 59)
Variable M SD M SD M SD M SD
Errors 4.50 2.81 7.84 4.94 5.11 4.27 5.85 4.31
Errors 3.39 2.79 10.53 8.83 5.89 5.13 6.67 6.77
Units, 54.94 19.31 91.00 34.57 47.06 11.73 64.82 30.63
Units, 37.28 17.875 101.47 26.42 48.00 9.53 62.96 34.32
APS 42.63 21.67 30.00 12.18 35.05 17.50 35.78 17.94
APS, 66.74 26.76 50.02 15.23 56.00 25.75 57.43 23.74
APS 69.50 29.46 73.65 22.88 72.40 28.73 71.93 26.68
Output Quality 93.89 39.62 95.18 36.72 89.63 44.6392.88 39.84
Coordination 3.67 0.58 3.56 .61 3.73 77 3.65 .65
Group Atmosphere 5.10 0.67 5.17 0.52 5.23 0.41 5.170.54

In terms of the average prototype performance aaimsnds, there was a general upward

trend in prototype performance over time (FigureAyoss conditions, differences in prototype

performance in each round were marginally signifidar Round 1F(2, 56) = 2.57p = .085,

and Round 2-(2, 56) = 2.61p = .083, but not for Round 8(2, 55) = .116p = .891. Teams

also did not differ in Group Atmosphere, CoordinatQuality, and Team Output Quality across
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conditions, suggesting that variance in these cocistare better explained by intermediate

processes rather than the experimental conditions.
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Figure 6Change in APS across rounds.

In terms of how teams interacted across conditidiffgrences in the number of speaking
units were found to be significant for Round=(2, 56) = 21.19p < .01, Round 2 (2, 56) =
66.38,p < .01, and Round ¥(2, 54) = 10.72p < .01. Differences in the number of error
statements were also evident in Roun#(2, 56) = 4.02p = .03, and Round E(2, 56) = 7.76,

p = .001, but only marginally so in RoundR32, 54) = 2.72p = .08).

Planned contrasts revealed that compared to teaimsimstructured transitions, those

with longer transitions structured displayed a kighumber of speaking units (Round(b6) =

4.97,p < .01; Round 2t(56) = 10.73p < .01; Round 34(54) = 3.00p = .04) and number of
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error statements (Roundt{56) = 2.59p = .012; Round 2(56) = 3.86p < .01; Round 3t(54)

= 2.27,p = .03). Similarly, in comparison to teams with ghotransitions structured, those with
longer transitions structured displayed a higheniper of speaking units in every round (Round
1,1(56) = 6.11p < .01; Round 2t(56) = 8.94p < .01; Round 3t(54) = 4.53p < .01). The
number of error statements was also higher for toagsition teams for Round 156) = 2.29p

< .03, and Round 2(56) = 2.60p = .01), but not for Round §54) = 1.55p = .126).

Despite the different amounts of time spent disagsshe rate of communication (i.e.,
number of units per second), the rate of errorsudised (i.e., number of error statements per
second), and the proportion of errors discussed (iumber of error statements per unit) did not
differ across conditions. These results therefbmnsthat teams in the LT condition had more
communications and discussed errors more frequeathpared to teams in the ST and control
conditions. However, teams neither differed onghee of communication nor on the proportion
of errors discussed across conditions.

Effect of Structured Transitions on Prototype Performance Over Time

The first analysis examines the relationship betwegerimental conditions and team
interactions within transition phases on the rdtienprovement in APS. Parameter estimates and
goodness-of-fit indices for the model in Figurerd shown in Table 6, Model ¥{(16) = 41.31,
AIC = 1484.46, CFI=.88, SRMR = .084). The fit iné&cfor this model indicated poor overall
model fit with the data. Two alternative models &vekplored. In Model 2, the correlation
between Errorsand Errors, and the correlation between the number of weits umRounds 1
and 2 were constrained to equalipf(14) = 33.02, AIC = 1480.16, CFI=.91, SRMR = .07@).
Model 3, correlations between Errpend Errorsand the number of units for each round were

constrained to equality€(14) = 24.79, AIC = 1471.93, CFI=.95, SRMR = .064pdel 3 was
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selected as the final model from which resultsreported from because of the satisfactory

model fit and the significantly better fit comparedModel 1 A ¥* = 16.52p < .01). Coefficients

of the paths corresponding to Hypotheses 1 to 3lawe/n in Figure 7. Estimates of the paths

from the ST condition to Error¢3;) and Errors (Bs) were not significant and are not shown in

Figure 7.

Table 6: Selected Parameter Estimates From a Taxyrmaf Fitted Latent Growth Curve Models PredictgdBxperimental

Condition and Frequency of Error Statements (n ¥ 59

Parameter Model 1 Model 2 Model 3
Unstandardized Standardized Unstandardized Standardized Unstandardized Standardized

LT = Rate of 2.146 197 2.166 200 1.949 183
Improvement §,)
ST > Rate of 2.196 202 2171 201 2.330 219
Improvemer (3,)
Errors > Rate of 10.327% 307+ 10.101% 302% 9.932% 3017
Improvemer (33)
Errors = Rate of 1.311 037 2.018 058 1.224 036
Improvemer (4)
LT - Errors (Bs) 229 709+ 231* 712+ 220* 683+
LT - Errors (B 4024 1.208%+ 397%* 1.284%+ 409%+* 1.325%%
ST - Errors (B,) -.009 -.027 -.008 -.026 013 -.041
ST Errors (Bs) .190* 613+ 186+ 601* 194* 626+
LT - Units, 2164 1.170%% 215w 1.166%* 214k 1.158%+
LT - Units, 45w 1.997%% 453w 1.999%+ 452wk 1.997%%
ST Units, -.052 -.284 -.053 -.289 -.055 -.299
ST - Units, 1434 630%* 1445 6345 143%* 630%*
Units, > Rate of -13.529 -.230 -13.105 -.224 -11.247 -195
Improvement
Units, > Rate of 14.100 203 13.271 278 13.552 289
Improvement
LT > APS, -14.392%* - 436% -14.405%* -.020% -14.454% .97
ST APS, -8.736 -.265 -8.744 -560 -8.776 -563
APS, > Errors 003 155 .003 160 002 111
APS, > Errors -.001 -.053 -.001 -.061 .000 -.019
Goodness-of-fit statistics
AIC 1484.455 1480.163 1471.925
% 41.314, 16 d.f., p = .0005 33.023, 14 d.f., p 290 24.785, 14 d.f., p = .0368
CFI 87t 90€ 947
SRMR 084 077 064

*p <.05.* p<.0l. ** p <.001. a one-taile@dt
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LT Condition Mo prototype
B4 (direct) = .756, p = .03 performance

B4 (direct — indirect) = .183, n.s. \_ Y,

Figure 7. Path coefficients between experimental conditifregjuency of error statements, and

the rate of improvement in APS.

The first hypothesis predicted that in comparisoteams with unstructured transitions,
teams with longer transitions structured would hsteeper rates of improvement (H1a), but not
teams with shorter transitions structured (H1b)sTypothesis was supported by the positive
and significant direct effect between LT and théeRd Improvementf{; (direct) = .756, p - .03)
but the direct effect between ST and the Rate pfdvement was not found to be significantly
different from the control.

Hypothesis 2 predicted that the frequency of estatements exhibited would be
positively associated with the rate of improvemargrototype performance. The Errpr3
Rate of Improvement coefficient was found to betpesand significant £z = .301,p = .037,
one-tailed), but not for Errogsindicating that Hypothesis 2 was supported foorestatements
made in Round 1.

Hypothesis 3 predicted that the number of errdestants would be higher in teams with

longer transitions structured relative to team$aut transitions structured. However,
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differences in the number of error statements wooltbe significantly different between teams
with shorter transitions structured and those witliansitions structured. This hypothesis was
supported by the positive and significant coeffitief the LT-> Errorg (5 = .683,p =.03) and
LT = Errors (5 = 1.325p < .001) pathways, while the coefficient for the STErrorg and ST
- Errors pathways were not significant.

The results also support the claim that the pasiiffect of longer transitions on the rate
of improvement in prototype performance is medidtgdhe frequency of error statements.
Following Baron and Kenny's (1986ausal step approach, support for this claim ofiatech
stems from the fact that accounting for the eftdatrror statements (the mediator) reduces the
significance and the strength of the BT Rate of Improvement. Furthermore, MacKinnon and
colleagues (2002) also argue that the joint sigaifce of the paths from the predictor to the
mediator (i.e., LT=> Errorg) and from the mediator to the dependent varidlde Errorg >
Rate of Improvement) is a valid test of mediatidthvow Type 1 error rates.

Effect of Prototype Performance on Final Performance

Goodness-of-fit indices and parameter estimateth®opath model in Figure 5 are shown
in Table 7, Model 1. The model fit indices showedagpropriate fit with the data{(7) = 8.71,
AIC = 2335.53, CFI = .98, SRMR = .041). An altematmodel in which pathway between the
rate of improvement and group atmosphere was rethwas also examineg{(8) = 14.69,

AIC = 2242.355, CFI = .93, SRMR = .065). Howevég tesults from the first model were
reported because of its satisfactory and betteofitpared to the alternative modéjt = 5.98,

p = .01). Coefficients of the paths correspondinglypotheses 4 to 7 are shown in Figure 8.
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Table 7: Selected Parameter Estimates From a Taxgraf Fitted Latent Growth Curve Models That Prédic
Final Design Scores by True Initial Scores, TruéeRaf Change in Prototype Performance Between Rolirtd 3,
Group Atmosphere, and Coordination Quality (n = 59)

Model 1 Model 2
Unstandardized Standardized Unstandardized Stamddrd

Parameter

Rate of Improvemen®

* *k
Group Atmosphere3g) 019 370
(Céro)up Atmosphere> Output Quality 4.842 065 50913 081
1C
Coordination> Output Quality 811) 20.707** .339** 20.489** .343**
(Céro)up Atmosphere> Coordination 503k e 53Rk e
12
Intercept> Output Quality 1.009%** 397x+* 1.009** 400+
Rate oflmprovemen-> Output Qualit 1.144 .295* 1.238 .30E
Goodness-of-fit statistics
AIC 2335.527 2242.355
X2 8.710, 7d.f,p=.274 14.685, 8 d.f., p = .065
CFI .98 .93
SRMR .041 .06t
*p <.05.* p<.01l. **p<.001.
Coordination
quality . -
H7: By, = 487 H6: fy1 = .339
Group Group Output
atmosphere J H5: Quality
Bo (direct) = .230, p = .056
H4:By = .370 B1o (direct-indirect) = .065, n.s.
Rate of
improvement in
prototype
performance

Figure 8 Path coefficients between the rate of improvenme®PS, group atmosphere,

coordination quality, and team output quality.
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Hypothesis 4 predicted that the steeper the Ratmmfovement in APS, the higher
Group Atmosphere will be. This relationship wasrfduo be positive and significanfy= .370,
p = .008), indicating that a 1 standard deviatiarease in the Rate of Improvement in APS led
to a .370 standard deviation increase in Group Aphere. Hypothesis 4 was thus supported.

Hypothesis 5 predicted that higher levels of Gratiposphere would increase the Team
Output Quality. Support for this hypothesis wasridby the positive and significant direct
effect of Group Atmosphere on Team Output Quajiky (direct) = .230p = .028, one-sided).

Hypothesis 6 predicted that Coordination Qualityulddoe positively associated with
Team Output Quality. Support for this hypothesis faund as evidenced by the positive and
statistically significant coefficient between Comration Quality and Team Output Qualigh (
=.339,p < .001).

Finally, Hypothesis 7 predicted that higher lev#l§&sroup Atmosphere will increase
Coordination Quality. This hypothesis was also sufgul given the positive and significant
pathway between Group Atmosphere and Coordinatieslity (81> = .487,p < .001).

The results also support the claim that Coordimafoiality mediates the positive
relationship between Group Atmosphere and Team@@pality. Following the causal step
approach (Baron & Kenny, 1986), the direct effddomoup Atmosphere on Team Output
Quality became insignificant after accounting toe effect of Coordination Quality.
Furthermore, the indirect effect consisting of toenbined Group Atmospher2 Coordination
- Team Output Quality pathway was found to be sigaift (5,511 = .165,p = .014) even after
controlling for the effect of APSand the Rate of Improvement.

Full modd
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The full model combined models from both analysesiacluded variables from the
prototyping and final build phases. This model sedwatisfactory fit with the datg3(39) =
49.793, AIC = 2253.904, CFI=.957, SRMR = .066).a&ternative model was tested in which
paths from LT, ST, Erroisand Errorsin the first segment to Team Output Quality in the
second segment of the experiment were added. Thiglnalso showed satisfactory fit%(35) =
46.813, AIC = 2258.924, CFI=.953, SRMR = .064), Wwat not a significant improvement in the
fit over Model 1 fx? = 2.98, 4 d.f.p = .56). The significant path coefficients in tieaf model
are consistent with those in the first and secoradyais. Specifically, the L™ Errors, Errorg
- Rate of Improvement path, Rate of ImprovemenGroup Atmosphere path, Group
Atmosphere> Coordination Quality path, and the Coordinatioraf@y - Team Output
Quality path were found to be significant. Restribsn this analysis therefore lend further
support to the hypothesized model.

Discussion

The goal of this study was twofold. The first wasekamine how structuring the duration
of transition phases in the iterative process #dfdidferences in prototype performance. The
second was to examine the effect of dynamic iteegirocesses on the quality of outputs in
creative project teams.

A model was proposed where structuring longersiteom phases would encourage
teams to discuss errors more. Such discussiongiveoibsequently enable team members to
identify mistaken assumptions, share knowledge,exqpibre new ideas. This more in-depth
information processing would in turn lead to impeowents in prototype performance over time.
The results show that the greater improvementsatofype performance led to a more positive

group atmosphere. A more positive group atmospsigssequently improved the quality of
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coordination amongst team members, which led tbdriguality outputs that better met desired
ends. Results from an experiment which simulatedtdrative, prototyping process typically
adopted by teams engaged in performing creativé& sgpported this model.
Temporal characteristics of activity cycles

This research contributes to a deeper understamdingw temporal characteristics of
activity cycles in teams can affect team outcoriiég. results support the idea that a rhythm
consisting of short action phases and long tramsphases during the initial stages of team
performance can have beneficial outcomes for tgaerferming creative tasks. Although
scholars have recognized that different activiythims exist in teams (e.g., Ancona, Okhuysen,
& Perlow, 2001; Gersick, 1988, 1989), the effedtdifierent rnythms on team outcomes has,
thus far, been limited. This study thus providediprinary evidence for investigating these
effects in greater depth. For example, as mentiamé&hapter 2 of this dissertation, it is possible
that a rhythm consisting of long action phasessdrat transition phases might be more
desirable when teams are engaged in validationecekctivities. Rhythms can also vary in terms
of the predictability and regularity of the beat@mpo, which could translate into an
examination of the regularity and predictabilitytnsition phases on team outcomes.
Addressing these questions goes beyond documehtihgariations in rhythm occurs, but sets
the stage for offering evidence-based prescriptaiyit how creative project teams can
deliberately manipulate these rhythms to performenaffectively.
Iterative performance and team emer gent states

Although scholars acknowledge the importance #tntemergent states (N. R.
Anderson & West, 1998; Milliken, Bartel, & Kurtzlggr2003; West & Anderson, 1996) and

coordinated activities (Hoegl & Gemuenden, 2001)eha attaining creative outcomes, most of
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this work has conceptualized these processestasrsther than dynamic phenomena. However,
this shortcoming in research on team innovatiogioyp researchers persists in the broader
literature as well (Cronin et al., 2011). Henceréhis little research that directly examines the
different ways that processes unfold affect teatoaues in a creative setting. Additionally,
although scholars have hypothesized about the dgnaterplay between performance feedback
and team states in creative teams (e.g., Millikead.e2003; West, 2003), such a model has not
been explicitly tested.

In this study, the dynamic process was replicatdte lab by imposing recursive cycles
of action and transition phases onto participateagns. These recurring phases of action-
transition phases are commonly adopted by creptmject teams as they perform their tasks as
a form of learning and adaptation and have beenrdented in teams including the interactive
media development teams that | studied in the fiast of this dissertation, TV production crews
(Carter & West, 1998), as well as product develaprmeams in the computer (Eisenhardt &
Tabrizi, 1995) and auto industries (Nonaka & Takeut995).

Although scholars in the operations managemerd fiave examined these dynamic
processes in terms of the frequency of iteratieng. (Erat & Kavadias, 2008; Thomke & Bell,
2001), this body of work is primarily concerned lwdptimizing the information benefits of
frequent iterations with the associated costs andad account for the psychological effects that
such a process can have on team member interaclibissresearch thus departs from these
traditional approaches of studying innovation peses in teams by investigating the effect of
structuring the duration of transition phases mitkrative process on team interactions, team
emergent states, and the quality of team outcoByedoing so, it informs theory on how the

innovation process can be more effectively orgahtegfoster team interactions and



86

psychological states that are more productive eratian simply to optimize the informational
benefits.

A key aspect of this theory is the role of intermagel performance feedback, in the form
of prototype performance, on team emergent staigshee quality of team outputs. |
hypothesized and found that it is not just the hltegperformance of these intermediate
outcomes that matters, but rather the performaagectory that occurs over time. The steeper
this trajectory, the more positive the group’s atpitere, which leads to higher quality outcomes
through improved coordination.

Balancing lear ning from errorswith inter mediate successes

This research reinforced the critical role thatiéag from errors and intermediate
successes have on team performance. Howevernitates the question of how teams can
balance between these contradicting prioritieso@mhand, overemphasizing errors may have
the adverse effect of lowering team morale and gaimosphere resulting in a downward
performance spiral (Lindsley et al., 1995); ondltleer hand, overemphasizing intermediate
successes may stifle learning and radical innomgtitarch, 1976) because success can serve as
a filter for interpreting new information in a wéyat confirms previous success (Ashford, 1989).
Unfortunately, this dilemma is not addressed by tesearch but could be the basis for future
studies.

Other contributions and implications

A final contribution from this research is thaddds to our understanding of what it
means to iterate effectively. Effective iteratigrcurrently conceptualized in terms of optimizing
the benefits of information against the cost ofatihg this information (Erat & Kavadias, 2008;

Loch et al., 2001; Thomke & Bell, 2001). This resbaenhances this understanding by
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highlighting the importance of structuring this pess to facilitate critical interactions such as
the discussion of errors. This insight is partidylaelevant to creative project teams because
they typically perform in time scarce environmethigt suppress such behaviors to the detriment
of the team’s performance on the creative taskigégring the role of social interactions in this
process, creative project teams may be limitetiénkhowledge that they can extract from these
iterative processes.

A practical implication from this research is titatighlights the importance of allocating
appropriate amounts of time for teams for learr@ing reflection amidst time scarce
environments. Prior research suggests that tearfaripéng creative tasks will benefit from
iterating as frequently and as quick as possibta\(Bt al., 2009; Eisenhardt & Tabrizi, 1995).
The findings in this study adds to this work byypding evidence-based guidance on how time
should be allocated between action and transittinites while these teams iterate. Teams in
time scarce environments are more likely to shootecompress the amount of time — a tendency
that was very evident in the teams that were assigm the control condition in this experiment.
The duration of discussions in these teams avera@&dmins which was slightly less than the
amount of time that teams in the Short Transitiondition were given. A number of teams in
the control condition also had to be reminded leyekperimenter that they had to stop building
their prototype so that they would have some tiefiefbr discussion.

In highly dynamic and unpredictable situations sashhose that creative project teams
are exposed to, teams view time as a scarce res(ialk, 1990) and its availability can
subsequently exert powerful effects on behaviorafgied in this research, allocating sufficient
time to transition phases in iterative prototypiogters the interactions associated with learning

in teams. When temporal resources are perceivbd szarce, people are compelled to make
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judgments on the fly which might be adaptive urstene circumstances, but will generally have
an adverse effect on the performance of creatioggrteams by restricting learning behaviors.
Although it is still important for teams to engageapid iterations, it is just as important
that transition phase activities are insulated fthis rapid pace of activity. Even though the
rapid pace of action phase activities may negatigéfect prototype performance in the short-
term, the findings from this study suggests thatlting-term performance will not be adversely
affected because it is the accelerated improvenemototype performance over time that
affects final performance through a more positikeug atmosphere and improved coordination

within the team.
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CHAPTER 4: GENERAL DISCUSSION
Summary of Results

The broad objective of this dissertation is to dgepur understanding of how creative
project teams can perform more effectively. To nteistobjective, | examined the innovation
processes in creative project teams in two stutheStudy 1 (Chapter 2), the underlying patterns
of planning, enacting, and reviewing activitiestttemms engage in to produce innovative
outcomes were examined in a case study of two grigams in an IMD studio. My analysis
revealed two distinct activity cycles consistinguoique configurations of planning, enacting,
and reviewing activities. The first, experimentatwycles, were utilized by the teams to discover
project requirements, scope, and constraints thréng and error. The second type of cycle
identified, validation cycles, enabled the teamalign their final outputs with project
requirements through incremental modifications. firtaner in which the planning, enacting,
and reviewing activities manifested in each typeyaie were also elaborated upon. To illustrate
how these findings can deepen theoretical modedisamh innovation, | then developed a number
of testable theoretical propositions about thect$féhat different durations of planning,
enacting, and reviewing activity phases in eacle tyfcycle will have on team performance.

In Study 2 (Chapter 3), a model for how structuttimg duration of transition phases
affects the rate of improvement in prototype perfance and the quality of team outputs was
proposed and tested. Intermediating processesasuttte number of error statements discussed
while prototyping, group atmosphere, and coordomatjuality were also included in the model.

To investigate these relationships, a lab experimas conducted where groups of
participants performed a creative, open-endeditaglkiich they were to build a floating vessel

from Lego pieces according to certain specificatidResults from this experiment provided
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preliminary support for the proposed model. Speally, it was found that structuring longer
durations of transition phases led to more disoussf errors. Discussing more errors provides
more opportunities for team members to surfacecane:ct mistaken assumptions, brainstorm,
and share unique knowledge with one another regui steeper rates of improvement in
prototype performance. Steeper rates of improvemgorototype performance were found to be
positively associated with group atmosphere. Atpasgroup atmosphere subsequently
improved the quality of coordination amongst teasmers, which led to higher quality outputs
that better met desired ends.
I mplications of Dissertation Findings

In addition to extending theory about dynamic psses in creative project teams, the
broader implications of this dissertation for reshaon creative project teams and team
innovation are discussed in the ensuing sectiomssd implications touch on the psychosocial
effects of prototype performance during the iteaprocess and an organizing framework of
dynamic group processes.
Psychosocial effects of prototyping perfor mance

One of the highlights from Study 2 is the emphasishe iterative, prototyping process
as a way of developing positive team states suttusss respect, and commitment. Prior work
by management scholars on the iterative procestbased primarily on the information or
cognitive benefits through learning (e.g., Eisedh& Tabrizi, 1995; Thomke, 2003), although
researchers in engineering design have recentiytakte of the social benefits (Dow et al.,
2011; Gerber & Carroll, 2012). In this dissertatibdraw on the notion that intermediate
feedback affects team emergent states (ligen, plm#lek, Johnson, & Jundt, 2005; Marks et al.,

2001) to further examine the idea that prototypegormance can also affect these states. To
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the extent that these states influence their vghigss and ability to work together, performance
will also be affected. This research therefore destrates the effect that prototyping
performance over time can have on the team’s oadomes, holding the number of iterations
constant.

In spite of these results, caution should be takenterpreting these findings because the
extent to which the positive relationship betwemprovements in prototyping performance over
time and coordination is affected by how these oupments are attained is unclear. In these
experiments, the results showed that improvemaerpsatotype quality were attributed to the
more liberal discussion of errors. How might trekationship between the improvement in
prototype performance and group atmosphere betafféicthe improvements were caused by
other factors rather instead of team members disogisnore errors? For instance, what if these
improvements were due to chance discoveries? Wheldesultant improvements in prototype
performance still increase team members’ positititides about one another? These issues can
be disentangled in future research.

The practical implication of these findings forteaperforming creative tasks is that
they need to also pay attention to learning praseamidst iterating frequently. It is also
important that teams be mindful about what theyndésom these iterations by allocating
sufficient time to review the flaws of prior vera®mand to find ways to improve on these flaws.
Indeed, the findings from Study 2 are highly cotesiswith the mantra for creative project teams
to “fail often and fail early”, with the additionaéminder to not fail to learn.

Ironically, this focus on errors may have detrinaéstde effects on the group’s
atmosphere. Being too fixated on errors may diskerteam’s perception of their effectiveness

even if there is learning taking place, which caduce collective efficacy and lead to more
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negative attitude towards one another. It is tleeeélso important that the focus on errors does
not spillover into the team’s psychosocial welldgeiHow the balance between these conflicting
priorities can be accomplished remains a queshianftture research can address.

Framewor k of dynamic group processes

This dissertation has highlighted additional apphas to characterize dynamic group
processes. Multiple approaches to characterizendigngroup processes can enhance the
vocabulary that scholars have to converse abosétheenomena, which increases the chances
of focusing, or at the very least, incorporating ttynamic aspects of these phenomena into their
research. But in addition to increasing the wawgs $sicholars can discuss dynamic phenomena, it
is also helpful to organize these ideas into a mtidramework which | attempt in the final
chapter of this dissertation. While a theory ofridehave been posited by Van de Ven and
Poole (1995), this theory explains the motors dgwhange, whereas the framework discussed
here refers to different ways for describing homdis change.

One approach to characterize dynamic processadesms of the dynamic profile of
constructs (Cronin, Weingart, & Todorova, 2011)dabnally, this dissertation illustrated two
other approaches to characterize dynamic proceasesinfigural pattern, and as temporal
characteristics.

The dynamic profile of a construct can refer torgyes in the levels of a construct over
time, its relationship with other constructs overd, and the compilation of the construct over
time. An example of this dynamic profile approach in tiiissertation can be found in Study 2,
where the performance trajectory of prototypes @asnined as both a dependent variable and a
predictor. Although, this study only focused on @pevtrending trajectories, dynamic processes

can also be represented as downward trending,lic@ai or as more complex forms such as a
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sine wave. While the dynamic profile approach isstauct-focused, the configural patterns and
temporal characteristics approaches are phenonoengaed.

The configural patterns approach characterizesrdiymparocess in terms of their
underlying elements and the configuration of theleenents over time. Study 1 is an example of
this approach where | elaborated on the differemtsaby which cycles of planning, enacting,
and reviewing activities unfold over time in creatproject teams. In addition to activity
patterns, these elements can also be patterntecddtions (e.g., Brett, Weingart, & Olekalns,
2004; Stachowski, Kaplan, & Waller, 2009) and esdptg., Staudenmayer, Tyre, & Perlow,
2002). In essence, characterizing dynamic procébstine configural approach describes how
these elements relate to one another over timerinst of their sequential ordering. Various
orderings are described by Ancona and colleagu@¥l{dn terms of the possibilities that
multiple activities can map to one another.

The temporal characteristics approach charactedigesmic process in terms of how its
underlying elements relate time For example, in Study 2 of this dissertation,aiyic iterative
processes were differentiated in terms of the camadf transition phases. Other dimensions of
time described in the literature include the prihdity, regularity and frequency of the
underlying events, activities, and interactiong tttanprise this process (Ancona et al., 2001;
Bluedorn & Denhardt, 1988; McGrath & Rotchford, 398

Although these ideas about groups and time have theeussed extensively by scholars,
these ideas have not, to my knowledge, been apgitte context of team innovation despite
the chaotic and unpredictable nature of innovapimtesses (Cheng & Van de Ven, 1996). This
framework for characterizing dynamic processes #éxgands boundaries for investigating

dynamic processes in creative project teams argettasked with innovation. For example, a



94

dynamic profile approach could involve examininguhchanges in external communication
affect performance. A steep downward sloping cumght indicate that communication
channels have deteriorated, while a horizontal i be an indicator of external parties who
micro-manage or external stakeholders’ lack ofttiughe team. A configural patterns approach
might involve investigating the effect of differgpditterns of interactions and events on the
performance of creative teams. For instance, thgtte of error-brainstorming statement chains
could be used as an indicator of dynamic interastassociated with learning. A temporal
characteristics approach would involve examiniregggredictability, regularity or frequency of
events such as transition phases, project milest@nises, and conflicts in relation to team
performance. Using the temporal characteristihgtirm as an example, | shall illustrate how
adopting these approaches in research can trigyet guestions and uncover new phenomena.
The general idea that temporal rhythms can affedopmance has been explored at the
firm level (Huy, 2001; Klarner & Raisch, 2013) lbere is little research to date that explores
and tests this idea at the group I8vAlthough prior research in dyads and groups have
examined sequences of interaction and activitigg, (Brett et al., 2004; Stachowski et al., 2009;
Tschan, 1995, 2002; Waller, 1999; Waller, Gupt&;i&mbatista, 2004), an investigation of
rhythm requires duration to be superimposed oretseguences. It is not just the sequential
relationship between activity A and activity B th&bf interest, but the temporal space between
A and B. Recent work by Klarner & Raisch (2013)osbund that different rhythms of change

affect firm level outcomes, suggests that examitivege effects at the group level can be

% Notable exceptions are work by Gersick (1988, 1988d by Ancona and Waller (2007)



95

promising in furthering our understanding of enhagdthe performance of creative project
teams.

In addition to the notion raised in this dissedatabout whether an ideal rhythm for
different types of activity cycles exists, a foarsrhythm also brings attention to the multiple
rhythms that teams are buffeted by (Ancona & WaRé07). The ensuing “dance of
entrainment” performed by teams to balance thedépteurhythms raises questions about the
strategies and capabilities for coordinating déferrhythms. One strategy could be to
synchronize different rhythms into a coherent whmtespeeding up or slowing down the pace of
rhythms. What then are the mechanisms for doingnsbbwhat determines which rhythms are
adjusted? Another strategy could be to insulatéhrhg from one another. If so, what then are
the strategies and mechanism for these? Perhapgsteams are simply more versatile than
others in staying in sync amidst different rhythifhso, what are the properties and capabilities
of these teams that contribute to their versatlity

On top of these multiple rhythms, team leaders la#see to ensure that members are in
sync with one another. To some extent, their ratessimilar to an orchestral conductor who
dictates the rhythm of the performance while siem#ously coaxing and coercing team
members to stay in rhythm. However, an importamtpaf differentiation between leaders in
creative project teams and orchestral conductdfeifigher need for improvisation faced by the
former. Leadership phenomena in creative projeshtecan therefore be likened to leading an
orchestra through an improvised piece. The unigatufes of this phenomenon raise questions
about the leadership behaviors and leader-memterastions that are beneficial to team

performance on creative tasks.
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The above is merely an indicative list of potentedearch questions and phenomena to
be discovered and is by no means exhaustive. Tirepomt here is that characterizing the ways
that processes are dynamic can yield new direcfamm®search which are obscured when
processes are conceptualized as static phenomeme.iMportantly though, given the chaotic
and unpredictable nature of innovation processesail the more critical for research to account
for dynamic processes. In doing so, managementashwill be better able to offer evidence-
based guidance for how managers might influencemifi@ding team process to improve the
performance outcomes of creative project teamseidechnological development make the
pursuit of these research questions more of aye¥®¥hile the cost of collecting fine-grained
real-time data on a large scale would have beenilpitive before, technologies which improve
the ease of sharing documents, calendars, anthtessive methods of movement tracking,
render such approaches of data collection mordébleas am therefore optimistic that these

guestions can be more widely addressed by schal#ng near future.
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APPENDIX A: SAMPLE TEAM OUTPUT

Left view Right view

Back view

Top view
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1)

3)

4)

1)
2)
3)
4)

5)

APPENDI X B: SCORING CRITERIA

Function

Buoyancy: 5 points deducted if vessel sinks. +liitgdor each steel ball carried.
Durability: 5 points deducted if vessel breaks frarh-foot drop. +10 points for each
additional 1ft it is able to remain intact when jpped.

Weight: 10 points deducted if vessel is under 180gpoint for every gram over 100g,
up to 140g.

Height: +4 points for every .5 inches, up to 5 ie€h

Aesthetics: Structure

1) Narrow front relative to the rear: “Wide front rélee to the back” (1 point) to
“Narrow front relative to the back” (5 points). ®ipt scale in increments of 1 point.

2) Height of the front relative to the rear: “Frontidittle lower” (1 point) to “Front is
much lower” (5 points). 5-point scale in incremeotd. point.

3) Boxiness: “Very boxy” (20 points deducted) to “Nmixy” (O points deducted). 5-
point scale in increments of 5 points.

Aesthetics: Color

Randomness of color scheme: “Very random” (10 poitgducted) to “Well-planned” (O
points deducted). 5-point scale in increments Sfgints.

Color symmetry: “Low symmetry” (1 point) to “Higlysxmetry” (5 points). 5-point scale
in increments of 1 point.

Patterned designs in use of colors: “Unpatternédidint) to “Highly patterned” (5
points). 5-point scale in increments of 1 point.

Use of accent pieces to emphasize features: “Faturies” (1 point) to “Many features”
(5 points). 5-point scale in increments of 1 point.

Novelty: “Low novelty” (2 points) to “High novelty{10 points). 5-point scale in
increments of 2 points.
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APPENDIX C: SURVEY ITEMS

Group Atmosphere (Jehn et al., 2010).
7-point scale. Response categories are: Strongigddee, Disagree, Slightly disagree,
Neither Agree nor Disagree, Slightly Agree, Agr8epngly Agree.

Even when we disagree, | respect my team membeirggdihis exercise.

I have a high regard for the other individualshis team during this exercise.

In general, | respect my team members.

| feel very committed to this group during the exse.

| like the other members of this group.

I will talk up this team to my friends as a greatuyp to work in.

To what extent do you trust your team members dutiis exercise?

To what extent do you feel comfortable delegatmgartant functions to your team
members?

9. To what extent do you feel that your team membansbe counted on to help you?
10.To what extent are your team members perfectiyfuband honest with you?

NGk~ wWNE

Coordination quality (Lewis, 2003).
5-point scale. Response categories are: Stronglggbee, Disagree, Neither Agree nor
Disagree, Agree, Strongly Agree

Our team worked together in a well-coordinated i@sh

Our team had very few misunderstandings about vehdb.

Our team needed to backtrack and start over a lot.

We accomplished the task smoothly and efficiently.

There was much confusion about how we would accisimgthe task.

arnNpE
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APPENDIX D: RUBRICSFOR EVALUATING FINAL DESIGNS

Rater instructions: Boxiness

Your task is to evaluate thé&dxiness’ of each design.

Please follow the procedure below:
1) For each design, examine the “Top” view, and ewalhaw much each design
resembles a box.
2) The more a design deviates from a boxy-look, theerpoints it will receive.
3) Review your ratings after every 20 designs, aner @idbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Rating scale

1-Vey boxy
Design is squarish, chunky and resembles a box.
No features have been added to break up the baxines

2 - Boxy

This design maintains the squarish, chunky loo& bbx.

Although there is some attempt to break up thi& bith little protrusions on the side, these
seem minor compared to the squarish base.

3 - Moderatdy boxy

Narrow front and slight protrusions help this dedigeak away from the squarish, chunky look.
Narrow front does not seem well-integrated withgfaarish body, which results in the overall
design still looking somewhat boxy.

4 - A little boxy

The front of this design tapers to the front antheback, which helps to break up the boxy
look.

However, this tapering is quite abrupt (comparethéonext category) and the design still looks
boxy, although less than those in the previousgcaies.

5 - Not boxy

Squarish-look is broken up by major protrusionghanside.

These protrusions also vary in shape and desigichwiglps to break apart the boxy look even
more.

The front of the boat also narrows gradually.
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Rater instructions: Color symmetry

Your task is to evaluate thedlor symmetry” of each design.

Please follow the procedure below:
1) For each design

a. Examine the color scheme symmetry for the Top, Faod Back views
by imagining a line drawn down or across the ceotéhe picture.
b. Compare the symmetry of the Left vs. Right views.
2) The more symmetrical the color scheme for a desigine more points it will
receive.

3) Review your ratings after every 20 designs, aner aidbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Rating scale

1 - Non-symmetrical
Little evidence of symmetrical color scheme froinvadws.

2 - Slightly symmetrical

Some attempt at color symmetry is evident, althahghis minor.

The symmetry only makes up a minor portion of thsigh, and is only evident from some
views.

3 - Moderately symmetrical
Moderate evidence of symmetry from multiple views.
Asymmetrical colors make up a dominant part ofdésign and stand out.

4 - Highly symmetrical
Color scheme is mostly symmetrical from all views.
Asymmetrical colors are small and only make up mamportion of the design.

5 - Perfectly symmetrical (5 points)
Color scheme is perfectly symmetrical from all véeew
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Rater instructions: Randomness of color scheme

Your task is to evaluate theandomness of color scheme” of each design.

Please follow the procedure below:
1) For each design, examine the color scheme for @aeh
2) The more planned the color scheme for a designaappe be, the more points it
will receive.
3) Review your ratings after every 20 designs, aner @idbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

The extent of “color scheme planning” can be deieeochas follows:

First, do the designers appear to be randomly gdalocks without regard to the color scheme,
or do they seem to be following a plan? (One camllstell by seeing how integrated the color
scheme is with the design)

Second, if there seems to be a plan, how well ivaseicuted?

Rating scale

1 - Highly disorganized color scheme
Color scheme looks disorganized from multiple viemps. Evidence of planning in the use of
colors is_not discernible.

2 - Somewhat disor ganized, minimal planning
Overall color scheme looks disorganized and meBsy.some attempt at a planned color
scheme is discernible from certain viewpoints.

3 - Lessdisorganized, moder ate levels of planning

Evidence of planned color scheme is clearly disbégrirom most, but not all, views. From
certain viewpoints, the design looks more organeedl less messy. However, flaws in
implementation are very apparent.

4 - Moderately high levels of planning
Evidence of planned color scheme is discerniblmfadl views. Looks neat and organized
overall. Color scheme looks well implemented, bithwbvious flaws although these are minor.

5-Very high levels of planning

Evidence of planned color scheme is discerniblmfadl views. Color scheme looks well
implemented with no obvious flaws. Any flaws armar, almost to the point of being
negligible.
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Rater instructions: Relative height

Your task is to evaluate the extent ofl'ative height between the front and rear” of each
design.

Please follow the procedure below:
1) For each design, examine the Left and Right viefthedesigns.
2) Evaluate how high the rear is relative to the frointhe design.
3) The greater this difference in height, the morenfsihe design receives.
4) Review your ratings after every 20 designs, aner aidbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Rating scale

1- Flat
Front to rear is flat with no variation in height.

2 - Slight differencein height
Difference in height between front and rear is agpf block.

3 - Moderatedifferencein in height
Difference in height between front and rear is [2e€ks

4 - Moderately large differencein height
Difference in height between front and rear is-atlflocks

5- Largedifferencein height
Difference in height between front and rear is at énhore blocks
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Rater instructions; Patter ned designsin use of colors

Your task is to evaluate the extent patterned designsin use of colors’ of each design.

Patterning, in this context, refers to the spatrghnization of colors. A color scheme is
considered to exhibit a high degree of patternirgj colors are grouped together in some
coherent manner, or b) they spaced out in a cemigtanner. This applies both to singular
colors as well as groups of colors (e.g., motifs).

It is also necessary to determine how well pattaresmplemented. Due to time pressure and
other constraints, designers may not be able vddksly execute their ideas resulting in
mismatched pieces. Raters will need to make a jedd¢jicall on whether these are “flaws in a
patterned color scheme”, or one without patterns.

Note that the ratings do not ask how attractivenwicate patterns are, merely whether one exists
or not.

Please follow the procedure below:
1) For each design, examine the color scheme for @aeh
2) The more patterned the color scheme for a desigeaap to be, the more points it
will receive.
3) Review your ratings after every 20 designs, aner aidbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Rating scale

1 - Unpatterned
Color scheme shows little evidence of a decorates&gn or motif from all views.

2 - Slight degree of patterning
Patterns in the color scheme are slightly notice&doim multiple views, or moderately
noticeable from one view.

3 - Moderate degree of patterning (3 points)
Patterns in the color scheme are moderately ndtiedeom multiple views. Flaws in patterning
are evident in multiple views.

4 - Moderately high degree of patterning (4 points)
Patterns in the color scheme are very noticeabla fnultiple views. Minor flaws are evident in
a few views.

5- Very high degree of patterning
Patterns in the color scheme are clearly noticefable every view. Flaws, if any, are minor and
almost negligible.
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Rater instructions: Relative width

Your task is to evaluate the extent oélative width” of each design.

Please follow the procedure below:
1) Examine the structure of these designs from theeiq@s.

a. Evaluate how narrow the front of the vessel istiedato the rear of the
vessel.
b. The larger the difference, the more points thegtesiill receive.

2) Review your ratings after every 20 designs, aner aidbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Rating scale

1 - Uniform width
No difference between the width of front and refavassel.

2 - Slight differencein width
Difference of 1-2 dots between the width of frontaear of vessel

3 - Moderatedifferencein width
Difference of 3-4 dots between the width of frontaear of vessel

4 - Largedifferencein width
Difference of 5 dots between the width of front aedr of vessel

5-Very largedifferencein width
Difference of more than 6 dots between the widtfrarit and rear of vessel
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Rater instructions: Accent pieces

Your task is to evaluate the use attent pieces’ of each design.

Accents are the little Lego pieces, such as 1x&Ksloflat 2x2 plates, or sloping piece. These
designs will be evaluated on the following basis:
1) Quantity: How many accent pieces were used?
2) Quality: Do these pieces serve a structural functio add aesthetically to the
design?

Please follow the procedure below:
1) Examine the structure of these designs from theeiqgs.
a. Evaluate the use of accent pieces of each design.
2) Review your ratings after every 20 designs, aner aidbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Ratings scale

1- Noneused
No accent pieces used.

2 - Minimally used, no aesthetic contribution
Up to approx. 2 pieces used. These pieces natdmgribute to the aesthetics of the design nor
emphasize structural features.

3 - Morefrequently used, no aesthetic contribution
Slightly more accent pieces used (e.g., more thaiBese pieces may contribute a little to the
aesthetics of the design and may emphasize stalé¢datures, but this is minor.

4 - Morefrequently used, some aesthetic contribution
Up to approx. 4 accent pieces used. These cotdrdmmewhat to the aesthetics of the design
and emphasize structural features.

5 - Frequent use with strong aesthetic contribution
A fair number of accent pieces used (e.g., apprte than 4). These enhance the aesthetic
appeal of the design and also emphasize strudaatlres.
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Rater instructions: Novelty

Your task is to evaluate the degree wdvelty” of each design.

Designs can be broken down into 5 areas:

3

§

(Top view) (Side view)

First consider the structure and color in eaclhef areas:
a) How typical or unique is that area of the vessel?
b) How simple or complex is that area of the vessel?
Next, consider the design as a whole to determanwedistinctive the overall design is.

Please follow the procedure below:
1) Examine the structure of these designs from thiei@s.
2) Review your ratings after every 20 designs, aner aidbmpleting all the ratings to
verify that the criteria you used to form your ngis has been consistently applied.

Rating scale

1- Typical
Very minor, almost negligible degree of variatioldainiqueness, in most areas.

2 - Low novelty
Minor degree of variation and uniqueness in 1 area.

3 - Moderate novelty
Minor degree of variation and uniqueness in moaa th area, or moderate degree of variation
and uniqueness in one area. Overall design inew#ssarily distinctive.

4 - Moderately high novelty
Significant degree of variation and uniquenesd least 1 area. Design is distinctive and stands
out.

5- Very high novelty
Significant degree of variation and uniqueness uitiple areas. Design is very distinctive and
stands out.



