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What are Network APIs?

O
p

e
ra

to
r

D
e
v
e
lo

p
e
r

D
e
v
ic

e
s

Operators provide access to network 

configuration and telemetry via Network APIs
</>
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Operators implement Network APIs using 

3GPP functions like 5G NEF and 4G SCEF



How could we use Network APIs?
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Network APIs are difficult to use

• Must build event-driven programming model on REST APIs

• New HTTP request for each notification

• Naïve approach unlikely to scale to billions of devices

S C A L A B I L I T Y  

C O N C E R N S

• Each operator’s API will be a different flavor (even if NEF based)

• As apps scale, they must interact with more and more APIs

• Requires learning and maintaining code for each operator API

I R R E G U L A R  

I N T E R FA C E S

• Network APIs are too low-level for most developers

• Most developers don’t care about Network API minutiae

• Want higher-level services that use network programmability

L O W - L E V E L S  O F  

A B S T R A C T I O N



High-level architecture
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BumbleBee/DAPR demo from MSBuild 2020
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HybridKube

• Kubernetes extension that manages cross-cluster workloads
• e.g., an edge cluster and a cloud cluster

• Exposes a declarative pipeline abstraction defining
• Workloads (e.g., pods + config)

• Connectivity between workloads

• Affinity between connected workloads

• Affinity of workloads to clusters (modulo runtime metrics from Network API)

• Optimizer continuously monitors and adjusts workloads’ placement



Example pipeline

Workloads’ communication pattern 

determines their connectivity.

Workload 1

Input 1 Workload 2

Workload 3

Input 2

Workload 4 Output

Think of each workload as a 

pod, plus some additional 

configuration, including its 

affinity to the available clusters, 

given runtime metrics.

Each connection includes the 

workloads’ affinity for each other. 



Example placement

Edge Cluster

Cloud Cluster

Workload 1

Input 1 Workload 2

Workload 3

Input 2

Workload 4 Output

1 1

2 2 2

3 3

4 4 4

1. Determine number of replicas 

for reliability (availability) and to 

handle workload

2. Determine optimal placement 

of the replicas across clusters

3. Determine load balancing 

probability when sending 

message from one deployment 

to next (shown D3->D4)

0.80.2



HybridKube overview
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Place pods and write rules into network 

service mesh for load balancing

Code will be @ http://github.com/Microsoft/hybridkube (soon)

http://github.com/Microsoft/hybridkube


Network APIs are difficult to use

• Each operator’s API will be a different flavor (even if NEF based)

• As apps scale, they must interact with more and more APIs

• Requires learning and maintaining code for each operator API

I R R E G U L A R  

I N T E R FA C E S

• Must build event-driven programming model on REST APIs

• New HTTP request for each notification

• Naïve approach unlikely to scale to billions of devices

S C A L A B I L I T Y  

C O N C E R N S

• Network APIs are too low-level for most developers

• Most developers don’t care about Network API minutiae

• Want higher-level services that use network programmability

L O W - L E V E L S  O F  

A B S T R A C T I O N



Thank you

• Project links
• Azure for Operators: https://azure.microsoft.com/en-

us/industries/telecommunications/

• BumbleBee: https://arxiv.org/pdf/2008.11868.pdf

• Dapr: https://dapr.io

• HybridKube: https://www.microsoft.com/en-us/research/project/hybridkube/

• Please email me if you have follow-up questions
• Landon Cox (landon.cox@microsoft.com)

https://azure.microsoft.com/en-us/industries/telecommunications/
https://arxiv.org/pdf/2008.11868.pdf
https://dapr.io/
https://www.microsoft.com/en-us/research/project/hybridkube/

