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| Seagate Investing in HDD Technology for Hyperscale Growth

Areal Density
® Technology: HAMR

Growing Exabyte Demand
* Enable Storage Density
* Focus: 20TBin 2020, >20% CAGR

* Store Multiple Copies

Scale IOPS With Capacity

* Technology: Multi Actuator, Parallelism
* Focus: Random Read IOPS, Latency

* High Availability
* Low Response Time

Reduce TCO
* CAPEX
* OPEX

@ Maintain SLAs With High Performance

Reduce TCO

* Technology: Helium, Chassis Design
* Focus: Power Consumption, $/TB

Future Hyperscale/Cloud development is focused on Mass Capacity Storage Innovation



| Seagate Innovating for Emerging Edge Requirements

Increased Security Threats
* Multi Tenant Access
* Expansion of Device and Software Access

Accessto Large Data Sets
* A/ML
* Network Congestion and Bandwidth

Hybrid Cloud

* Provisioning and orchestration

®* QoS

Data Protection
* Technology: SED, Attestation

®* Focus: RISCV, HW Root of Trust,
Provenance

Data Flow
* Technology: NVMe, CxL/GenZ

* Focus: Composable Architecture,
Computational Storage, Logistics

Smart/Autonomous

* Technology: Containers, IoT

* Focus: CSl driver, Management
Visualizations

Edge Storage Innovation is focused on Protecting, Moving, and Analyzing the Data Created
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Lyve Shuttles to simplify and enable data
movement and emerging IT4 ecosystems to
develop

DataCenter
Infrastructure

Security

Computational
Storage

Mass Capacity, Composable, and Observable

RoOT, Attestation, Provenance

HW acceleration and Efficiency




Simple, Secure, Efficient

Shuttles are “feeding” the Infrastructure

Core
Leverage private/public clouds strategically

Edge

Cloud building blocks for
faw latency applications.

Decentralized

Moving large amounts of data in
and out

LY VEDRIVE"

/@ Drive Thunderbolt
nector




Storage Solutions for Different Data Needs

Storage Building Blocks

G

Exos E4U106/PODS

Exos E/X 5U84

s

Exos E/X 2U12

—

Exos E/X 2U24

Software Partners
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IBM Cloud
Object Storage

MINIO

*SwiftStack
pixitmedia

Storage Solutions

Private & Hybrid Cloud

Composable Infrastructure

Edge Cloud

AlI/ML Training and Inference
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Top 10 Hyperscale clouds — Mass capacity devices dominate storage

#1 Cloud #2 Cloud #3 Cloud #4 Cloud #5 Cloud

89.3% HDD

EB consumed
(2016-2018)

91.2% HDD 94.9% HDD 87.3% HDD 96.1% HDD

#8 Cloud #9 Cloud #10 Cloud

SSD ‘ SSD_/‘

#6 Cloud #7 Cloud

SSD “I SSD/‘I SSD “I

92.7% HDD

EB consumed
(2016-2018)

93.1% HDD 92.2% HDD

92.7% HDD 91.1% HDD

Source: IDC Cloud Infrastructure Index 2019



Ease Composability & Scale

Containers & VMs|

DRAM/SCM
Memory

Disaggregated dynamically composable datacenter FooIS

— CPUs, GPUs, FPGAs, DRAMs, SCMs, SSDs & HDDs NVMeoF

Initiator

Reduce TCO

— Standard API Manageability, Composability & Provisioning
— Minimize storage IO bridging

Management

NVMe ov er Fabric Netw ork

Containerized orchestration

Composable Fabrics can be built at different scales:

N_F/a'\r/'egt': Redfish
— NVMeoF (Block Inter-Rack = Intra-Datacenter) Controller e Swordfish
Infrastructure

Management,
NVMe HDD Composability &

NL & Archive Provisioning Engine

NVMe SSD
Storage
Pools

Pools

<100us <100ms

. | &
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Protecting your IP, Insight, Value through secure infrastructures

Rise of the Edge - Security Challenges

Trusted Data Ecosystems
90% of Data 45% of Data will be 20% of the data

should be protected * could impact life
e e Protected * or Death *

New Data Driven

o A
£
Service Models mm
‘Annual Size of the Global Datasphere 17528

N sfrr:ar;gties ;' Data Provenance TrUSted EndPOints SECURE
afety & Security o ® & Compliance

znanes

PEEEEREREE

Trusted Edge

SECURE Trusted Core

Connected Edge

Connected (Cloud) Systems

ot

Sensors &
%0 M G J0U oM M 0N JON W 0W 00 JON JoN XS M J0a Machine-to-Machine
© 10t Age 2028 sy, e
Data Capture Data Shuttles
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Protecting your IP, Insight, Value through secure infrastructures

Today

Seagate Secure - Self Encrypting Drive (SED)

Provides confidentiality

for data stored on media I \
+ High-speed AES256-XTS ( D ﬁ \

data encryption \ /
+ High quality keys managed S

by drive
+ High-level of assurance
o Crypto: NIST FIPS 140-2
o Product; Commen Crileria
= Supply Chain: IS0 20243

Provides secure disposal of
data/device

» Data Purge via Cryptographic
Erase of data stored on media
o NIST SP800-88rev1
o ISOIEC-27040:2015

Protect
Provision
Encrypt
Erase

Tomorrow

Seagate Is Using IBM Blockchain

' Pravenanca Asaiirancae/Trie
Product Provenance Assurance/Trust To Fend Off Computer
s Counterfeiters
Seagate And IBM Work Together To Help Reduce ot e Gt
Global Hard Drive Counterfeiting With Blockchain e =
Technology

IBM, Seagate Team Up to Tackle Hard
Drive Fakes With Blockchain

= CONPUTERWORLD a

. IBM and Seagate Launch Blockchain-
Based System to Fight Counterfeit Hard
Drives

geagate is testing a blockchain ledger to track hard ==~ e
drives

Visible
Observable
Authentic

Beyond

[ What is RISC-V?

iSE

= A high-quality, license-free, royalty-free RISC ISA
specification originally from UC Berkeley ]

= Standard maintained by non-profit RISC-V Foundation

= Suitable for all types of computing system,
microcontrollers to supercomputers

= Numerous proprietary and open-source cores

= Experiencing rapid uptake in industry and academia

= Supported by growing shared software ecosystem

= A work in progress. ..

== opentitan ‘
PEN

pute Project

Cor

Security Project Charter

Enable
Analyze
Connect
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Looking forward to intelligent solutions for new markets

Intelligent
Devices

Dumb
Devices

Bending the Arc or Changing Lanes

Bending the Arc or Changing Lanes

GP Computational
Object Devices
(HCA, Analytics, Inference)

Self Scaled Object Devices (OSD on Drive)

Directed Object Devices (Ceph/RocksDB)

/Key Value Devices

Block Devices

Time

What

Types of Computational Storage

CcsD @
[u]

Computation Storage Service (CSS): A data service or information
service that performs computation on data where the service and the
data are associated with a storage device.

Computational Storage Drive (CSD): A storage element that
provides Computational Storage Services and persistent data storage.

- C Storage F (CSP): Acomponent that
provides Computational Storage Services for an associated storage
system without providing persistent data storage.

A
SNIA.

Dictionary

Computational Storage Array (CSA): A collection of C ional

Storage Devices, control software, and optional storage devices.
(Many options here)

Human Cell Atlas — A case study in distributing analytics

HUMAN
CELL
ATLAS

* Reference maps are created through Single Cell RNA
Sequencing (scRNA)

o Determines all the RNA features in a cell {i.e. active

cell gene expression)
-3 analysis and

and processes
e UCSC Genomics Institute is one of many contributing

research cenlers - with a focus on detecting new cell types

and outliers as more and more samples are taken.

HCA Mission:

To create comprehensive reference maps of all
human cells—the fundamental units of life—as a
basis for both understanding human health and
diagnosing, monitoring, and treating disease.

Seagate's Involvement
Engaged with UCSC in order to:
« Provide a storage system to meet the Biology
Research team’s needs.

are used to s Work with Engineering/CS department on
identify, “cluster” and visualize cell types, life-cycles

development of optimized storage interface.
« Extend storage system to provide computational
capabilities at the drive or storage system level.
»  Hypothelical “dream” goal would be to provide a
general purpose computing environment suitable
to distribute research algorithms to the drive
itself.
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