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Cirrus360
Based in Richardson TX, Launched in 2018

January 2019: US DOE Small Business Innovations & Research (SBIR) award:
* EdgeSense™: Smart Sensors and FPGA-based Heterogenous Edge Computing Unit.
* Motivated by use of edge computing by “beamline scientists” in government labs, within HPC workflow

Founder: Chaitali Sengupta, PhD.:

» Experience: VP Reliance Jio India; Sr. Director Qualcomm, Co-founder SNRLabs; Distinguished Member
Tech. Staff, Texas Instruments.. Winner of MIT Tech Review’s top innovators under 35 award (TR35).

Founder: Sudipta Sen:

* Experience: VP Reliance Jio, India; Sr. Director Qualcomm; Co-founder and CEO at SNRLabs (acquired by
SEVEN Networks), Texas Instruments, Compagq. Expertise in hardware and ODM based development.

Rice University collaborator: Prof. Joseph R. Cavallaro and 4 member team
Partnerships and support: Actian (data management), Intel (FPGA/hardware), Xilinx (FPGA)
Partner for smart factory: Aisleconnect, Taiwan led by Paul Lin (ex-Microsoft, ex-Oracle)

Collaboration with customers (Manufacturing SMEs) |  cirrus360
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Edge: Many shapes, many sizes, ... many services!
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Cirrus360 Edge/lloT vision

* Target markets: Smart manufacturing (Industry 4.0) SMEs, Government, Smart “spaces”

* Current typical customer journey with loT/Edge computing:

1. Assessment of use cases: return on investments (ROI) vs. total cost of ownership (TCO)
e.g. effective decision making across organization hierarchies, savings from predictive
maintenance of equipment, increased revenue from improved customer visibility

2. Solution identification: Often with help of (expensive!) consultants

3. Experimentation: Prototyping, measurement of cost vs benefits
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4. Deployment options: (4a) Purchase vertically-integrated separate solutions “as-a-
service” for each use case e.g. surveillance, asset tracking, predictive maintenance
OR, (4b) Build custom solutions

Current lloT/Edge customer journey => Time consuming, Expensive, In-efficient
Cirrus360 vision:

(A) Enable our customers to customize and deploy sensors-edge-cloud
applications on their factory floor, construction zones, workshops,

(B) Lower TCO and increase ROl via a platform shared across use cases, and

(C) Deploy in production based on tangible business value and ROI.

@ Cirrus360
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Cirrus360 EdgeSense™

* EdgeSense™ vision: Application fabric for “smart spaces” edge-native application market place

» Support workflows (APP in picture) focused on data analytics and machine learning (Al/ML) inference,
mapped to data sources (sensors in picture); running on edge node composed of off-the-shelf hardware

* EdgeSense™ Resource Broker (ERB): Intelligent software to manage deployment and workflow including
processing on accelerators such as FPGA-s, GPU-s

 [App1| [ApP2] |APP..| [APPn|

EDGESENSE SMART WORKLOADS: (1) Machine vision (2) Machine EDGESENSE HOST/CLOUD
SENSORS (DATA SOURCES) learning (3) Time series analytics SOFTWARE
for visibility
Wired, WiFi, (built on
Ethernet EdgeSense API-s)
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GPU vs ASIC vs FPGA based ML (NN) acceleration

ASIC

10 TOPs/W

1 TOPs/W

5-50W parts

FPGA

100 GOPs/W

GPU

10 GOPs/W

1 GOPs/W

10 W

20 W

30 W 40 W 50 W

- Relative merits Examples (Published numbers)

ASIC  Maximum efficiency TOPs/W

Multi-year design cycle
Programmable but limited flexibility

GPU Easy to program

Relatively higher power

FPGA Efficiency improves over time with same HW

Flexible, with wide range of performance

Google TPU v1: 2.1 TOPs/W (40W)
Toshiba: 2.1 TOPs/W (10W)
Hokkaido Univ.: 539 GOPs/W (3W)

Jetson TX1: 31 GOPs/W (10W), Nvidia
Tesla P4: 440 GOPs/W (50W), Nvidia

Xilinx Zyng MPSoC Ultra96: 8.5 GOPs/W (5W)
Syracuse U. Virtex-7 ADM-PCIE-7v3: 2.2 TOPs/W (25W)

Cirrus360 ERB Accelerator-function-as-a-service enables use of accelerators within an edge software stack

( irrus360



From Intel Al Workshop — CERN — May, 8th 2019

FPGA performance evolves over time
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AFaaS approach: motivation

* FPGA programming can take time and expertise, no matter which FPGA tool flow is used.

* Cirrus360 uses an Accelerator-Function-as-a-service (AFaaS) approach to utilize the FPGA
accelerators for application task level work.

* FPGA scheduling considerations:
» Resource constrained (by default) vs latency constrained (when application requires)
* Latency constrained workloads: beware of overheads

* More work executed for same FPGA bitstream and once input is loaded: the more
efficient the workflow execution

Bitstream
(Programmable

[ FPGA tools

A 4

Deep Learning &
other accelerator
IP on FPGA)

(Xilinx/Intel)

[ Programmable IP e.g. Bitstreams library for Intel or
Xilinx

DECOUPLED BITSTREAM GENERATION & APPLICATION DEVELOPMENT/EXECUTION

+ App code for
[ ]—» Application toolchains CPU + accelerator
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EdgeSense in action: multiple ML workflows on shared edge nodes

.....................................................................................................................................................................................................................................

X Schedule R ERB GUI
-------- -
Ll for Edge Schedule
e, | R\ | [
source: Y Node B
:I:] m j Edge Node C (master node runs ERB GUI)

IP Camera-s: X, Z
(streaming video)

Edge Node A: Xilinx

FPGA running Machine Edge Node B: Intel

1

Learning workload Xeon server + Intel WORKFLOW LIST 1: INPUT REQUESTS FROM USER:
FPGA running Machine 1) Person detection on data stream X
Other sensors in the @ Learning Workload 2) Image classification on image source Y
deployment: ambient 3) Text recognition on data stream Z

temperature & humidity,
high temperature, load EDGESENSE NODE SOFTWARE STACK (running on each edge node)
cells (weight),
accelerometer (vibration) WORKLOADS: (1) Machine vision (2) ML Inferencing (3) Time series analytics

EDGESENSE™ RESOURCE BROKER (ERB)

@ Cirrus360
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WORKFLOW LIST 1: INPUT REQUESTS FROM USER:
1) Person detection on data stream X
2) Image classification on image source Y
3) Text recognition on data stream Z

etection_vi.log]

ERB OUTPUT: WORKFLOW LIST 1: SCHEDULE: deostrean.log ]

Tasks automatically scheduled by ERB on Edge Node A and ;‘_‘::ijér‘ﬁ}_loq]
Edge Node B
e e (User does not have to worry about what to run on which edge node)

319-09-18 20:27:29.137235: Run: 5: |S00 lmages : 3 SS 3 nception vi.log]

deostream.loqg ]

Image classification on Edge Node A:
Running periodically

324,229,323,201,428,197,429,225,un3481
324,227,324,200,429,200,429,227,un3ast
322,229,321,201,428,197,429,226,un3481

324,229,323,201, 42 1 gg ggg 323331 (‘l.l'l'll.\.; 6 ”
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Next steps in our journey

* EdgeSense roadmap:

* Product that is of interest to US DOE but can also be
leveraged in commercial sector

e Customers pilots (in progress)

* Market focus: Industry 4.0 for SMEs, Smart “spaces”,
DOE labs
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* Collaboration and next steps:
* Smart sensors and AFaaS platform for smart factory ) i

* Predictive maintenance for remote heavy machinery =5

Cirrus360
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