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Massive Growth in Data Driving Demand for Storage

Data Created (ZB) Storage Installed Base (ZB)

-
N
N
W

175 ZB :
Tripling from 2019-2025
and yet only a fraction of the data
created being is stored.

——————— ’—/— —— o - - = —
rfF——=—=—== === = == === == — = ’/’/
I L
1 4_'
———————————————————— 7
CY12 CY25 CY12 CY25

Source: Data Age 2025, sponsored by Seagate with data from IDC Global Datasphere, Nov 2018
ZB - Zettabyte SEAGATE



HDDs to Fulfill a Majority of Datasphere Storage Exabyte
Shipments

4.5 Bytes Shipped (ZB)
sHDD  =Flash High Performance Storage
Compute Centric / Performance Optimized
Mass Capacity Storage
Data Centric / Capacity Optimized
CY12 CY25

Source: IDC (2018), Seagate
Flash includes non-volatile memory NAND and SSD SEAGATE



The Perfect Future

Seamless and Secure Data Storage and Movement across the Datasphere

Public
Cloud

Performance / Security / Data Management

On-Prem &
Private Cloud

UX - User Experience S EAGATE
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Seagate Technology Continues to Drive the Areal Density

Curve

HAMR

50+TB

| Volume HAMR Production

30+TB

Key Partner Initial HAMR Deployment |

Capacity (TB)

20+TB |

PMR

18-20TB

| 1t Functional HAMR samples shipped to the industry

Cy16 CY17 CY18 CY19 CY20 CY21 CY22 CY23 CY24 CY25 CY26

PMR - Perpendicular Magnetic Recording, HAMR - Heat Assisted Magnetic Recording

50 TB by 2026

20 TB by 2020



Multi-Actuator Technology Addresses Performance and Capacity Needs

PMR HAMR

)

18t Generation
Multi-Actuator Production

Drive
14TB

50+TB

Single Actuator

Scale for capacity
limited applications

___________ Optimal IOPS/TB

Multi Actuator

Maintain sequential
performance as capacity scales

__________ Minimum IOPS/TB

IOPS — Input / Output Operations per Second
PMR - Perpendicular Magnetic Recording

@SEAGATE
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Connectivity Scenario - Storage Locality

OEC Goal - We need to work as a community to define the
latency and storage requirements at each location

\/\N\/\/\/ 5G tower with 1
B attached server
g% Ed
1)

ge Data Center

5G tower with

attached server Edge Data Center

Public or Private
Cloud

5G tower with
attached server




Composable Datacenter Vision

* OEC Opportunity: Storage Reference Architecture

Definitions GPU / FPGA Server CPU
Pools Containers & VMs

* Disaggregated CPU, GPU, FPGA, DRAM, SCM, SSD &

HDD building blocks that are dynamically composable into
application specific hardware through software APls

* (Containerized orchestration client Software .

Memory Mapped
* Composable Fabrics can be built at different scales FELIES

NVMe Block Data
over Ethernet/ IB
Fabric

Management
Network

Redfish
Swordfis

Infrastructure

NVMe SSD HDD Management,
storage . Composability &
NL & Archive Provisioning Engine
Pools Pools

<100us <100ms

"""""" D
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Security Explained:

“‘Next generation compute infrastructures require a new
security paradigm with data trustworthiness & privacy at

its core.”
Trusted Data
Processing
Builds on
e Secure Infrastructures
o Open Standards and Open Source security |P //‘“ Wi
e Data Trustworthiness > T teroes
o Data Integrity & Provenance e
® Prlvacy PreseI’VIng Secure Infrastructures




! ‘
! ' - l‘ y :
\ M 4 y L

éﬂabljﬂé Development Through Storage
Leadership

©

RESEARCH PoCs Communities
Data Creation Market Vertical OEC
Device Physics Enablers OCP
Data Movement Linux
Data Security LF Edge
Akraino

©

IIC



Computation Storage Service (CSS): A data service or
information service that performs computation on data where the
service and the data are associated with a storage device.

Computational Storage Drive (CSD): A storage element that
provides Computational Storage Services and persistent data
storage.

Computational Storage Processor (CSP): A component that
provides Computational Storage Services for an associated
storage system without providing persistent data storage.

Computational Storage Array (CSA): A collection of
Computational Storage Devices, control software, and optional
storage devices. (Many options here)

-
SNIA.

Dictionary

CSD CSD

CSP

Peer to peer Ops

CSA

| 2019 | 15



Seagate Factory Edge Solution HDD Head Manufacturing

Slider

~10mm

* Manufacture ~3M heads / day
» Factories in Minnesota, Ireland, Thailand, China, Singapore w )




High Volume Manufacturing Challenges Automated

Sub uscale SEM contamination identification and quantification:

5 > G ‘% " e il o B e o
' oM 1Mage—— . ' b Heatmap

HAMR NFT lapping defects AFM topography automated feature
identification and template alignment

Good ial Exposure Full Failure

Raw Image

Heatmap of
defect seen

Heatmap
on the raw B
image @



High Volume Inspection with Centralized Analysis

Small footprint,
high-speed image
capture systems

Inspection
system 1

Inspection
system 2

Inspection
system n

Training System

Athena  siminatererce o
Configured with 8 NVIDIA V100 GPUs Configured with 4 NVIDIA T4 GPUs

HPE Apollo 6500
— ——

Seagate Nytro AFA HPE Edgeline 4000

Machine Software

Learning
Identification of
Defects

Specification
Classification

i
N—

Statistics
Database

Image
Archive

\T/

Agile
Edgeline
Cloud

ML
Microservices
Containers
Clusters

APls
Messaging

y

On-going Model Deployment

Continuous Model Maintenance

ML Model
Trainer

Model
Database

GUI / Dashboards
for model
maintenance
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2020: The year to define and document the storage requirements and latencies
via evaluations and PoCs. &)






