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NSF Solicitation – 19-587

Advanced Computing Systems and Services: Adapting to 
the Rapid Evolution of Science and Engineering Research
“The intent of this solicitation is to request proposals from organizations to 
serve as service providers … to provide advance cyberinfrastructure (CI) 
capabilities and/or services … to support the full range of computational-
and data-intensive research across all science and engineering (S&E).” 

Two categories:
– Category I, Capacity Systems: production computational resources.
– Category II, Innovative Prototypes/Testbeds: innovative 

forward-looking capabilities deploying novel technologies, 
architectures, usage modes, etc., and exploring new target 
applications, methods, and paradigms for S&E discoveries. 

Context – NSF Solicitation
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Acquisition and operation of Bridges, Bridges-AI, Bridges-2, and
Neocortex are made possible by the National Science 
Foundation:

NSF Award OAC-2005597 ($12.25M awarded to date):
Category II: Unlocking Interactive AI Development for Rapidly 
Evolving Research

Cerebras and HPE delivered Neocortex

Context – NSF Award
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Left: one of the Cerebras CS servers

Middle: Two CS-2 servers (left) and 

Superdome Flex (right)

Right: Bridges-2 

The Neocortex System
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Neocortex System Overview

The main AI accelerators are 

the Cerebras Wafer Scale Engines (WSE-2)
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Overall Project Timeline (1/2)
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Overall Project Timeline (2/2)
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Projects Hosted by Neocortex

Neocortex Projects

More info: 
https://www.cmu.edu/psc/aibd/neocortex/2022-03-
neocortex-active-projects.html

https://www.cmu.edu/psc/aibd/neocortex/2022-03-neocortex-active-projects.html
https://www.cmu.edu/psc/aibd/neocortex/2022-03-neocortex-active-projects.html


9

• Cluster-scale performance in a single chip
• High on-chip memory and high memory bandwidth
• Efficient computation for large deep learning models

Figure from N. Benaich and P. Schwaller, State of AI Report, (2020) Available at https://www.stateof.ai/.

Advantages of Neocortex over Traditional Accelerators: DL
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Credit: Dirk Van Essendelft, NETL

Advantages of Neocortex over Traditional Accelerators: HPC
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Spring 2023 Call for Proposals

● Open to all U.S.-based university and non-profit 
researchers. Offered at no cost for researchers 
advancing open-science works.

● Applications will be evaluated as they come in. 

● Lightweight application via a short form.

● Allocations to Neocortex and the associated Bridges-2 
resources will be initially granted for a year by default.

● Onboarding meetings will be scheduled to confirm the 
scope of the project and suitability.

● Close collaboration and constant communication 
between domain projects, PSC, and vendors is 
expected. Checkpoint sessions every 3 months or so.

● Feedbacks and user experience sharing are expected 
from users to further enrich the project.

Details are available in the official website:
https://www.cmu.edu/psc/aibd/neocortex/2023-03-cfp-spring-2023.html

https://www.cmu.edu/psc/aibd/neocortex/2023-03-cfp-spring-2023.html
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Tracks of Supported Applications – as of March 2023

Cerebras modelzoo 
ML models

General purpose 

programming with the 

Cerebras SDK to write 

custom program 

(“kernels”), not 

integrated with 

Tensorflow nor PyTorch. 

ML models that are a 

combination of 

layers/operations 

supported by Cerebras

software stack.
https://docs.cerebras.net/en/latest

/index.html

1
ML Models similar to

the Cerebras 
modelzoo models

General Purpose SDK
WFA (WSE Field-

Equation API)

Domain specific 

programming on 

structured grids. It 

would involve a set of 

PDEs discretized to 

first/second order in 

implicit or explicit 

methods. 

2 3 4

https://portal.neocortex.psc.edu/docs/m
odels_supported.html

Transformers: 
BERT, GPT (GPT-2, 
GPT-3, GPT-J), 
Linformer, 
RoBERTa, T5, 
Transformer

MLP & 2D UNet (limited)

https://docs.cerebras.net/en/latest/index.html
https://docs.cerebras.net/en/latest/index.html
https://portal.neocortex.psc.edu/docs/models_supported.html
https://portal.neocortex.psc.edu/docs/models_supported.html
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Topics of Interest for ML Applications (1/2)

• Neocortex is best suited for running Transformer style models such as BERT,  GPT, 

Transformer, T5, and ViT.

• Transformer style models cover a wide range of tasks such as:

• Sequence classification - sentiment analysis, molecule properties

• Sequence annotation - extractive summarization, protein binding site identification

• Sequence generation - abstractive summarization, candidate drug generation

• Sequence to sequence mapping - Natural language translation, code translation

• Representation learning for biological sequences (genome, epigenome, protein)

1 2
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Topics of Interest for ML Applications (2/2)

• Example projects/models:

• GSK: new sequence modeling for genetic medicine: “Epigenomic language 

models powered by Cerebras,” Trotter and et al., 2021

• PubMedBERT: “Domain-specific language model pretraining for biomedical 

NLP,” Gu and et al., 2021

• AntiBERTa: “Deciphering the language of antibodies using self-supervised 

learning,” Leem and et al., 2021

• TAPE: “Evaluating protein transfer learning with TAPE,” Rao and et al., 2019

• SMILES-BERT: “SMILES-BERT: Large Scale Unsupervised Pre-Training for 

Molecular Property Prediction," Wang and et al, 2019

1 2

https://arxiv.org/abs/2112.07571
https://arxiv.org/abs/2112.07571
https://arxiv.org/pdf/2007.15779.pdf
https://arxiv.org/pdf/2007.15779.pdf
https://www.biorxiv.org/content/10.1101/2021.11.10.468064v1.full
https://www.biorxiv.org/content/10.1101/2021.11.10.468064v1.full
https://arxiv.org/pdf/1906.08230.pdf
https://par.nsf.gov/servlets/purl/10168888
https://par.nsf.gov/servlets/purl/10168888
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To the programmer, the CS-2 appears as a logical 2D array 
of 850k individually programmable Processing Elements 
(PEs)

Credit: Leighton Wilson, Cerebras

CS-2 Dataflow Programming

● Benefit/Features:
○ High bandwidth and low-latency, allowing for high parallel 

efficiency for non-linear and highly communicative code.
○ 40GB on-ship SRAM uniformly across the chip that is 1 cycle away 

from the PE. Capable of 1.2 Tb/s bandwidth onto the chip. 
○ 1 cycle for PE-to-PE communication and read/write.

● Topic of interest: 
Structured grid based PDE and ODE solvers, dense linear algebra, sparse 
linear algebra, particle methods with regular communication, Monte Carlo 
type problems that can fill the wafer, towards development of HPL, HPCG 
type benchmarks, custom ML kernels.

Cerebras SDK 3
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● Solving spatial-temporal problems on structured 

grids.

● Achieving several hundred times faster than 

distributed computing (see paper for details 
https://arxiv.org/abs/2209.13768)

● Simple Numpy-like Python front end  (see 

documentation: https://dirk-netl.github.io/WSE_FE/) .

Demo video link: https://www.youtube.com/watch?v=5ad9f70ORvQ

WFA (WSE Field-Equation API) (1/2) 4

Credit: Dirk Van Essendelft, NETL

https://arxiv.org/abs/2209.13768
https://www.youtube.com/watch?v=5ad9f70ORvQ
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Credit: Dirk Van Essendelft, NETL

● Project Guidelines:
■ Problem Requirements

● Must lay out on a Hex grid (3d or many 2d 
parallel)

● Should involve Spatial Locality
● Should be Data Intense
● Single Precision, <40GB

■ Problem Examples
● Computational Fluid Dynamics (FVM, FDM, 

FEM, LBM)
● Structural Mechanics
● Geomechanics
● Weather/Climate
● Materials – Ising Model, Density Functional 

Theory
● CNN/RNN inference

Demo video link: https://www.youtube.com/watch?v=5ad9f70ORvQ

WFA (WSE Field-Equation API) (2/2) 4

https://www.youtube.com/watch?v=5ad9f70ORvQ
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To Learn More and Participate

Apply to the Spring 2023 CFP 

(3/15/2023 – 4/12/2023)
https://www.cmu.edu/psc/aibd/neocortex/
2023-03-cfp-spring-2023.html

Join the neocortex-updates email list
https://www.cmu.edu/psc/aibd/neocortex/ne
wsletter-sign-up.html

Watch the Neocortex website for 

updates
https://www.cmu.edu/psc/aibd/neocortex/

Contact us with additional questions, 

inputs, requests
Email: neocortex@psc.edu

https://www.cmu.edu/psc/aibd/neocortex/2023-03-cfp-spring-2023.html
https://www.cmu.edu/psc/aibd/neocortex/2023-03-cfp-spring-2023.html
https://www.cmu.edu/psc/aibd/neocortex/newsletter-sign-up.html
https://www.cmu.edu/psc/aibd/neocortex/newsletter-sign-up.html
https://www.cmu.edu/psc/aibd/neocortex/
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Thank you!


