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Scanning Tunneling Microscopy of Metals and Semiconductors 
 

Introduction 
 

Applications of scanning tunneling microscopy (STM) to surfaces of both metals and semiconductors 

have rapidly expanded during the last fifteen years. Initial STM studies in both cases focused on 

structural imaging as well as measurement of electronic properties using scanning tunneling 

spectroscopy (STS). That early work was primarily for low-index surfaces, as reviewed by Hamers 

[97H1]. Later studies included a much greater range of surfaces and measurement techniques. The 

following literature overview summarizes the STM/STS studies of crystalline surfaces of metals and 

semiconductors from 1997 to 2012. The elements and compounds are listed with alphabetical order, and 

within each material the topics are ordered from lower to higher index surfaces. 

 

Metals  

 

The metal surfaces are rich in physical phenomena and many metallic surfaces are important for 

adsorbate ordering, nanostructure formation and surface catalysis processes. The focus of STM studies 

on metal surfaces from 1997 to 2012 varies depending on the type of metal surface or surface index. On 

some metal surfaces such as Ag(111) and Cu(111), the existence of a two dimensional surface state near 

the Fermi level influences adatom diffusion, epitaxial growth, equilibrium crystal shapes, 

reconstructions, surface chemical reactions, and adsorbate ordering processes. STM with its imaging 

and spectroscopic capabilities is the right choice of instrument to explore the surface state related 

phenomena on these surfaces, including the surface state lifetime, surface state electron confinement, 

and the electron standing waves. STM is also used to study the image-potential states on metal surfaces. 

The ‘z’ versus V spectroscopic data show the existence of Rydberg-like series of potentials along the 

surface normal direction on many metal surfaces. The measurements further reveal a strong influence of 

Stark effect and tip shape on the observed quantized potentials. The dynamic at step edges are also of 

interest because they can influence the crystal growth. Dislocations at surfaces are also vital in many 

areas of materials science. For example, screw dislocations can influence the crystal growth, and can 

modify surface stress. Detailed STM studies for dislocations have been carried out on Ag(111) and 

Au(111) surfaces. On vicinal surfaces such as Au(110), Ag(110), Pt(110) and Ir(110), the surface 

roughening and phase transitions are of main interest. The STM measurements are focused on Ising 

type phase transition and surface roughening transitions at elevated temperatures. On 5d metals such as 

Au, Pt and Ir surfaces, the top most surface layer often reconstruct due to strain. STM studies on 

Au(100), Pt(100) and Ir(100) surfaces are mainly devoted to surface reconstruction and related 

phenomena. On Au(111) surface, the stability of herringbone type reconstruction has been explored by 

forming vacancy islands. Surfaces having spin density of states such as Ni, Cr, and Fe, the interplay 

between the spin and local density of state at the surface have been the focus of the studies. The bcc 

metal surfaces such as Mo, W, and Ta are important for many applications however, preparation of a 

clean and atomically flat surface for STM studies is difficult. Nevertheless, a number of studies have 

reported for atomic resolution images on these surfaces as well. 

     The following literature overview summarizes the STM/STS studies of bulk crystal surfaces of pure 

metals. Many STM studies of metal surfaces from 1997 to 2012 are extensions of initial findings that 

have been reported prior to this period. This overview does not include bulk and surface metallic alloys, 

thin-films, adsorbates, and nanostructures on metallic surfaces.  

 

Ag, Silver 
 

Ag(100) 
 

Atomically resolved STM images show the expected square lattice arrangement of individual atoms on 

this surface [06C]. Changes in surface morphology due to ion sputtering process has been investigated 
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using STM topographic images acquired over different sputter conditions and substrate temperatures 

[01C]. The study shows that periodic pattern of square islands are formed on this surface when 

sputtering at substrate temperatures between 240 and 440 K.    

 

Ag(110) 
 

STM image of Ag(110) acquired at 300K shows the expected structure of atomic rows running along 

[110] surface direction [99K, 00K]. On this surface, the role of tip-surface interaction has been studied 

using an elevated temperature STM [00K, 00S2]. At 360K, the step edges of Ag(110) show several nm 

long fringes along the scanning direction (Fig. 1) [00K] and this effect is explained as diffusion at step 

edges induced by the STM tip. At 300K, however, scanning parallel to the closed-pack direction along 

the step edge does not show any fringes, thus stable step edge can be observed in STM images. Other 

studies on Ag(110) include the study of surface steps [00B2] and changes in surface morphology due to 

ion sputtering processes [97R2, 01C]. 

 

 

 

 

 

Fig. 1. (a and b) 25×25nm2 STM images of the same 

area of Ag(110) at 360±10 K and different fast 

scanning directions (indicated by arrows) revealing 

fringy [  ̅ ] steps that run parallel to the close-packed 

rows [-25mV, 1.8nA]. (c and d): 25×20 nm2 STM 

images of the same area of Ag(110) at 300 K with the 

fast scanning direction (indicated by arrows) 

perpendicular (c) and parallel (d) to the [  ̅ ] steps. 

[−257 mV, −0.5 nA]. The insets show the respective 

raw data at a higher magnification [00K]. 

 

Ag(111) 
 

Ag(111) surface has a Shockley-type surface state around -65 meV, which forms two dimensional 

nearly free electron gas parallel to the surface and generates many interesting physical phenomena 

[97L, 98B, 98L3, 8L4, 98L5, 99L, 02M2, 03V]. The surface state of Ag(111) can be directly 

determined by using dI/dV-V spectroscopy, where the surface state onset appears as a rise in dI/dV 

signal (Fig. 2) [98L4]. To avoid the influence of defects or step edges, the surface state needs to be 

determined at large flat terraces [99L]. During the spectroscopic measurements, the changes in the tip 

positions can alter the barrier transmission probability that can in turn change the positions of dI/dV 

maxima in the spectroscopic curve. Li et al. [97L] describes a way to correct this by dividing the dI/dV 

data with the transmission coefficient T, which is defined as: 

             [     √
  

  
             ]. 

Here, t and s are the work functions of the tip and the Ag(111) sample, and               , 

where z0 is the tip height. This procedure is applicable only when the measurements are performed at 1 

nm or more distance away from a step edge on Ag(111). From the geometric line width of the rise of 

surface state onset in the dI/dV curve (Fig. 2b), the lifetime of surface state electrons can be determined 

[98L4, 06B] as well.  

     These surface state electrons scatter from defects and step edges on Ag(111) and produce 

interference patterns known as electron standing waves (Fig. 3). The electron standing waves can be 
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directly observed even in normal STM images when acquired at lower biases close to the Fermi energy 

on Ag(111). At higher biases, however, the tunneling current represents a weighted integral over a 

range of energies, and the oscillatory signal is smeared out. 

 

 
Fig. 2. (a) Surface state of Ag(111) appears as the step-like onset 

in the dI/dV spectrum. (b) and (c) show the onset region in detail 

from spectra recorded with different tips, showing the variation in 

slope above the onset. Vm is the modulation voltage [98L4]. 
 

 

 
Fig. 3. (a) dI/dV line scan across a Ag(111) 

narrow terrace measured as a function of bias 

(E), and (b) corresponding model image 

[98B]. 

 

     Morgenstern et al. [02M2] investigated the confinement of surface state electrons in narrow steps of 

Ag(111). Tunneling spectroscopy data taken over different terrace widthes reveal that the surface state 

on-set energy is shifted towards the Fermi energy (EF) when the width is decreased (Fig. 4) due to 

depopulation of the surface state electrons at narrow terraces. When the terrace width is less than F/2, 

where F is the Fermi wavelength of the silver, the electrons can be no longer confined at the terraces 

because it switches from the terrace to a step modulation of surface electron wave function [02M2]. 

 

 

 

 

 

 

Fig. 4. dI/dV spectra 

show shifting of the 

surface state on-set 

towards the Fermi level 

when the terrace width is 

narrower [02M2]. 

 

 

     STM is also used to study surface defects such as dislocations. From an atomically resolved STM 

image of a screw dislocation [02C], the in-plane component of the Burgers vector can be measured 

(Fig. 5) allowing a direct determination of the Burgers vectors of the individual partial dislocations as 
 

 
[   ]   

 

 
[   ̅]  

 

 
[   ] dissociation on ( ̅   . In contrast to the normal step edges of Ag(111), 

which show roughness in STM images indicating diffusions at the steps, the screw dislocation area 

appears less noisy (Fig. 5). When two mobile dislocations collide, a Lomer-Cottrell lock can be formed, 
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which is a sessile edge dislocation that splits on two different planes. An edge structure that agrees with 

the expected Lomer-Cottrell lock is also reported [02C]. Moreover, using a fast scanning STM, it is 

possible to follow the evolution of surface steps [01M2]. For example, the dynamic of a helical step on 

a Ag(111) surface has been investigated at room temperature [05M]. Generally, a helical step is 

energetically unfavorable and it is in a non-equilibrium state (Fig. 5). After recording STM images for 

several hours at room temperature, the change of helical step shape and the coalescence with a vacancy 

island next to it are observed. The dislocation leads to a long range perturbation of step edge diffusion, 

and coalescence provides additional supply of atoms accelerating the evolution of the dislocation. Other 

STM studies include the step edge diffusion processes of Ag(111) islands [00S1, 01M]. 
 

  
 

Fig. 5. (Left) Atomic resolution image of the intersection of a bulk dislocation with the Ag(111) surface and its 

surroundings (inset) [02C]. The Burgers vector is ½ <110>.  [-0.22V, 1.4 nA, and T = 330 K]. (Right) Snapshots 

from an STM movie showing the evolution of a helical step on a Ag(111) surface at room temperature [2.13 V, 0.1 

nA, T=320 K] [05M]. 
 

Ag(115) 
 

The roughening transition of vicinal Ag(115) surface is investigated by using variable temperature STM 

by Hoogeman et al. [00H]. The (115) surface consists of (001) terraces with a 2.5 atomic distances 

separated by (111)-type steps. At elevated temperature, fluctuations of step edges occur resulting in 

Kosterlitz–Thouless type roughening transition at a temperature of 465±25 K.  

 

Au, Gold 
 

Au(100) 
 

Clean Au(100) forms a reconstruction of its top atomic layer, with a hexagonal geometry on top of the 

typical square geometry of the bulk lattice plane. The lattice mismatch between the topmost hexagonal 

layer and the underlying substrate causes strain, resulting in a lateral contraction and buckling of the 

topmost layer. A high modulation of the topmost layer occurs along [ ̅  ] direction while a smooth 

modulation with much longer periodicity is found along [110] direction (Fig. 6a) [12B]. González et al. 

have investigated the collapse of Au(100) surface reconstruction due to the formation of vacancies by 

ion bombardment [99G]. Upon vacancy formation, the top hexagonal layer becomes instable, and 

patches of unreconstructed region can be found (Fig. 6b).  

     Image states of Ag(100) have been determined by means of differential z distance vs. V 

spectroscopy [07D]. Although Ag(100) exhibits surface reconstruction of the top layer, there is no 

significant effect is observed in the image-potential states. If there is any spatial variation in image 

potential due to surface reconstruction, it is not strong enough to influence the image-potential states. 

The first image-potential state of this surface produces a sharp peak between 5.1 to 5.6 V when 

measured at different initial tunneling current set-points (Fig. 6c).  
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Fig. 6. (a) STM image of a reconstructed Au(100) surface [12B]. A (265) surface unit cell is shown [10 x 10 nm2] 

[12B]. (b) STM image of surface defects on Au(100). (A) a vacancy island, and a depression  on the right of (B) 

[99G]. (C) A trough, and unreconstructed patches near (D). (E) A dislocation. (c) Image-potential states of Ag(100) 

showing Rydberg-like series [07D].   

 

Au(110) 
 

The Au(110) surface is known to have (12) missing row reconstruction [98K1, 98M, 00K, 01R, 03R], 

where the alternate atomic rows along [110] directions are missing (Fig. 7) [03R]. A number of STM 

studies on Au(110) surface have been focused on diffusion of step edges in the missing row 

reconstruction, and phase transitions [98K1, 00K, 03R]. The Au(110) (12) reconstructed surface is 

known to undergo two phase transitions at elevated temperatures: An Ising transition where the surface 

deconstructs, and a 3-D roughening transition where the surface no longer exhibits its long-range 

flatness.  

     Koch et al. studied Au(110) surface using a high-temperature STM [00K], and it was found that the 

surface became disordered due to the Ising transition only at the step edges while the (1×2) missing row 

reconstruction remained on terraces up to the temperatures closed to the 3-D roughening transition at 

~700K (Fig. 8). Rost et al [03R] have investigated thermal activated formation of domain boundaries in 

the missing row reconstruction, which occurs at two special sites: termination sites, and crossing site 

(Fig. 9). In the termination site, four steps annihilate in one point and in crossing sites, two steps cross 

each other. From the STM studies of domain boundaries at different elevated temperatures, the Ising 

and 3-D roughening transition temperatures of Au(110) surface are estimated. The measured Ising 

transition temperature is in the range between 629 K and 649 K while the 3-D roughening temperature 

is found in the temperature range between 762 K and 787 K [03R]. 

 

     
 

Fig. 7. (a) A model of (12) missing row reconstruction of Au(110). Green colored atoms are the top rows. (b) An 

STM image of Au(110) reconstruction [98M]. The image shows several terraces with atomic rows along the [110] 

direction separated by 0.8 nm. At the lower part of the image, two lines are observed with a longer separation of 1.2 

nm [indicated with an arrow]. 
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Fig. 8. (a) STM image of Au(110) surface at 

620 K [70 x 63 nm2]. (b) (12) missing row 

reconstruction on a terrace of Au(110) at 

620K. (c) Jagged step profiles at ~550 K 

[00K]. 

              

 
 

Fig.9. STM images of domain boundaries at the two special sites: 

(a) termination sites (343 K) and (b) crossing sites (326 K). (c) and 

(d); Schematics of domain boundary formation at these sites. [03R]. 

 

Au(111) 
 

The Au(111) surface is characterized by a hexagonal arrangement of atoms with a herringbone 

reconstruction (Fig. 10), which is sensitive to the local stress variation as well as the overall surface 

stress. Engbæk et al. [06E] reported detailed studies of dislocations on this surface. They observed 

screw dislocations, stacking faults and a Lomer-Cottrel lock. The dislocations can be located from large 

scale STM images just by following the changes in herringbone reconstruction patterns. An important 

part in the dislocation studies is the step-height measurements. In general, stacking-fault atoms can be 

displaced either 1/3 or 2/3 of a full step height on the surface. However, the surface profile under the 

STM tip is not perfectly perpendicular to the vertical tip direction if there are steps, and a plane fitting is 

normally required to extract the step-height. For the case of a screw dislocation, the surface plane 

around the dislocation is inherently tilted and thus it is difficult to perform a plane fitting in order to 

extract a correct step-height. Engbæk et al. also proposed a simple technique to extract the step height 

using a LabView program [06E].  

 

               
 

Fig. 10. (a) STM image of Au(111) surface with herringbone reconstruction pattern. The two edge-dislocations are 

circled. (b) An atomic scale STM image of a dislocation on Au(111) [06E]. 
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Fig. 11. (a) A ball model displaying two types of steps on Au(111). (b) STM image of a monolayer deep vacancy 

island showing {100} and {111} type steps [00R3]. In the {111} type step, the reconstruction lines continue across 

the step but in the {100} type step, and the reconstruction line either terminate or appear parallel to the step. 

 

     In fcc(111) surfaces, the surface steps can have two different types: {111} and {100} types 

depending on the fcc or hcp stacking of the atoms (Fig. 11a) [00R3]. An ascending step along ⌈ ̅  ⌉ 
surface direction is a {100} type step while a descending step along the same direction is a {111} type 

step. Repain et al. created a monolayer deep vacancy islands on Au(111) surface by sputtering at around 

500K to study the reconstruction at step edges. Within an island, both ascending and descending steps 

along ⌈ ̅  ⌉ surface direction can be found and thus enabling a direct comparison of the reconstruction 

behavior at these steps. They observe that the reconstruction lines can cross the {111} type steps (Fig. 

11b), however the Au(111) reconstruction lines stop at {100} type steps and occasionally these lines 

appear parallel to the step. They proposed that the observed surface reconstruction effect on two types 

of steps can play a role in step dependent faceting behavior of Au(111). 

     The image-potential states of Au(111) have been measured by Dougherty et al. [07D]. Like in 

Au(100) surface, the herringbone surface reconstruction of Au(111) does not influence the observed 

image-potential states. The n=1 image-potential state appears at 5.5 eV. They also recorded the upper 

band edge of inverted Shockley band gap in the spectra.  

 

Au(788) 
 

The STM image of Au(788) surface shows a uniform array of (111) oriented terraces with similar 3.8 

nm width [01M3]. Within the terrace, both fcc and hcp packing produce lighter and darker patches. 

 

Cr, Chromium 
 

Cr(110) 

 
Chromium is a bcc material and an atomically clean Cr(110) surface under ultra-high vacuum 

conditions is difficult to obtain. Braun et al. [00B1] succeeded to get a well-ordered Cr(110) surface 

with terraces typically 600 Å in size and segregated contaminant level below 8%, thereby enabling to 

investigate the surface properties with STM. Atomic resolution STM image of bulk Cr(110) surface 

show a centered rectangular unit cell (Fig. 12a). The STM images of Cr(110) acquired at low biases 

near the Fermi level reveal a surface charge density modulation with a corrugation amplitude of 0.15 Å 

and a periodic wavelength of 42 Å. The wavefronts of these modulations align along the [001] direction 

on the surface. The modulation amplitude is found to be sensitive on the applied biases, and the wave 

patterns can be observed over the entire temperature range between 6K and 300K. Moreover, the 

observed wave patterns are not disturbed or interrupted by steps and defects. Therefore these wave 

patterns are not related to the Friedel oscillations that produce electron standing waves in fcc metal 

surfaces such as Ag(111) and Cu(111).  

 



 

8 
 

    
 

Fig. 12. (a) STM image taken at 6 K [75 x 56 nm2,1000 MΩ, - 1 V]. The inset shows an atomic resolution [2 x 1.8 

nm2, 0.1 MΩ, 10 mV]. The centered rectangular surface unit cell is marked with a rectangular box. (b) The same 

area as in (a) imaged at reduced sample bias of 210 mV and 10 MΩ tunneling resistance showing surface waves 

with a wavelength of 42 Å and wave fronts aligned along the [001] direction. The wave pattern is attributed to a 

surface charge-density modulation arising from the bulk CDW’s of Cr with Q ǁ [100] and Q ǁ [010] [00B1]. 

 

Bulk Cr exhibits static spin-density waves (SDW) below the Néel temperature of 311 K due to the wave 

vector nesting of the electron and hole Fermi surfaces. As a result, the wave vector Q is 

incommensurate with the lattice and it can point along any of the three 〈   〉 directions of the bulk Cr 

lattice. The SDW can be either longitudinal (S ǁ Q below TSF) or transversal (S ┴ Q above TSF) in 

character, where S is the spin polarization and TSF = 123 K is the spin flip transition temperature. The 

SDW is accompanied by a strain wave and a charge-density wave (CDW) with half the period of the 

SDW. The observed modulations on Cr(110) surface is identified as surface CDW modulation induced 

by the two bulk CDW domains with Q vector pointing either along the [010] or the [100] out-of-plane 

direction (Fig. 13). Therefore, the surface domain structure of Cr(110) in its antiferromagnetic SDW 

ground state has been able to image at the atomic scale in this work. 

 

 
 

Fig. 13. (a) Schematic wave front arrangement of the three Cr bulk CDW domains (A, B, and C) relative to the 

(110) surface plane [00B1]. (b) 99 x 81 nm2 surface area [18 MΩ, 20 mV, 135 K] in which the surface CDW with 

Q ǁ [001] (top right) coexists with two dominant CDW domains with Q ǁ [100] or Q ǁ [010], respectively (left and 

lower right). (c) Scheme of respective wave front positions extracted from (b) [00B1]. 

 

Cu, Copper 
 

Cu(100) 
 

The image-potential states of Cu(100) have been measured by Wahl et al. [03W] using distance versus 

bias tunneling spectroscopy. On this surface, the Rydberg-like series of image-potential states are bound 

by the tip and crystal potentials along the surface normal direction (z direction). In Fig. 14, the z vs. V 

curves reveal stair like increases of the tip-height at certain biases starting from 4.7±0.1 V. Since the 
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STM feedback is turned on during the measurement (constant current mode), an increase in tunneling 

current causes the tip to retract, thereby the tip-height increases. Thus, the observed stair-case like tip-

height curve represents step-wise increases in current originating from some resonance states, which 

here are the image-potential states. The measured image-potential states are dependent on the initial 

tunneling current set-points. For instance, two tunneling currents used to measure the z vs V 

spectroscopy, 0.1 nA and 1.0 nA, produce different voltages for higher-steps (n>1). For the first state (n 

= 1), both currents provide similar bias values of 4.7 ±0.1 V. The image-potential states are also 

dependent on the tip-shapes as well. A reason for the energy shifts at the higher states (n>1) is due to 

the electric field effect of the tip (Startk effect). The quantum interference pattern of the first image-

potential state is directly imaged in Fig. 14b [03W], which is generated by the scattering of electrons 

injected from the STM tip to the first image-potential state.   

 

 

Fig. 14. (a) z versus V curves on a terrace of Cu(100) using two different tunneling currents of 0.1 and 1.0 nA. (b) 

(Top) STM image of a step on Cu(100) acquired at 5.2 V. (Bottom) A dI=dV map of the same place acquired with 

5.2V. The image-potential-state electrons reflected at the step edge create a density modulation which appears as a 

standing wave pattern in the dI/dV map [03W]. 

 

Cu(110) 
 

The image-potential states of Cu(110) has been measured by ‘z’ versus V tunneling spectroscopy [07D] 

(Fig. 15). Like in Cu(100) case, the measurements at different initial tunneling current set-points 

changes the energies of the higher order states (n>1), however the first image-potential states (n = 1) 

remain similar. n=1 state on this surface appears rather broad as compared to other surface orientations 

due to hybridization with the bulk states. Dougherty et al. [07D] suggest that the observed large gap is 

due to a rapid delocalization of electrons that are transferred from the surface to bulk resonance states. 

 

 

Fig. 15. (a) Differential distance-voltage characteristics measured on a clean Cu(110) surface. (b) Differential 

distance-voltage characteristics measured with tunneling current of 0.009 nA [07D]. 
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Cu(111) 
 

The Cu(111) surface is formed by a hexagonal arrangement of atoms (Fig. 16) with 2.54 Å distance 

between the nearest neighbor atoms. Like in Ag(111) surface, Cu(111) has a Shockley-type surface 

state parallel to the surface layer. Two dimensional surface state electrons from this surface state are 

scattered by defects and step edges generating electron standing waves (Fig. 16) [08A]. The image 

states of the Cu(111) are measured with the z vs. V spectroscopy on this surface [07D]. Like in Cu(100) 

and Cu(110), a Rydberg-like series of image-potential states are observed. The first image state (n=1), 

is observed at ~ 4.4 V. In addition, the observation of a one dimensional edge-state has been reported on 

this surface [03B1]. STM images acquired at different voltages of step edges of Cu(111) reveal an 

elongated feature parallel to the step edge on Cu(111) (Fig. 16). Because of the constant current 

scanned mode, the tip height readjusts with tunneling current by STM feedback. An increase in tip-

height, and hence an increase in tunneling current, is observed at both ascending and descending step 

edges (indicated with arrows in Fig. 16) between 1.5 to 4 V.  This observed feature is explained as a 

localized 1D image state originating from the dipole moment of the step edge, which arises as a 

consequence of a polarization at the step edge and Smoluchowski smoothing of the electron density 

[03B1]. Above 4V, the tip height and corresponding current intensity rises due to the image state of 

Cu(111) surface.  

 

  
 

Fig. 16. (a) Atomic resolution STM image of Cu(111) [100 mV, 50 pA, T = 5K] [08A]. Electron standing waves 

are indicated with arrows. (b) A trough on Cu(111) surface with standing electron waves. (c) A single line scan 

measured across the trough in (b) with varying biases from 0 to 5 V is presented as a 3-D plot [03B1].  

 

Cu(115) 
 

STM study on a vicinal Cu(115) surface reveals the expected step structure along the [110] direction 

separated by (001)-oriented terraces with a step distance of 6.64Å [02R2].  

 

Cu(119) 
 

For the ideal Cu(119) surface, the periodic corrugation of step distance is 11.6Å. Atomic resolution 

STM image shows the appearance of frizzes due to adatom diffusion along step edges [02R2]. 

 

Cu(997) 
 

The ideal Cu(997) surface has monatomic (111) steps along [ ̅  ] direction separated by (111) terraces 

with an average terrace width of 18.4Å. However, STM study of this surface [97G2] shows 

restructuring and faceting of the surface. The authors proposed that the observed restructuring is due to 

kinetic limitation of the atom motions caused by a large Ehrlich-Schwoebel barrier with self-

organization phenomena arising from the strain energy minimization.  
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Fe, Iron 
 

Fe(100) 
 

Fe(100) surface has majority and minority spin density contributions near the surface Fermi level, and 

the tip-surface interaction can lead to reversal of atomic corrugation appearance at close sample 

distances. This effect has been demonstrated by Hofer et al. [01H].  

 

Ir, Iridium 
 

Ir(100) 
 

Ir(100) surface is known to reconstruct and form a (51) structure at the top surface layer. STM images 

of clean Ir(100) surface show atomic rows along [011] direction [00G2, 02S1, 09H]] (Fig. 16). The 

distance between two consecutive bright row here is as 13.9±0.5 Å, which is five times the next-

neighbor distance on the bulk Ir(100)-(1×1) phase. There are two possible models for the arrangement 

of topmost surface layer with regards to the atomic lattice of underneath layers in Ir(100) (51) 

reconstruction; two-bridge and top-center models (Fig. 17a). From the STM height measurement, the 

two-bridge model is selected for the atomic arrangement by Gilarowski et al. [00G2], which is further 

confirmed by Schmidt et al. [02S1]. In Fig. 17b, two atomic rows with the atoms positioning almost at 

the top sites are resolved while the bridge-site atomic rows between them unresolved. The dark area 

belongs to the atomic rows in near hollow positions. This (51) reconstruction of Ir(100) surface can 

also be removed and a metastable (11) phase can be formed (Fig. 17c) [00G2, 02S1].  

 

 

 
 

Fig. 17. (a) Possible configurations of the quasi-hexagonal Ir(100)-(5×1) layer (side view).  (b) An Atomic 

resolution STM of clean Ir(100)-(5×1) surface [00G2].(c) An atomic resolution STM image of Ir(100)-11 

metastable phase [02S1].   

 

Ir(110) 
 

Unlike the surfaces of Au(110) and Pt(110) that form (12) reconstructions, the Ir(110) surface is 

known to stabilize via {331} facets at room temperature [98K2, 00S3, 02N]. (11), (13), (14) and 

c(22) surface reconstruction of Ir(110) also has been reported using various sample preparation 

conditions [97K], although some of these structures may have been induced by adsorbates. At elevated 

temperatures between 300K and 1020K, STM investigations reveal a rich variety of surface 

reconstruction and faceting phenomena (Fig. 18). The ridges produced from {331} facets at room 

temperature [98K2, 02N] can be flatten by raising the temperature to form (13), (11) and eventually 

(12) missing row reconstructed terraces at 800 K [00S3, 02N]. At the temperature range between 
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500K and 600K, droplet-like facets coexist with the (13) reconstruction [02N]. At 875 K, STM images 

show round droplets like structures coexist with (12) missing row reconstruction. When the 

temperature is raised above 900K, the preferential orientation of the surface formed by (12) missing 

row reconstruction disappears, and at 1020 K, kink diffusion occurs.  

 

       
Fig. 18. (a) STM image of Ir(110) at 300 ± 25K showing {331} faceted surface [28 x 28 nm2]. (b) 48 x 48 nm2 

STM image of Ir(110) at 525±30 K showing  (13) missing row reconstructed areas on the left, a small 

unreconstructed (11) patch in the center, and a droplet covered region on the right [02N]. (c) STM image of 

Ir(110) surface showing (12) missing row reconstruction rows below 400K [00S3]. 

 

Mo, Molybdenum 
 

Mo(111) 
 

The Mo(111) surface layer is proposed to be relaxed. Although hexagonal-like symmetry is retained, 

16.5% and 13.2% contractions of lattice distances as compared to bulk (111) plane in two of the three 

surface directions occur while the third direction expands for 5.8% lattice distance [06Y]. Atomic 

resolution STM images of Mo(111) surface reveal a hexagonal symmetry (Fig. 19). 

 

 
Fig. 19. (a) STM image of Mo(111) surface. (b) A zoom in STM image of Mo(111) after Fourier transformation 

agrees well with calculated image (c) [06Y]. 

 

Mo(112) 
 

There was a controversy concerning the surface reconstruction of the Mo(112) surface. Initially, 

Mo(112) surface was reported to be reconstructed [00M1]. However, Yakovkin et al. have shown that 

the clean Mo(112) surface does not reconstruct [06Y].  
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Ni, Nickel 
 

Ni(100) 
 

The expected square lattice atomic pattern of Ni(100) surface is resolved in STM images acquired at 

close tip-surface distances and reduced biases. It is reported that the image contrast could be reversed 

and the atom could appear as depression or protrusion depending on the tip-state (Fig. 20) [98S1]. 
 

 
 

Fig. 20. Atomically resolved STM image of Ni(100) surface acquired at the same tunneling condition shows the 

atoms as holes in (a), and as protrusions in (b) after a tip-change [-20 mV, 1nA] [98S1].  

 

Ni(111) 
 

Ni(111) is a 3d metal ferromagnetic surface, and it is proposed to exhibit a spin-polarized two 

dimensional electron gas due to a magnetic exchange splitting in the Shockley-type surface state [08B, 

09N, 10B]. The electronic structure of Ni(111) investigated near step edges using STS [08B] shows two 

pronounced maxima close to the Fermi energy. Moreover, Fourier transformations of the surface 

electron standing waves near the step edges reveal a local dependency of the spin character where the 

majority spin component predominately exists at an upper step edge close to the step, while on the open 

terrace, the minority spin component could be found with mixed phases contributed from both spin 

components. However, the Fourier transformation of electron standing waves scattered by individual 

defects away from step edges did not show such splitting [09B1]. Thus, it is proposed that the splitting 

in dI/dV near the Fermi level might be due to the potential difference at the step [09B1]. Electron and 

hole lifetimes on this surface have been determined by measuring the coherence length of the decaying 

standing wave pattern at straight step edges of Ni(111) (Fig. 21) [10B]. From the local measurements of 

surface state lifetimes, it is reported that the hole lifetimes is longer than the electron lifetimes. 
 

      

Fig. 21. (Left) A dI/dV map showing standing electron wave front near the step edge. (Right) The plots of electron 

and hole lifetime as a function of energy at surface state bands of Ni(111) measured from the electron standing 

wave patterns [10B]. 



 

14 
 

Pd, Palladium 
 

Pd(110) 
 

Dynamics at step edges of a Pd(110) surface has been studied by using atomic scale STM imaging at 

room temperature [02Y] revealing a mass transport at monatomic step edges perpendicular to the close-

packed row directions of Pd(110). The STM image sequence (Fig. 22) shows that the step dynamics are 

mainly occurring by the diffusion of atoms at the steps perpendicular to the close-packed row 

directions. Here, the atoms diffuse along the surface troughs to form new islands.  

 

 

Fig. 22. A sequence of room temperature STM images of Pd(110) surface steps revealing the kinetic at step edges 

perpendicular to the close-packed surface direction. The marker ‘S’ indicates detaching atoms from the steps, ‘I’ 

indicate addition of the atoms to the new atomic rows, and ‘C’ indicate diffusing atom [02Y]. 

   

The time dependent STM measurements further show that the step fluctuation is limited by the 

attachment/detachment kinetics at the step edges, and that the step position change follows the power 

law behavior expressed by 
2/12/12 ]/2[)( tbtF a  where F(t) is the time correlation function, b

2
 is 

the diffusivity of the step, and a  is a friction coefficient representing the detachment rate of an atom 

from the step. The measured time-dependence of the correlation function is close to a power of 0.5, 
02.049.048.0)(  ttF . 

 

Pt, Platinum 
 

Pt(100) 
 

Clean Pt(100) surface does not show a square lattice typical to fcc(001) surfaces like Ag(100), and 

Cu(100). Instead, like in Au(100) and Ir(100) surfaces, the top surface layer forms a pseudohexagonal 

reconstruction. An STM image of un-rotated Pt(100) reconstructed surface (Fig. 23) reveals a 

hexagonal arrangement of atoms with a long range modulation along [011] direction [97R1]. The 
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proposed superstructure cell has over 30 atoms in [   ̅] direction (‘a’ direction in Fig. 28), and 6 atoms 

in the [011] direction (‘b’ direction in Fig. 23). The distances of the surface unit cells along ‘a’ and ‘b’ 

are about 29 atomic distances and 5 atomic distances of the bulk phase of Pt(100), respectively. This 

induces a modulation of the corrugation pattern in the unit cell. Ritz et al. [97R1] have found a long 

range modulation along ‘b’ direction having a periodicity of 26 unit cell and half of this distance, 13 

unit cells, is marked in Fig. 23. Furthermore they have determined the possibility of reconstruction of 

the 2nd (sub-surface) layer and have concluded that the sub-surface layer does not reconstruct. 

 

 

 
 
 
Fig. 23. Large STM scan of the un-rotated 

hexagonally reconstructed Pt(100) surface. The 

image size is 2020 nm2. ‘a’ and ‘b’ show a (306) 

unit cell initially assigned. 13 cells of (306) 

surface atoms are marked [97R1].  

 

 

Pt(110) 
 

Similar to the Au(110), Pt(110) surface reconstructs to form (12) missing row structure, and exhibits 

two phase transitions; Ising and roughing transitions at elevated temperatures. Koch et al [98K1, 00K] 

investigated Pt(110) surface at elevated temperatures using a high temperature STM. They found that 

the Ising transition of Pt(110) surface proceeds by simultaneous formation of 2D islands and vacancies 

on the flat terraces at 725 K (Fig. 24). Fig. 24b shows the existence of an atomic-layer-high islands and 

vacancies on Pt(110) (12) reconstructed surface at 725K indicating that adatom formation is 

energetically favored on the terraces over the kink sites. Although many defects such as islands and 

vacancies appear at 725K, (12) reconstructed phase is preserved in most of the extended terraces. A 

2D roughening transition on this surface occurs only at 850 K (Fig. 24c). 

 

 
 

Fig. 24. (a) 80×80 nm2 and (b) 35×35 nm2 high-temperature STM images of Pt(110) at 725 K displaying many 2D 

islands and 2D vacancies at (1×2) MR reconstructed terraces. (c) 40×40 nm2 high-temperature STM image of 

Pt(110) at 850 K showing the beginning of 2D step roughening [scan parameters: 526 mV, 1 nA] [98K1]. 
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Ta, Tantalum 
 

Ta(112) 
 

STM study of clean Ta(112) surface at room temperature indicates instability of the surface [06K], and 

shows linear atomic chains along the surface troughs, which are probably diffused from the step edges. 

Kuchowicz et al [06K] proposed a relaxation of the topmost surface layer by creation of (110) micro-

facets along the [ ̅  ] direction and probable rearrangement from (110) bcc to (111) fcc facets. 

 

V, Vanadium 
 

V(100) 
 

Preparation of an atomically clean surface of V(100) is extremely difficult [01B1, 02B]. The (51) 

reconstructed V(100) surface was initially considered as a clean reconstructed surface however, it is 

induced by surface contaminants such as oxygen [01D, 03K2]. dI/dV tunneling spectroscopy data on a 

clean V(100) surface area reveals a sharp surface state peak at -0.03eV, just below the Fermi level 

[01B1, 02B].  

 

W, Tungsten 
 

W(110) 
 

Achieving clean and atomically flat W surfaces is difficult. Cleaning procedures of W surfaces typically 

involve annealing in an oxygen atmosphere. Oxygen reacts with adsorbed carbon from the surface to 

form CO and CO2, which are then desorbed from the surface. Upon removing C, the W surface 

oxidizes. Removal of oxygen is realized by a rapid high-temperature annealing (flashing) above 2300 K 

[07B2]. dI/dV map of relatively clean W(110) surface reveal electron standing wave patterns scattered 

by defects, adsorbates, and step edges (Fig. 25). The observed standing wave is produced by the 

downward dispersing electron band with an upper band edge of E0 = 314 ± 12 meV and an effective 

mass of meff = -1.15 ± 0.05me. This band generates a pz–dxz-like surface resonance [07B2]. 

 

 

Fig. 25. (a) Constant-current topographic image and (b) the simultaneously measured dI/dV map of a clean W(110) 

surface (I = 1 nA, U = +100 mV). The dI/dV map of the region around the two arrows is shown at higher 

magnification in (c). The arrows mark some surface impurities [07B2]. 
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W(112) 
 

A clean W(112) surface has been prepared by repeated cycles of annealing in oxygen followed by 

flashing to ~2500 K, and then the surface was imaged with STM [03Z2]. Atomic structure of the 

surface is seen in the STM images.   

 
Semiconductors  

 

One means of classifying STM work on semiconductors can be achieved based on the method of 

preparation of the surface. Surfaces prepared by cleaving in ultra-high vacuum are generally not 

reconstructed, such as the (11) surface of GaAs(110). Prominent examples of surfaces that do 

reconstruct upon cleavage are the (21) surfaces of Si(111) and Ge(111). Aside from preparation by 

cleaving, some elemental semiconductor surfaces can be prepared by simple heating (annealing). For 

compound semiconductors, however, it is generally necessary to deposit the constituent species onto a 

starting surface, often accomplished by molecular beam epitaxy (MBE). In this way, the full range of 

stable surface structures can be achieved, e.g. for GaAs(001) surfaces ranging from Ga-rich to As-rich. 

Finally, for the case of the high-index surfaces discussed below, these are often found as small facets 

that have formed on a growth surfaces of some other (lower index) orientation. This overview focuses 

on clean (bare) surfaces, although it also includes brief mention of dislocations, electrochemistry, 

accumulation layers, quantum dots, and dynamical studies. 

 

When referring to polar surface orientations in compounds, the location of the first element of the 

chemical formula (the cation) is taken to be at the origin of the unit cell. For example, the [111] 

direction in zincblende GaAs refers to the direction from Ga to As, and similarly  the [0001] direction in 

wurtzite GaN refers to the direction from Ga to N. Thus, a bilayer of atoms on the GaAs(111) surface in 

bulk-terminated form would have Ga terminating the bilayer. That surface is also referred to as (111)A 

in the literature. The opposite ( 111 ) surface having As atoms terminating the bilayer is sometimes 

called (111)B. Similarly, a bilayer of atoms on the wurtzite GaN(0001) surface in bulk-terminated form 

would have Ga terminating the bilayer, and a bilayer of atoms on the )1000(  surface in bulk-

terminated form would have N atoms terminating the bilayer. All surfaces written with three axes refer 

to cubic (diamond or zinc-blende) crystal structures, whereas all surfaces with four axes refer to 

hexagonal (wurtzite or more complicated stacking for the case of SiC) crystal structures. For high-index 

surfaces such as (2 5 11), we write those as (2,5,11), for clarity. 

 

AlAs, Aluminum Arsenide 
 

AlAs(100) 
 

AlAs(100) surfaces have been imaged, as part of a study of the AlAs-on-GaAs (normal) compared to 

GaAs-on-AlAs (inverted) interfaces [96B]. Upon deposition of the AlAs the RHEED pattern changes 

gradually from the usual (24) As-terminated surface to a weak (23) pattern, and an increase in 

surface disorder is observed. The STM images also reveal areas of exposed Al and/or Ga planes. 

 

AlN, Aluminum Nitride 
 

AlN(0001) 
 

AlN(0001) surfaces prepared under Al-rich conditions reveal (2323)R30 and (5353)R30 

reconstructions [03L1], the latter shown in Fig. 26. These structures are believed to consist of a laterally 
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contracted Al adlayer structure, similar to what occurs on Ga-rich GaN(0001) [00N,08R]. Under N-rich 

conditions, (33)R30 and (22) reconstructions are observed.  

 

 
 
 
 
 
Fig. 26. STM image of Al-rich AlN(0001) surface, 

displaying the (5353)R30 reconstruction. 

Sample voltage is 1.5 V and gray scale range is 3.5 Å. 

Some distortions in the hexagonal stacking sequence 

are marked by dashed lines, and the arrows mark 

surface dislocations [03L1].  

 

 

AlSb, Aluminum Antimonide 
 

AlSb(100) 
 

Early studies of AlSb(100) surfaces revealed c(44) and (13) surfaces [97T]. The latter are similar to 

the anion-dimer-based surfaces that also occur on GaAs(100) [97H1,97X,99J], whereas the latter 

consists of Sb dimers on top of an Sb-dimer-terminated surface. This surface, as well as the 

corresponding GaSb(100) surfaces, are expected to be metallic, somewhat unusual for a semiconductor 

surface reconstruction. The influence of the metallic Sb was seen in an STM-based electrochemical 

study [06M].The same surface reconstructions were observed in a later work [98N2], and interfaces of 

InAs-on-AlSb and AlSb-on-InAs were also studied. 

 

C, Diamond 
 

C(100) 
 

As an insulator, diamond is difficult to image with the STM. However, the hydrogenated (100) surface 

can be readily imaged since it has a conductive surface layer, and a (21) reconstruction consisting of 

H-terminated C dimers is observed [03B2]. Even in the absence of the hydrogen termination, STM 

imaging is possible at elevated voltages, and atomic resolution is obtained for voltages near that of the 

lowest standing-wave resonance in the vacuum [01B2]. 

 

CdSe, Cadmium Selenide, and CdS, Cadmium Sulfide 
 

CdSe( 0211 ),  CdSe( 0110 ), and CdS( 0110 ) 
 

Cleaved surfaces of wurtzite CdSe( 0211 ),  CdSe( 0110 ), and CdS( 0110 ) were studied by Siemens et 

al. [97S1]. Non-reconstructed (11) structures were observed in all cases. Dopants and defects were 

also studied. 
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GaAs, Gallium Arsenide 
 

GaAs(100)  
 

The (100) surface of GaAs terminated predominantly by As dimers serves as a prototype structure for 

many other compound semiconductors. Early work on these surfaces, prepared by MBE, was reviewed 

by Hamers [97H1], Xue et al. [97X], and Joyce et al. [99J]. Dynamical studies have been performed on 

these surfaces [03T]. Surfaces prepared by metalorganic vapor-phase epitaxy (MOVPE) display similar 

reconstructions as the MBE-grown surfaces [98L2]. Reconstructions of InxGa1-xAs alloy surfaces with 

x=0.27 and 0.81 have also been studied. [04M]. 

 

GaAs(111) and GaAs( 111 ) 
 

Both the (111) and the ( 111


) surfaces of GaAs exhibit 22 reconstructions, with the latter also 

exhibiting a (1919)R23.4 structure, as observed in early work reviewed by Hamers [97H1] as well 

as in more recent work [97A,01O,01F]. For InAs on GaAs(111) , an array of misfit dislocations form at 

the interface due to the strain between the InAs and the GaAs, as shown in Fig. 27c [97Y1]. 

 

   
 

Fig. 27. STM surface topographs of GaAs(111) after the growth of (a) 0.5 ML, (b) 2 ML, and (c) 5 ML of InAs 

obtained with sample voltages of –1.5 to –3.5 V, and tunneling currents of 0.08–0.2 nA [97Y1]. 

 

GaAs(112), ( 211 ), (113), ( 311 ), (114), {137}, (2,5,11), ( 11,5,2 ) 
 

STM studies have been performed on various high-index surfaces of GaAs. The (112) and ( 211 ) 

surfaces are found to be relatively unstable, decomposing into facets of {110}, (111), and {124} 

orientation [99G,00J]. The (113) and ( 311 ) surfaces exhibit (81) reconstructions, and both surfaces 

have been employed as substrates for quantum dot or quantum wire formation [95W,00M2, 

02M1,02S2]. The (114) surface reconstructs as c(22), with structure related to that of the (001) surface 

[00J]. {137} surfaces have been observed, as bounding facets on quantum dots [01M1]. Both (2,5,11) 

and ( 11,5,2 ) surfaces have been formed, again as substrates for quantum dot or quantum wires [05T] .   
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GaN, Gallium Nitride 
 

GaN(0001) and ( 1000 ) 
 

The (0001) and ( 1000 ) surfaces of GaN have been studied over the full range of surface stoichiometry 

from N-rich to Ga-rich. It is found that, under nearly all conditions, the surface are terminated by Ga 

atoms, the reason being that for surfaces terminated by N it is energetically favorable for the N atoms to 

combine as N2 and desorb from the surface [97S2]. For (0001), the most Ga-rich surface has a full layer 

of metallic layer on the surface, in the form of a laterally contracted adlyer [98S2,00N,08R]. At room 

temperature the Ga atoms in this adlayer are in motion, and electron diffraction indicates an 

incommensurate structure for the adlayer. Under less Ga-rich conditions a sequence of surface 

reconstructions is observed: (22), (55), and (64) [99S]. These reconstructions are found to be very 

sensitive to surface contamination [00X,00R1]. A number of interesting topographic features relating to 

island formation and/or dislocations have been observed on these surfaces [99H,99X,08L]. 

 

GaN( 0110 ) 
 

The ( 0110 ) surface of GaN has been prepared both by MBE growth and by cleavage. In the former 

case a somewhat complex reconstruction is found with approximate (45) symmetry [03L2]. In the 

latter case, the surface is not reconstructed [08I,09B2,09E]. Topographic and spectroscopic features 

relating to contamination, as well as to dislocations and doping, are observed on these cleaved surfaces. 

 

GaP, Gallium Phosphide 
 

GaP(100) 
 

The (100) surface of GaP prepared by MBE has been studied with STM much less thoroughly than for 

other III-V surfaces. For the Ga-rich surface the data appears to support a mixed dimer model, whereas 

for the P-rich surface a (21)/(22) reconstruction with characteristic zig-zag features is seen [01T]. 

 

GaSb, Gallium Antimonide 
 

GaSb(100) 
 

The GaSb(100) surface prepared by MBE has been studied as a function of increasing temperature, 

revealing (25), (15), c(26), and (13) reconstructions [97T]. The latter three structures are believed 

to consist of Sb dimers sitting on top of an Sb-terminated surface, whereas the (25) structure is found 

to be composed of Sb dimers on top of two layers of Sb. This structure is unique among III-V surfaces, 

and it is argued to form because of its excellent lattice match with trigonally bonded elemental Sb. 
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Ge, Germanium 
 

Ge(100) 
 

New STM results for Ge(100) are summarized in [03Z1]; the basic structure is the same as reported by 

Hamers [97H1], but new phenomena relating to flipping of the dimers and to step edges are presented. 

 

Ge(110) 
 

The (110) surfaces of Ge and Si represent what is arguably the most complex structure of the low-index 

surfaces of elemental semiconductors. Reconstruction of both surfaces are approximately (162), but 

for the Ge surface a c(810) appears which is metastable and closely related to the (162) [98G,03I]. 

Although discussed at some length by Hamers [97H1], the early proposed structures for these surfaces 

turned out to be incorrect. In the ensuing years studies were performed by many authors, with a 

relatively early result of exceptional clarity being the work of Gai et al. [98G] for the c(810) surface, 

revealing characteristics pentagons, as pictured in Fig. 28. The same pentagonal features are seen on the 

(162) surface, associated with five-membered Ge clusters [03I].  

 
Fig. 28. STM data obtained from Ge(110): (a) empty-state image of c(810) area (130130 Å, 1.2 V, 1.5 nA); (b) 

filled-state image of c(810) area (130130 Å, 6.1 V, 0.5 nA); (c) empty-state image image of four c(810) unit  

cells (5454 Å, 1.2 V, 1.5 nA) [98G]. 
 

Ge(111) 
 

For the (21) reconstructed surfaces of Ge and Si, the basic structure is the same as discussed by 

Hamers [97H1], the -ponded chain model. However, the sense of the tilt or “buckling” of the chains 

has been the topic of recent investigation. For Ge, employing voltage-dependent STM imaging and 

comparison to theory, this buckling is found experimentally to be in the “negative” direction [04N]. For 

the c(28) reconstructed surface, the structure discussed by Hamers has been further verified with more 

recent voltage-dependent imaging [98L1,09R]. 

 

Ge(103) 
 

Ge(103) surfaces studied by STM have been found to contain, in addition of large (14) reconstructed 

areas, tent-like protrusions consisting of (105) {216} and {8,1,16} facets. A (11) reconstruction is 

observed on the (216) surface, and a (12) reconstruction on the (105) surface [97G1]. 
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Ge(105) 
 

During epitaxial growth of Ge on Si(100) surfaces, small Ge-rich pyramids or “hut clusters” form 

[90M]. These pyramids are bounded by Ge/Si(105) facets, with a unique (12) reconstruction that 

intrinsically involves the strain in the system [02F,02R1,04C,10A]. 

 

InAs, Indium Arsenide 
 

InAs(100) 
 

The MBE-grown InAs(100) surface is found by STM to have a range of surface reconstructions 

depending on its stoichiometry [00R2], somewhat similar to the structures found for GaAs(100). When 

forming InAs/GaSb interfaces, the stoichiometry is also found to affect the interface roughness [99N]. 

Images of this surface have been obtained at high temperatures, during MBE growth [06T]. 

Additionally, STM imaging has been performed on samples that have been capped with As, transferred 

through air, and then decapped in the STM chamber [08S]. Some unique surface structures for In-rich 

samples prepared by this method have been observed [09F]. 

 

InAs(110) 
 

The InAs(110) surface is well known for the fact that strong downwards band bending occurs at the 

surface, such that the Fermi energy resides several tenths of an eV above the conduction band minimum 

at the surface. The resulting surface accumulation layer has a strong spectroscopic signature in STS, as 

seen in early low-temperature work on this surface [98C]. The downwards band bending also enables 

STM imaging at voltages that are normally within the band gap region [03K1].   

 

InAs(111) 
 

Similar to the (110) surface of InAs, its (111) surface also displays downwards band bending and 

formation of a surface accumulation layer. Niimi et al. studied by STS the formation of Landau levels in 

this accumulation layer by applying a perpendicular magnetic field [07N], as shown in Fig. 29. 

 

 

 
 
 
 
Fig. 29. Normalized STS, (dI/dV)/(I/V), for InAs(111) 

at the magnetic fields indicated. Each spectrum is 

vertically shifted for clarity. The locations of Landau 

levels are indicated by triangular markers. [07N].  
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InP, Indium Phosphide 
 

InP(100) 
 

InP(001) surfaces grown by metal-organic vapor-phase epitaxy (MOVPE) have been studied by STM, 

with the surfaces capped in the growth chamber with a P/As sandwich layer and then that layer removed 

in the STM chamber by thermal desorption [96E2]. An In-rich (24) surface structure was found. Using 

interconnected growth and STM chambers, a P-rich (21)/(22) surface structure was prepared and 

imaged [99V,00V]. Its structure is argued to consist of P dimers residing on a complete P layer. 

Prolonged annealing of the surface produces p(22) and c(42) structures, believed to consist of P 

dimers on a complete In layer underneath.  

 

InN, Indium Nitride 
 

InN( 0211 ) 
 

The )0211( surface of InN has been prepared by cleavage [11E]. No obvious reconstruction of the 

surface is found and it is found to be quite sensitive to contamination. The contamination can produce 

an electron accumulation layer at the surface, which is thus found to be an extrinsic surface property. 

 

Si, Silicon 
 

Si(100) 
 

The basic structure of Si(100) is the same as reported by Hamers [97H1]. Additional low-temperature 

STM results for the surface, relating to buckling of the surface dimers, are reported by Ono et al. [03O]. 

 

Si(110) 
 

As discussed above for Ge(110), the (110) surfaces of both Si and Ge form very complex arrangements 

with nearly (162) symmetry. Recent works have demonstrated good progress towards arriving at a 

convincing structural model for this surface [00A,09S,12N].  

 

Si(111) 
 

As discussed above for Ge(111), recent works have focused on the determination of the sense of the 

“buckling” for the (21) -bonded chains on the (111) surfaces of Si and Ge. Two recent low-

temperature studies have determined that the Si(111)-(21) surface contains both positively and 

negatively buckled areas [11B,12L], as illustrated in Fig. 30. The negatively buckled areas occur only 

on heavily n-type material, for which electron transfer from positively to negatively buckled areas 

provides a driving force for the formation of the latter.  
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Fig. 30.  (a) and (b) STM 

images from cleaved 

Si(111), acquired at 8 K 

and with sample-tip 

voltage of -1.0 V. Image 

(b) shows an expanded 

view of the area 

indicated in (a). Gray 

scale ranges are (a) 0.22 

and (b) 0.12 nm. 

Tunneling spectra 

acquired from near the N 

and P symbols in image 

(b) are shown by curves 

(c) and (d), respectively. 

Spectra acquired from 

neighboring surface 

regions are shown by (e) 

and (f) [11B].  

 

 

Si(113) 
 

The (113) surface of Si is somewhat unique in that it is a high-index surface, but one with a relatively 

low surface energy, i.e., comparable to that of the low-index Si surfaces [91K]. The (32) 

reconstruction on this surface is complex, but nevertheless understandable in terms of several basic 

units: a pentamer (five-membered cluster) above an interstitial atom, an adatom, and a tetramer (four-

membered cluster) [94D,96W]. Figure 31 shows a comparison of theory and STM experiment for this 

surface. 

 
 

Fig. 31.  STM images of the Si(113) surface and their calculated counterparts. The broken lines mark surface 

elementary cells. The left column shows occupied states (measured at  -2.0 V, 2.0 nA), the middle and the right 

column show empty states (measured at 1.5 V, 1.0 nA and 3 V, 2 nA, correspondingly). (a) Experimental STM 

images. Note the pentagonal structure, clearly visible around the sketched pentagon in the images of empty states. 

(b) LDOS for the 32 interstitialcy model. The pentagonal structure of the surface is properly reproduced [94D]. 

a) 

b) 
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Si(112), (114), (335), (337), (5,5,12) 
 

A variety of high-index Si surfaces have been studied by Baski and co-workers [97B]. The (112) 

surface is found to reconstruct into nm-scale (111) and (337) facets, and similarly for the (335) surface 

[95B2]. The (114) surface forms a (21) reconstruction that is a natural extension of vicinal (100) 

surfaces, with the structure including dimers, tetramers, and rebonded step edge atoms [96E1]. The 

(5,5,12) surface forms a very large (21) unit cell which can be viewed as a combination of two (337) 

unit cells (with distinctly different structures) and a single (225) unit cell [95B1].  

 

SiC, Silicon Carbide 
 

SiC(100) 
 

SiC in its cubic form is less common than its hexagonal form, but nevertheless some STM studies have 

been performed on the (100) surface. A semiconducting c(42) structure identified as rows of Si dimers 

that are alternated raised and lowered along a row [97S3]. At elevated temperatures above 400 C this 

surface is found to transform to a metallic (21) structure with all dimers at the same height [97Y2]. A 

different (32) arrangement of dimers has also been imaged on this surface [96S].  

 

SiC(0001) and ( 1000 ) 
 

A family of surface reconstructions exists on the SiC(0001) and )1000( surfaces, depending on the 

surface stoichiometry. For (0001), going from Si-rich to C-rich, unit cells of (33), (33)R30, (55), 

and (6363)R30 have been studied by STM [96L,96O,97M,97S4]. The (33) surface consists of a 

twisted Si-rich adlayer with clover-like rings [98S3]. The (33)R30 surface consists for a bulk 

terminated surface covered with Si adatoms [95O]. Whereas a metallic surface is expected for that 

structure, STS and other measurements indicate an insulating surface [99R], which is interpreted in 

terms of a Mott-Hubbard insulator [98N1]. A similar interpretation is made for the case of the (33) 

surface [00G1]. A (2323)R30 surface phase is found to be intermediate between the (33) and the 

(33)R30 [04A], and it appears most commonly on cubic SiC(111) formed on Si(111) [98P,01Y]. 

The (55) surface contains small clusters, or multimers, containing 2 – 7 subunits [96O]. The detailed 

structure of these subunits is not presently known, although STS of the structure is reported to be 

similar to that of the (6363)R30 surface, suggesting a common origin [09N]. The  (6363)R30 

surface often appears as nearly (66) in STM, and the same structure is also seen on cubic SiC(111) 

surfaces. [91C]. This reconstruction consists of a carbon-rich layer with complex structure containing 

hexagon-pentagon-heptagon defects [10Q], that acts as a template for subsequent formation of graphene 

(or graphite) on the surface. 

     For the )1000(  surface, much less is known about its reconstructions compared to the situation for 

SiC(0001). Going from Si-rich to C-rich for )1000( , unit cells of (22)Si, (22)C, and (33) have been 

reported, with the subscripts referring to different Si- or C-rich structures. Initial STM studies have 

performed [97H2,99B], although definitive structures for these reconstructions are not presently known. 

 

 



 

26 
 

 

SiC( 0211 ) 
 

The )0211(  surface of 6H-SiC has been obtained by cleavage [07B1]. No reconstruction is found, 

although some relaxation of the Si atoms downwards into the bulk is detected by a comparison of 

experiment and theory. The stacking sequence of the 6H-SiC is clearly apparent in the STM images. 
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