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METROD ANID APPARATUS FOR
CORREYATION-SENSITIVE ADAPTIVE
SEQGUENCE DETECTION

CROSS REFERENCE TO RELATED
APPLICATIONS
This application claims pricrity to Frovisiounal Sertal No.
60/046,006, filed May 9, 1997, under 35 US.C. Secuon
119¢c).

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH

This mvention was supported
Seience Foundatic
{nited States
tion.

i part by the National
on under Grant No. ECD-R0G7068. The
Government has cortatn rights 1a this inven-

BACKGROUND OF THE INVENTION
i. Field of the Invention
The present inveuntion is directed generaliy to bigh depsity
magneiic recording sequence deteciors, and, more
particularly, to correlation-sensitive sequence detectors.
2. Description of the Background

1o recent years, there has been a major shift in the design
of signal detectors in magnetic recording. Traditional peak
detectors (PD), such as those described in Nakagawa et al,,
“A Study of Detection Methods of NRZ Recording”, IEEE
Trams. Magn., vol, 16, pp. 1041-110, Jan. 1980, have been
replaced by Viierbi-like detectors in the form of partial

response maxymg lkelihood (PRMI) schemes or nybhds
between treefrellis detectors and decision feedback egual-

tzers {DIL), such as DTS/, MDEL and RAM-RSL.
These methods were derived under the assumption that
additive white Gausian noise {(AWGN) 1s present in the
systemt. The resulting trellis/tree branch metrics are then
couputed as }_.imhdi:m distances.

It has long been cbserved that the poise in magonetic
recording systems is noither white nor stationary. The nou-
stationarity of the media poise results from its signal depen-
dent nature. ’“mﬂhat’ng media noise and its signal depen-
dence has thus far been contined to modifyiag the Euclidian
branch metric to acco ‘1t for these effects. Zeng, et al,
“Modified Viterbi Al« orithim for Jitter-Domipated 1-D?
Channel,” IEEE Trans. Magn., Yol MAG-28, pp. 289597,
Sept. 1992, and Lcc et al., “Performance Analysis of the
Modificd maximum Likelihood Seguence Detector in the
Presence of Data-Dependent Noise,” Proceedings 26th Ast-
lomar Conference, pp. 961-64, Oct. 1992 have denved a
branch cornputation method for combating the signal-
dependent character of media noise. These references {gnore
the correlation between noise samples. The effectiveness of
this method has been demonstrated on teal data o Zayad e
“Comparison of Hgualization and Detection for Very
High-Density M{agnem, Recording,” 1EEE INTERMAG
Counference, New Orleans, April 1997

These methods do not take into consideration the corve-
lation between noise samples in the readback signal. These
correlations arise due to noise coloring by front-end
equalizers, media noise, media gon and magne-
toresistive {MR) head noslineanties. This noise coloring
causes sigmiicant performance degradation at high record-
g densities. Thus, there is s need for an adaptive
correlation-sensttive maximum likelibood sequence detector
which derives the maximum likelihood sequence detector
{MILSIY) without making the usual simphifving assumption
that the noise samples are independent random vartables.
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SUMMARY OF THE INVENTION

slic recording, noise samples corre-
sponding to adjs les are heavily correlated as
3 result of froni-end c,quaha, s, media noise, and sigual
noﬂ‘i'ﬁmri‘ies combined with nonlinesr filkers to cancel
them. This correlation deteriorates significantly the perfor-
mance of detectors at high deasities.

"1he treibis/tree branch metric computation of the present

invenilon 1s correlation-sensitive, being both signal-
dependent and sensitive to cosrelations between noise

samples. This metbod 15 termed the correlation-sen
maximum likelihood sequence detector {CS-MYSD),
simply coreclation-scuositive sequence detector {CS-SD).

Because the noise statistics ate non-stationary, the npoise
sensifive branch metoes are adaptively computed by esti-
mating the noise covariance matrices from the read-back
data. These covariance matrices are different for each branch
of the tree/trellis due to the signal dependent structure of the
media goise, Because the chanpel charactenstics in mag-
netic recording vary from track to track, these matrices are
tracked on-the-fly, recursively using past samples and pre-
viously rade detector decisions.

The preseot invention represenis s substantial advance
over prior sequence detectors. Because the present mventios
takes into account the cortelation between noise samples i
the readback signal, the detected data sequence is detected
with a higher degree of accuracy. Those advantages and
bepefits of the present nventio i others, will become
apparent from the Detailed Description of the Invention
hereinbelow.

BRIEF DESCRIPTION OF THE DRAWINGS

For the present inveuatiott o be clearly understood a
readily practiced, the present inventon will be described in
conjunction with the following figures whersin:

FIG. 1 1s an iltustration of a magnetic recording system;

FIG. 2 is an tllustration of a CS-MLSD detector circuit of
2 preferred embodiment of the present invention;

FI1G. 3 is an illustration of a ssmple signal wav
sanmples, and written symbols;

FIG. 3A is aun illus
module;

FIG. 3B is an illustration of an implemcmaﬁnn
portion of the branch metric computation module of
3A;

FIG. 4 15

tration of a branch metric computarion

of a
f FIG.
an ilustration of one cell of a FR4 trellis;
FIG. 8 is an ilustration of 4 detected path in ¢ PR4 trellis;
FIG. ¢ is a block diagram of a preferrad embodim
a method for signal detection;
FIG. 7 is an
afsyrabol;

ent of
n iliustration of PR4 detection results at a 44

FIG. 8 is an ilustration of EPR4 detection results at a 4.4
afsynibol;

FIG. %1sa
afsymbaol;

illustration of PR4 detection results at a 3.5
FIG. 1 s an illustration of BEPR4 detection resulis at a 3.5
a/symbel;

FIG. 11 is an illustration of S(AWGINKE mar
for exror rate of 1075 with BPR4 detectors:

FIG. 12 is an tllusiration of PR4 detection
afsymbol; and

F1G. 13 is an illusteation of EPR 4 detec
2.9 a/sy

rins needed

resuits st a 2.9

ction results al a
subol.
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DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 illustrates a magnetic recording sysiem 18, A data
souree 12 supplies data to 2 write signal processing clrenit
14. The sipnal processing circuit 14 converts the wnput data
into signals with a format swmtable for storage on a magnetic
medinm 16, The medivm 16 is typcally a motating disk, 2
“Hoppy” disk, or a tape with magnetic coatings. A write head
18 stores the signals on the medium 16 as a senes of
variations in the magnetic flux of the medium 16. The write
head 18 1s controlled by a write control circuit 28, which
gnals 10 the wrile head 18 1o conirol its position
with respect to the medium 186.

A vead head 22 retrigves the variations in the magneic
fux that are stored on the medium 16, A rcad control circuit
24 supplies signals 1o the read head 22 to control iis position
with respect to the medium 16. The read head 22 provides
a strearn of data 10 2 delector cirenit 26, The detector circult
26 detects the data from the dafa stream and outputs the data.
The detector 26 must be able fo detect the data in the
presence of inteesymbol interference {(“ISI7) noise. Prior art
detector cireuits have employed the maximum lkelhood
sequence (“MLS”} estimation algodthm or peak detection
Ef‘e;:hr'ique‘s The MLS algorithmy analyzes a sequence of
consecutive data and deteimm o5 the output data based on the
sequence. Pesk detection techniques identify analog peaks
in a sequence of data and determine the output daia based on
the peaks.

A block diagram of a US-MLSD detector circunit 38 is
shovwn in FIG. 2. The CS-MLSD detector circuit 28 is a part

of the datector circuit 28 of FIG. L. The detector circuit 28
has a feedback circuit 32 which feeds back inio a Viterbi- hke
detector 38, The outputs of the detector 3 are decisions and
delaved stgnal samples, which are used by the feedback
cirawit 320 A goise statistics tracker circuit 34 uses the
delayed s::ﬁ'plcs and Jetectur decisions to update the noise
statistics, , to update the noise covariance matrices. A
metric wmpu-amn L-}datc: circuit 36 uses the updated
¢ the branch metrics needed 1o
algorithrn, The algonthm does not require
rcplacmg current detectors. 1t simply adds two new blocks
i the feedback loop to adaptively estimate the branch
metrics used in the Vitexrbi-like detecior 34,

The Viterbi-like detector 39 typically has a delay a
ated with it. Umil the detector clrcuit 28 is initiatized, sign nis
of known values rnay be input and delayed signals
output until the detector circuit 28 is indtialized. In ¢
types of delectors, the detecior may be imtiahzed by haviag
the necessary values set.

The correlation-sensitive maximum bkelibood sequence

fetector {CS-MLSD) 28 is descrbed hereinbelow. Assume
that N>1 chanunel bits {symbels), 2,, a .. Ay, are written
on a magnetic medium. The symbok i=], L DN ar
drawn from an alphabet of four symbols, a,, € {+, @, -, «-3}4
The symbols ‘+" and ‘-’ denofe a positive and a2 negative
transition, respecitvely. The symbol ‘@’ denotes a written
zero {no t ‘m:,mou) whase nearest preceding non-zero sym-
bolis a ‘4" while “€3” denotes a wrilten zero whose nearest
g transition is a gegative oug, ie., *~'. This notation
1s used because a simple treatment of transitions as “1’s and
1o tragsitions as ‘0°s s blind to signal asymmetries (MR
head asymmetries and base line drifts), which is inappro-
priate for the present problem. In }I(w 3 a sample wavelfomm
1s iustrated. The signal asymmetties and base line shifls are
exaggeraled in FIG. 3. } G, 3 ¢ ‘h-’)ws the writien

symbols a4, .. ., a;g, as well as the sar STy, ..., g 0f

[¢]
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the read-back waveform, sampled at the

per symbol interval.

When the weiiten sequence of syrubols a;, 1=
read, the readback waveform s passed through
shaping cqualizer and
resuliing o the sequence of samples v, i=1, .. .,
the noise in the system, the samples 1,
random variables. The maximum likelihood detector deter-
mies the seguence of symbols a, that has been written, by
maxiniizing the likelihood function, ie

LN s
4 pulse-
sampled one sample per symbol,
N Due to
are realizations of

carn b, )

[

In (1), the hkelihood funciion £ (r,, ..., rula, .. ., ay)is
the joint probabiity density functicn {(pdf) of the sigoal
samples €, ., Ty, conditioned on the written symbols
3, ...,y The maximization ia {1} is dope over all D(-s&lb]

COR bmatlm% of symbols i the sequence {a,, . .., &

Pue to the stgnal dependent nature of media noise in
magnetic recording, the functional form of joint condintonal
pdf £4r,, ..., neg,. . o, ay) in (1) is different for different
mbol sequences Rather than making this

nociation, the
3 minimum by vsing stmply the same
these different functions,

Sym » A
distinction with more complex but chuttered
notation s kept to
symbol { to denote

ap, ..

By Bayes i'ui::, Llﬁc Joint conditional pdf (likelihood
function) 1s factored into a product of conditional pdfs:
u @
T, iy L o an) = lf(r[ U Fidts s Faiy 1a ven s Q)

i=l

To proceed and obiain wore concrete resulis, the nature of
the noise and of the intersymbol lnterference in magnstic
ecording is exploited.

Finite correlation fength. The conditional pdfs in Eguation
{2} are assumed m be independent of future samples after
some length 20, L 1 length of the poise.
This independence leads to:

1s the correlat

fridrig, .. [P VRN P R €))
Finite {otexsymbol interference. The conditional pdf is

assumed © be independent of sy'nboh that are not o the
Kepeighborhood of v, . . ., r,;. The value of K21 is
determyined by the length of the intersymbol wterference
{ISh}. For e for PR4, K=2, while {for EPR4, K=3.
K, 20 1s defined as the length of the leading (anticausal
and K, =0 is defined as the length of the trailing {causal) ISI,
such that K=K+ +1. With this aotation the conditional pdf

7 ¢ =i - (A
Froes 215+ oo Afnlrg T, )

Subsiituting (4} into (2} and applying Bayes mle, the
fuctored form of the Hkehhood function (conditional pdf) 1s
obtained:
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The factored form of equation {5} is suitable for applying
Viterbi-itke dynaniic pmgt:\mmmc detection techniques
Equation {5} assumes anticausal faciorization, ie., it is
derived by takiag to account the effect of the samples 1,

s Tape 08 1, H oonly the causal effects
an be deri

[AS ]

are taken into
ved as {{r.,

aceount, the caus&l cquivalent of (5) ¢
B,...,8

- e =

o Fien N ik, s ik,

s Firget | Gickps oo @bk,

The causal and anticausal factorization could be combined
to find the geometric mean of the two o form a causal-
anticausal factorization, Since this only complicates deriva-
tions and does not provide further insight, only the anti-
causal Hquation (5} is considered.

Maximizing the likelihood function in (5} is equivalent to
minimizing its pegalive logamthm. Thus, the maximum
likelihood detector 1s now:
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A, represents the branch metric of the frellis/iree
Viterbi-itke algorithm. The metric is a fuscihon of the
observed samples 1y, 1, - - . 5 - £ is also dependent on
the postulated se qus e of written symbols a,-X,,. . .
a+L+K,, which ensures the signal-dependence d the datm--
o, Az a consequence, the bmnch metrics for cvery branch
treliss is S@d on 15 corresponding signal/noise

-

Specific expressions for the branch meirices that result
under different sssumpiions on fhe noise statistics are next
considersd.

Huclidian branch metric. In the simplest case, the noise
samples are realizations of independent idanh?.f-.hy cistrib-
uted Gaussian random variables with zere mean and van-
ance o, This is a white Gaussian noise assumption, This
unplies that the correlation distance 18 =0 and that the noise

pdi's have the same form for all noise samples, The total IS]
‘; agth is asswmed 10 be K=X,+K+1, where I, and K, are the
leading and tratling ISI leagibs, rmpc ctively. The condi-
tional signal pdfs are factored as
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Here the
sequence f symbels. For example

mean signal m; 1s depondent op the wriiten

, for a PR4 chamei, m;

i

-1,6,1}. The branch/tree metric is then the conventionsl
Euclidian distance metric:
0 &

Variapee dependent braoch wetric. B is ageio assumed that
the noise sampies are saraples of independent Gaussiar
variables, but that their variance depends on the wriiten
scqueme of symbols. The noise correlation length is stifl
L=0, but the vartance of the noise samples is po longer
::on:«;.‘.m for all samples. The variance is o, where the index
i denotes the dependence on the written symbol Sequencs.
As for the Enclidian metric, it is asswmed that the total ST
length is K=K 4K +1. The conditional signal pdf is factored
o give:

it %) &
Flrievine s rep LGk s Giiag,)
The corresponding branct meiric is:
NP (4

M. rlugcr;-"+——¢:-lo,
a7

Correlativn-sensitive branch metric. In the most general
case, the correlation length is L>0. The leading and trailing
18T lengths are K, and X, respectively. The npoise 18 now
considered to be both correlated and sxgna‘-dcpf‘x dent. Joint
Gaussian noise pdis are assumed. This assur nntr" 15 wekl
Jus‘x fled i magnetic recording because the experbuental
evidence shows that the domiuant media noisec modes have
(}aussian-like stograros. The conditional pdis do not factor
out 1o this general case, so the general form for the pdf s

) D

L Giniak,

{(E+DxE+1) matrix C; is the covariance matrix of the
a samples 1, 1 <5 Tiyrs When a sequenice of symbols
ik -+ Aareie is wrilten. The malrix ¢, in the denominator
of {11} is the LxL lower principal submatrix of C=fc] The

{1.+1)-dimensional vector N; is the vector of differences

(ol
bt

al

Fads . -

between the observed samples and their expected values
whien the sequence of symbols a; g, - . -, 8,00 15 Watien,
L.

Are i3] (2

the last L

Y

clements of N,
£ i
. \H;L‘““‘-M 31
the general

Wit b ‘{hls notation, correlaticn-sensitive metric

is:
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A = i Sz
M, = log dei—
aet

in the derivations of the branch metrics (8), (10) and (13),
0o implions were made on the exact Viterbi-type
architecture, that is, the metrics can be applied to any
Viterbi-type algorithm such as PRMIL, FDTS/DE, RAM-
RBSE, or, MDFE.

FI1G. &/\ tlustrates & block diagram of a branch metnc
compulation cirowst 48 that computes the metric M, for a
branch of a trellis, as in Equation (13). Each branch of the
frellis requires a circuit 48 © compute the metric M,

A logarithmic circuit 8¢ computes the first term of the
right hand side of (13}

and & quadratic circuit 52 computes the ‘)’ﬁu)"h; texrms of the
right hand side of {13} (1. *n). The arrows
through the circuits 56 and $2 represent f the adm {ive naiure
of the Virtesbi-like detector 38. A sum circnit 5. COrpuies
the sum of the outputs of the circuits 3¢ and 52

As stated above, the covariance matrix is given as:

ising standard tech
shown that:

riques of signal processing, it can be

(15
This ratio of determinanis 1s referred to as o7, Le
. der O (16}
07 = =y
det ¢
it can be shown by usitw standard techuigues of signal
processing that the sum of h(‘ last two terms of {13), Le. the
cutput of the cirenit 82, is:
¥ ‘n an
(18

w; s {(L+1y-dimensional and is g

L+ D] (

Eqguations (17}, {18) aad {16} (the circuit <7‘) can be mple-
mented as a tapped-delay line as dlastmtcd m iy, 38, Fhe
cirenit 52 has L delay circuils 84, The rpvd delay line
i ipiem@matmn shown in FIGS. 3A and 38 is also referred
o as & moving-average, feed-forward, or fntte-tmpulse
respanse filter. The circuit 48 can be implemeniad using any
type of filter as appropriate.
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The adaptation of the vector of weights w, and the
quantity o, © as new decisions are made is essentiaily ag
implementation of the recursive lfeast squares slgonthm.
Alternatively, the adaptation may be made using the least
meat squanes aig-')rhhm
The guantities w; that are subtracted from the cuiput of
the de]ay circuits 54 are the target response values, or mean
signal values of {(12}. The arrows across multipliers 3¢ and
across square devices 58 indicate the adaptive npature, ie.,
the data 4rﬂ-ard€n- nature, of the circuit 52, The weigh

and the value o, gan be adaoted ustng three methods.
w; and o, © can be obtained diree tly from Equations {20) and
{16), respectively, once an estimate of the signal-de

covariance matrix C, is available, Second, w, and o,” can be
calenlated by perf 1p a Cholesky factorization on the

inverse of the covariance matr
1, Cholesky factorizati
the Chole esky factor 1 and o) © s 1h“ frs1 clefr-- 0t of [}]n
disgonal matriz D l}nr‘ w ard o; % can be computed
directly from the dala using a recursive least squares-iype
algorithen. In the first two methods, an estimate of the
covariance maitx is obtained by a recursive least squares
algorithun.

Compuitng the branch metrics o (10} or {13} requires
kuowledge of the signal statistics. These statisfics are the
wean signal values m; o (12) as well as the covarlance
matrices C, i (13}, lq magnetic recording sysiems, these
statistics will generally vary from track io track. For
exarnple, the statistics that apply to 2 track at a certain radius
differ from those for another track ai a different radius
due to different linear track veloc at those radii. Also, the
signal and noise bm‘-‘ﬁ-uus will be dlﬁfuﬂnn if a head is flying
kun_;,h-.ly off-track or if 1t is fying divectly over the track. The
head skew angle is aflothe{ factor that contnibutes 10 different
wstics from track to track. These factors sugpest that the
sysiem that implemenis the metde in (13} peeds to be
flexible to these changes. Storing the statistics for each track
separately is very difficuit because of the memory span
required o acoomplish (his. A reasonable alternative s 1o
use adaptive filtering technigques to track the needed sta
tics.

Tracking the mean
that these values fall

==
s

5

signal values m, s generally done so
on prespecitied fargets. An adaptive

front-end equalizer 1s employed 1o force the signal sample
values 1o their targets. This is certatnly the case with partial

response targets used in algorithms hke PR4, EPR4, or
EEPR4 where the target 1s s piesp pecified to one of the class-
partial responses. Por oxam p ¢, in 4 PR4 system, the signal
saraples, if there is po noise in the systern, fail on one of the
three target values 1, 0, or 1. Typically this is done with an
LMS-class (Jeast mean-squares) algorithm that ensures that
the mean of the signal %arr]plcs is close (o these target values.
In decision feedback equalization (DFE} based detectors or
hivbrids between fix ad delay tree search and DFE, such as
FITS/DFE or ‘\/{D the target response need not be pre-
specified. lustead Lft target values are chosen cn-the-fy by
s aneously u pdatin g the coefiicients of the froni-end and
feed-back equalizers with an LMS-type alporithm.

When there are severe nonlinearities in the system (also
referred to as nonlinesr distortion of nontr Si), a hnear
equalizer will generally got be able to place the signal
samples nght on ta gﬂ[ fostead, the means of the signal
samples w il fali at a different vaiue. For example, it a PR4
sysiom, the response to a sequence of written symbols . . .

&

&, 65, .. . might tesull in mean sample target values .
. (L 1,009, , wihile a g sequence of written symha ...,
S = N mlghi result in a sequence of mean sample
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values . .., 095, -1.05,0,. (,)a,arly in this example, what
hou-d hf: a tazgc value uf 1 becomes either 1, 0.9, or 0.95

depending on the written sequence. Because mean values
and not golsy sayuples are being considersd, this deviation is
due fo ponlincarities 1o the systern. There are two fixes for
this problent. The first is to employ a noulinear filter {neural
network or Volterra series filter) that s capable of overcom-
ing these ponlinear distortionms. Although recently very
popular, such a method introduces further correlation
between noise samples due to the nonlinear character of the
filter. The second fix is to track the nponlinearities in &
'"ee’l‘mck in'“'; and use T"\e trac Leri value in the

symboi sequence . . ., \), +, Q . be consistently .
1, 0.9, ... Then, rather than using the value 110 the
computation for the third target, this behavior can be tr
and the value m;=0.9 canr be used.

{n the remainder of this discussion, for simphicity, it is
assumed that the front-end equa 18 placing the signal
saraples xight on the desired target values and that there 15 Bo
peed for further mean corrections. The focus s shifted to
tracking the noise covariance mairices needed in the com-
putation of the branch metrics (13).

Assume that the seguence of samples 1, 7,,;. . . 2 ¥, IS
observed. Based oun these and all other neighboring samples,
aiter an aprropriare 461:1\' of the ‘\/’itf"bi traliii a decieion ii
made

. ?- . 1+L4~K' Hmc,}' -xﬂ“i‘
noise correlation length 4'1& K-—l{,v 41 s the IST length,
Let the current estimate for the (L+Ux{L+1) covariance
ma[ri‘c corresponding to the sequence of symbols &, ., . ..
> bz i be ({ Co S Hbﬂ@)

This symbol is abbreviated with the shorter notation, C(3).
If the estimate is unbiased, the expected valne of the
estimate is:

. &

where N, is the vector of differsnces between the observed
samples and their ex xpected values, as defined in {12).

Note that once the samples r, 1,,., . . ., [, are observed,
and once 1t 1S decided that most likely they resulted from 2
series of writier symbols 8,5, .. ., fry.g, the sequence of
target {mean) values my, m,,,, . . ., m,,; is known that
correspond to these samples. They are used to conmpute the
vector N, with which empirical rapk-one covariance
matrix N, N7, is formed. In the abscnec of prior information,

e matiix is an estimate for the covariance matrix
for thc cted symbols. fn a recursive adaptive scheme,
this ragk-one data covanance estimate is used 1o update the
current estimaie of the covariance matiix {Y8). Asiruple way
to achieve this i3 provi dui by the recursive least-squares
{RLS) algorithm. The RLS computes the next covariance
matrix estimate C(8) as:

M

[y

Cla=pOC@+1-pOWNS

Here, {1}, 0<f{t)<1, is a forgetting factor. The dependence
on 1 signifies that § is a function of thme. Equation {22) can
be viewed as 2 weighted averaging algorithm, where the data
sample covarian hted by the factor [1-f{8}],
while the previous estimate is weighted by (1), The choice
of B{t) should reflect the nonstationarity degree of the noise.
For exarple, if the nonstationarity is small, B(1) should be
close to 1, while 1t should drop as the nonstationarity lovel
increases. The forgeiting facior is typically taken time-
dependent 10 acconat for the start-up conditions of the RLS
algorithm in (22). As more data is processed, a steady-state

pome

J}
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cted o be achieved and B(t) is made to approach a
constant value, fuitially, 8{1) is close to zero, to reflect the

fack of a good prior estimate (4}, and o rely more on the
data estimate. With time, 3{t} is increased and setiles around
a value close to 1.

The impact of the initial conditions in (22} decays expo-
anentially fast. Hence, the algorithm (23) can be started with
an arbitrary imtial gaess for the covariance matrix O(F), with
the on}" constraint being that the matrix be positive

definite, e.g, a zero matrix or an identity matnx.

IHh)

The one-dimensional equivalent of equation (22) is

& IR (23)

S 2f
Ty =B,

This equation can be used in conjuuction with the metric in
{10).

It is puportant fo point outl that, due to the signal-
dependent character of the medis poise, there will be a
different covariance makxix to frack for each branch u the
tree-trefiis of the Viterebi-like detector. Practical co
ations of memoty requirements, however, lmit the di

ons of the matrices to be tracked. Fortunately, simple 2x2
wirices are enough to show substantial improvement
error rate performarce.

The following example illustra

men-
S{

1guntk‘m in

{22) works. Assume = PR4 target re *;pnns with 3 simple
treilis structure as shown in FIG, 4 Notice Eh i fm PR4, the
symbols can be equated 10 the treflis states, a8 1s illustrated

1 FIG. 4 The mumber next to each bragch in FIG. 4
sresents the taiget value {mean %a(nplﬂ value} for the
respondin lag pdth between states. The target values in PR4
ree values -1, G, or 1.

]

I tins example 2 noise correlation length of =1 is
assymed. 1t 1s also assumed that the leading and trailing IS
fengths are K,=0 and K,=1, respeetively, to give the total 181
kngih K=K, sK+l—” ior the PR4 tespouse. Because =i,
gnal covariance mairices of size (L+Dx{L+1)=2x2 need fo
be iracked. The number of these matrices equals the number
of different comibinations of two consecutive branches in the
trellis. A simple count in FIG. 4 reveals that this number is
16, because there are 4 nodes i the trellis and 2 branches
entering and leaving each nod

S'

Assume that, using the branch metric in (13}, the Viterbi-
fike detecior decides that the most likely written

8,00 &0, 0qual 14, 8, ,, 8, b={5, +, -} This is iliustrated
in PG, 5, where the corresy nding path through the trellis
is highlighted. The noisy signal samples corresponding o
the trellis branches are 1,;—0,0 ind 1, ,=-0.2, which deviaie

S

i+l O

stightly from their ideal partial response inrgc[ values of 1
aud O, respectively.

Suppose ‘bat prior to making the decision {4,

%ii1s
1={&, +, L, the estimate for the covariance matrix
associated w ,‘ms sequence of three symbols
-0.2 ()
0.8

%

Let the forgetting factor be B=0.95. To update the covari-
ance matnx the vecior s first formed:

B 1505 -0 = -0.1-0.2F (@5)

s used 1o find

The rask-one sample covanance matnk N N
the covatiance matrix update
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- (36N
C @, -, ) = B, =3+ (3 A AT b

The matrix €, +, -) becomes our estimate for the
covariance matrix c(\*r-.aponf--r*g to this particular symbol
sequence (trellis path) and is usz,d ifw compute the metrics
(13} in the subsequent steps of the Viterbi- ike algorithr.
FIG. 6 illustrates a flowchart of a method of detect i']é a
sequence of adjacent sigual samples stored on a high densi
magueiic o ice. Viterbi scquence

detection is
38. The sequence
output at step 48.

The past samples

performed using a signal sample at step
detection produces d«,cmmps which are

The signal "f-mpl ts delayad at step
and detector de

43,
cisions are used o upuate the noisc staiistics
b metrics, which are used in the seguence
detection step 38, are caleulated at step 46
{t can be understood by those skilled §
method of FIG. 6 can be pgﬂutmw on a compuier. The steps
may be coded on the computer as a series of tnstructions,
winch, when execunted, cause the compuler to detect a
sequence of adjacent signal samples stored on a high den
maguetic recording device. The computer wmay be, for
cxample, a personal computer, a workstation, or a main
frame computer. The compuler may also have a storage
device, such as a disk array, for storage of the series of
instructions.
Simulation resulis -mrg two partial response detection

algorithms, namely PR4 and EPR4 are now presented. To
create vealisiic wavefonmns, corrupted by media noise, an
efficient stochastic zig-zag model, the TZ-ZT model was
used. These waveforras are then passed theough the detec-
tors, A Lindbolm tnductive head s used for both writing and
reading. Table 1 presents the recording parameters of the
maidel. These recording parameters are chosen so that with
a moderately low symbol density per PWS0, a low number
of wausttion widths a per symbol trapsitivn sepagation
results. Namely, at 3 symbols/PWSH 2 tragsizon separaizon
of only 2.9a 1s present. The transition profile was modeled
by an error function, where the transition widih a denotes the
distance from the trassttion center to the point where the
magpeiization equals M,/2.

the art that the

]

TABLE 1
Recording parameters used in simulations.
Parameter Kymbaot Value
M,
€,
&
aiion width g
d
Q
had gap lc g
ack width ™
Gaassiticn widih parasietes o
percolation length L=14c
30% pulse width PW3s0

able

The syrabels utitizing the (O 4y run length imited code are
written. No error correction 1s appiled, so the obtained error
rates are not bit exror rates, but {raw) symbol error rates.

Roth the PR4 and EPR4 detectors were tested using the
following three different metnie computation methods: the

1: Recording Parameters Used in Simulations
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ance dependent metric (10},
-

Y correlation

Euclidian raetric (8}, the ¥
also referred to as the C1 mefoe, and the
sensitive metric (13}, named the C2 metric f ort. For a
PR4 1arget response, the total ISI length 8 K= +K +1=2,
where the leading and trailing IST lengths are K =0 and K =1
respectively. The notse correlation length for the Euclidian
and the C1 metrics is L={}, and for the C2 metric the noise
correlation leagth is L=1. These three PR4 detectors are
referred o as PR4(Enc), PRACL), and FRAC2).

Similarly to the PR4 detectors, three EPR4 dctpf tors wese
tested, EPFM(FUC) EPRAC1) and FPR4(C..) The only
difference between the PR4 detectors and the EPR4 detec-
fors am t ta gci response and the IS length, which for the
{P}\ { response equals K=} +K, +1=3, with K=1 and
K,

Thﬁ signal ()btained by the TZ-ZT model is already
cam:p-.cc w"ib media noise. 1o this signal white Gaussiar
noise was added (o simulate the head and electronics poise
in a real systern. The power of the additive white Gaussian
noise is quoted as the Qignai to additive white Ganssian noise

ratio, S(AWGINR, which is obtained as:

SAWONE = 10iog

where A, is the mean {media noise freey amplitnde of ar
isolated pulse and 07, is the variance of the additive whi
Gaussian poise. The noise distorted signal is first ¢
through a low-pass flter 1o clean out the noise cutside the
Nyquist band- 'The signal is then sampled at a rate of one
sample per symbol and subsequently passed through a
partial respouse shaping filter, etther PR4 or [PR4. The
partial response shaping flter is tnplemented as an adapiive
FIR filter whose tap weights are adjusted using the TMS
algorithm. Note that both filters add correlation to the notse.
For the CI and CZ metrics in {10) and (1’%‘;, ihe RLS
algorithms (22} and (23} are used to estimate the noise
variagees and covariance ratrices for the branch metric
computations. Iy both cases, the forgetting factor s set 10
=095
All six detection algorithms were tested at three differen

recording deasifies.

Symbol separation of 4.4a. This recording deusity corre-
sponds to a symbol density of 2 syrabols/PW5(, see Table 1
F1G. 7 shows the symbol error tate performance of the FR4
detectors for different additive n SNRs. The media noise
s embedded in the system, which is why the x-axis on the
graph is labeled as S(AWG)HNR instead of stmply SNR. At
this density, the FR4(Euc) and PRACL) ¢ fetectors perform
just about the same and the PRAC?) detector outperforms
them both by about 3 dB. The reason for thas 1s that the PR4
shaping filter averages noise samples from different
symbols, which masks the 515( 1l dcpf{dex ¢ pature of the
medis noise. This is why there is not much to gain by using
PRA(CY) instead of PR4{Euc). The PR4 (LZ: detector per-
forms better because it parnally removes the effects of noise
correlation introduced by thﬂ PR4 shaping filter. HG. 8
shows how the EPR4 detectors pedform al this same ty
{symbol separation 4.4a). In’* PR/-HCZ) tias the best perfor-
mance and PR4{Fuc) has the worst. The difference it
periormance at the error rate of 107° is only about 0.5
between PRA(Euc) and PRA(C2). This is because the media
potse power at this density s low and the signal is well
matched to the target so the EPR4 shaping filter does not
introduce unnecessary noise correlation.

Symbol separation of 3.5a. This recording density
sponds to a symbol density of 2.5 symbols/PWS0, TIG.

s

Orre-

g
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shows the performance of the PR4 detectors at this density.
FiG. 9 s similar to PG, 7, except that the error rates have
'nruxe" This 18 again due to a mismalch between the
o signal and the PB4 target response, which s why the
PR4 shaping filter fnreduces corelation in the noise. PR4
{C2) still outperforrus the two other algorithms, showing the
value of exploiting the corrslation across signal samples.

FiG. 18 shows the error rates obiained when using the
EPRA detectors. Due to a higher densily, the media notse is
higher than 1 the previous example with symbol separations
of 4.4a. This is why the graph in FIG. 18 has moved to the
right by 2 dB in comparison io the graph in FIG. §. While
the required S(AW{TINR increased, the margin between the
EPHA(Euc) and EPRA(C2) also increased from about 0.5 dB
io about 1 dB, suggesting that the correlation-sensitive
metric 1s more resilient o density increase. This is iflustrated
in FIG. 11 where the S(AWG)INR required for an crror rate
of 1077 is plotied versus the linear density for the three EPR4
detectors. Frora FIG. 31 it can be seen that, for exaraple,
with an S(A\VG)NR of 15 dB, the EPR(Buc) detector
operates al a Huear deasity of about 2.2 symbols/PW30 and
the EFRA(C2) detecior operates at 2.4 symbols/PWS0, thus
achieving a gain of about 10% of linear density.
Symbol separation of 2.%a. This recording density corre-
spends to & symbol density of 3 symb W0, Thue b
very low number of symbols per 4, this is the density Wl
the detectors significantly lose performance dus to the
pbi’(‘@;a‘{l"'ﬁ of magnetic domains, also referred fo as non-

A3y

linesr amplitude loss of partial signal erasure. FIGS. 12 and

13 show the performance of the PR4 and EPR4 families of

detectors at mis density. The detectors with the €2 metric
owiperform the other fwo metrics. The error rates are quite
high in all cases. This is because at the symbol separations
of 2.9a, noalinear effects, such as partial erasure due to
pero’)‘-atis‘n of domuins, start to dominate. These effects can
ouly be undone with & nenlinear pulse shaping filier, which
have not been employed bere.

The experimental evidence shows that the correlation
sensitive sequence detector ouiperforms the correlation
insensitive detectors. It has also been demonstrated that the
performance margin betwsen the correlation seusttive and
the eorrelation insensitive detectors grows with the record-
g L‘-cnsity I other words, the performance of the corre-
ation insemsitive detector deteriorates faster than *he p(:f~
srmance of the cnrfeia[ior- seasifive dete
Quantitatively, this margin depends on the amount « f
relation in the noise p'aSSC" through the system.
Quahiail’ve‘)_ the higher the correlation bctwv‘t. the noise
samples, the greater will be the margin between the US-SD
and s correlation insensitive counter part.

While the present mvention has been described 1n con-
junction with preferred embodiments thereof, mauy modi-
fications and variations witl be apparent 1o those of ordinary
skill in the art. For example, the present invention may be

|C.['

[
==

j—

ity
o

used to detect a sequence that explotts the corvslat

between adjacent sigpal samples for adaptively detectin g 8
sequence of symbols through a communications channel.
The foregoing description and the following claims are

intended to cover all such moditications and variation
What 1s claimed is:
1. A method of d”‘t@"fﬂil‘il‘é branch metric values for
branches of a trellis for a Virterbi-like detector, comprising:
selecting a branch metric function for each of the
branches at a certain time Index; and

applying each of said selected functons 1o 4 plurality of
signal samples © determine the metric value corre-

sponding o the branch for which the applied branch
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metric function was selected, wherein each sample
corresponds o & different sampling time instant.
2. The method of claim 1 further compnising the step of
recetving said signal samples, said signal samples hav
signal-dependent noise, comrelated noise, or both si
dcpen(inm and correlated noise associated therewith.
The method of claim 1 wherein said branch metric
functions for each of the branches are selecied from a set of
signal-dependent branch meiric funciions.

4. A method of determining branch wmeiric Values for
branches of a trellis for a Viterbi-like detector, comprising:

seleciing a branch metric function for cach f the

branches at a certain time index from a set of signal-
dependent branch metric functions; and

applying each of said selected functions to a plurality of

signal samples to determine the metne valie corre-
sponding to the branch for which the applied branch
metric function was selected, wherein each sample
corresponds to a different sampling time instant.

5. The raethod of claim 4 further comprising the step of
recelving said sigoal samples, sald signal sampks having
signal-dependent noise, coreelated noise, or both signal-
depepdent and correlated noise associated therewith.

§. A method of generating a signal-dependent braanch
weight for branches of a wellis for 2 Viterbi-like detector,
comprising:

10

selecting a plurality of signal samples, wherein cach
sample corresponds to a different sampling time

instant;

calenlating a first value represen ug a brn Chi- icp £ iept
joint probability density function of a subset © 1
sipnal samiples;

caleudating a second value representing a branch depern-

dent joint probability density function of said signal
saraples;

caleulating the branch weight from said first and second

values; and

outpuiting the branch weight.

7. The method of claim 6 further comprising the step of

orrecting the branch weight by an additive term.

bK The method of claim & further comprising the siep of
correcting the branch weight by & multiplicative term.

8. The method of claim 7 wherein said correc
wmchides the step of seleciing a third value represeniing a
prior branch probability for use as said sdditive term.

18. A mothod of gonerating a branch weight for brane
of a trellis for a Viterbi-like detector, wherein the detector is

used in a system having (:auaqar- neise, comprsing:
selecting a plurality of signal samaples, wherein
sawple corresponds 10 a different sampling

instant;

caleulaiing a first value represeniing a logarithm of a
guotient of a determinant of a rellis branch dependent
covariance matrix of said signal samples and a deter-
punant of a trellis branch dependent covarance mairix
of a subset of said signal sample

calewlating a second value representing a quadratic of said
<-gnai sanrples less a plurality of target values normal-

zed by & trellis branch dependent covariance of said
ipnal samples;
cal u.ﬂd'ms, third value representing a quadratic of a
subset of said signal samples loss a plurality of channel
target values normalized by a trellis branch dependent
covarianee of said subset of signal samples;
calenlating the branch weight from said first, second, and
third values; and




US 6,201,839 Bl

18

outputiing said bragch weight.

11 A method for defecting a sequence that exploils the
correlation between adjacent signal ampies for ac ‘aﬂtiwzly
detecting a seguence of symbols stored a high density
nmagpetic recording device, comprisiag [h'@ sieps of:

{a} performing a Virterbi-like sequence detection on a
plurality of signal samples using a plurality of corre-
lation sensitive branch meirics;

{b} outpuiting a delaved decision on the recorded symbol;

{c} outputting s delayed signal sample'

{d) adap vely updating a plural y of ¢ covariance
mairices in respouse to said delayed signal samples and
said delayed decisions;

{e} recalculating said plurality of correlation-sensitive
branch metrics from said noise covariance matrices
using subsequent signal samples; and

{f} repeating steps {a)—{c) for every new signal sample.
The method of claim 11 wherein saxd Virterbi-like
sequence detection is performed using a PRML algonthm.
13, The method of claim 11 wherein said Virterbi-like

sequence detection i3 performed ustng an FDTS/ME algo-
rithm.
14. The method of claim 11 wherein said Virterbi-like

sequence detection
rithu.

18, The method of claim 11 wherein said Vinerbi-like

seguence detection is performed using an MDFEE algorithm.

16. A method for detecting a sequence that exploits the

correlation between adjacent sigoal samnples for .:Uctptivcly
detecting a seguence of symbo ia through a communications
chaanel having intersymbol interference, comprising the
steps of:

{a} performing a Wirterbi-like sequence detection on a
plurality of signal samples using s plurahty of corre-
lation sensitive branch ruetr u.s,

{b) outputting a delayed decision
symbaol;

{c} outputiing 3 delayed signal sample;

{d}) adaptively updating a plurality of noise covariance
maitices in respoase to said delayed signal samples and
said delayed decisions;

{e} recalculating said plurality of correlation-sensitive
branch meirics from said noise covariance matrices
using subsequent signal samples; and

{f} repeating steps {a){c) for every new signal sample.

17. The method of claim 16 wherein said chamnel has

nGnsialionary noise.
18. The method of claim 16 whereln said
RODSLaRONAry Sig fependent poise.

18 A detector circuit for detecting a plurabity of data fromn
a plurality of signal sawples read from a recording medium,
comprising:

a Viterbi-like defector clreuit, said Viterbi- hkc Jetector
cireuit for producing a plurality of delayed d ons
and a plirality of delayed signal samples 1'0m 8
plurality of :,n,r'al sa mpl«,b

a moise statistics fracker circuit responsive to said Viferbi-
like detector circuit for updating a plurality of noise
covariance matrices i response to said delayed deci-
sions and said delayed signal samples; and

is performed using an RAM-RSE algo-

on the fransmitted

channe! has

a correlation-sensitive metric computation update circuit
responsive {0 sad noise statisiies tracker cirenit for
recalculating a plurality of correlation-sensitive branch
metrics from said noise covariance matrices, said
branch metrics oufput 1o said Vilerbi-bke detector
cireuit.

wn

10

20

5
n
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45
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28. A bragch metric co
branch weight for bre
detector, w in the detector is used

Gaussian noise, comprising:

r generating a
a Viterbi-itke
in & system having

a loganthmic cireuit having for each branch an input
responsive to a branch address and an output;

a phurality of arithmetic cirenits each having a fivst input
responsive to a plurality of signal samples, a sect
mpul responsive to & plurality of targst response values,
and an output, wherein each of the arithmetic circuits
corresponds to each of the branches;

a sum ctreutt having for each
sive 1o said output of &
input responsi
circuit,

branch a first mp ut respon-
& loparithnue ¢ , a second
said output of said anthmstic

and an outpul.
21 The arcwt of claim 28 wherein saifi branch metric

computation circuit is a tapped-delay Hoe cironit wi
tive weight.

22. The ciremt of claim 28 wherern said branch metric
computation circutt is an adaptive lincar Hlter cireuit.

23. A systemn for recording information on a maguetic
madium, comprising:

3 adap-

ne signal processi ng cuit for processing a plurality

{ data from a ¢

w

write control cifcui‘f;

[

write head responsive to said write control ¢t for
recoiving a plurality of signals from said write signal
processing circuit, said write hiead for writing said
sipnals (o the recording medivm;

;

3 control circuit;

a read head for reading said signals from th iewm‘u g
medium, said read head respousive o said read control

cireuit; and

s detector circuit for detecting a ph.ra\ ity of data from sa
read signals, said detector comprising,

a Vit detector cireutt, said Viterbt-like detector
cireuit for producing a plurality of delayed decisions
and a plurality of delaved sigual samples from a
plurality of signal samples;

2 pose ‘iz\ti‘«; ¢s fracker circuit responsive to said Viterbi-
Ike detector for updating a plurality of noise

covariance matrices 1n response 1o said delayed deci-

sions and said delayed signal samples; and
a correlation-sensitive meiric computation update curomt
rcs,p onsive to said pose statisties tracker cireuit for
recalenlating a pluxahty of courelation-sensitive branch
metrics from said noise covariance matrices, sad
branch metrics oulput to said Viterbi-like detector
circuit.
24. A system for
medinm, comprising

circuit

CIX

recording information on a magnetic

e signal processing circuit for processing a plurality
data from a data source;

rite conirol circuit;

write |

w

~

i responsive 10 said write control cireui
recetving s plurality of signals from sald write signal
processing cieeudt, said write head for wiling said
signals to the recording medium;

read controf curouit;

=]

o0

read head for reading said signals from the recording
medinm, said read head responsive to said read conirol
circuli; and

a detector ciremt for detecting a pluratity of data from saxd
read signals, said detector cireuit having a cireuit for
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selecting a branch raetric function for each branch of &
trellis and for applying said metric function io a plu-
rality of time variant signal samples to determine
plurality of branch ruewric values.

5. A sysiem "or recording lnformation on a magnetic

mednim, comprising;

a write signal processing circuit for processing a plurali

of data from a data source;

=
=
L)

@

write control cirenit;

P

write head responsive to satd write control cirenit for
recetving a plurality of sigpais from said write sigual
processing circult, said write head for writing said
signals 1o the recording medin;

read control circuit;

o

from ihc mm-dmo
d control

P

road head for reading said signals £
medinm, said read head responsive to said ¢
circuit; and

a detector circuit for detecting a plurality of data from said
read signals, said detector circuit having a cirewst for
selecting a branch metrc functivn for each branch of 2
trellis ai a certain time index from a set of signal-
dependent branch metric functions and for applying
said selected function to a plurality of time variant
signal samples to determine a plurality of branch metric

sajues.
26, A systern .*") recording information on a magnetic
medrm, comprising;
a write signal processing circuit for processing a plurality
of dats from s data sousce;
a write control circuit;
a wiite head responsive to said write control cireuit for

receiving a plurality of Siglhhb from said write signal
processing cireut, said write head for writing said
siguals o the recording medium;

read control circuif;

XIS

read bead for reading said signals from the weording
medinm, said read head responsive 1o said read control
cirenit; and

18

a detector cirenit for detecting a pluratity of data from said
read signals, said detector cirenit having a tappm -delay
finc branch metric computation circuit, the computatios

ciremtt wckhding:

wn

a loganthmic circuit baving for cach branch an ioput

responsive to a branch address and an output;

plurality of arithmetic circuits each having a first input
responsive to a plurality of signal samples, a second
input responsive to a plurshity of target response values,
and an oulput, wherein cach of the arithrmetic cireuits
corresponds to cach of the branches;

R

10

:\:

sum circuit taving for cach beanch a fiest {nput respon-
sive 1o said output of said logarithmic circuit, a second

13 foput responstve o said output of said arithmetic
circuit, and an output.

27. A computer-readable
{Bsruction

medium having stored therzon

is which, when executed by a processor,
0 p iform the steps of:

ach motric function for cach branch of a

i-like detector al a certain time ndex;

Py

trel bs fora ‘v t
and
applying each of said selected functions to a plurality of
time variant signal samples to determine a branch
metric value corresponding fo the branch for which the
applied branch metric funciton was selected.
28 A computer-readabh medinm having s tored
uctions which, when exe iby a processor,
50 processor o perform the ’\[t‘}‘b of:

thereon
ause saxd

.
o
w
o
[

cuted

selecting a branch metric function for each branch of a
treilis for a Viterbi-like detector at a certain time index
frora a set of signal-dependent branch metric functions;
and

applying cach of said selected functions to a plurality of
fime varlant signal ples 1o detcrmin‘ 4 branch
metric value corresy o the bra sr which the
applied brave

X

5
n
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