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ABSTRACT
The present invention is directed to a method of determining branch metric values for branches of a trellis for a Viterbi-like detector. The method includes the step of selecting a branch metric function for each of the branches at a certain time index. The method also includes the step of applying the selected function to a plurality of time variant signal samples to determine the metric values.
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BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention is directed generally to high density magnetic recording sequence detectors, and, more particularly, to correlation-sensitive sequence detectors.

2. Description of the Background

In recent years, there has been a major shift in the design of signal detectors in magnetic recording. Traditional peak detectors (PD), such as those described in Nakagawa et al., "A Study of Detection Methods of NRZ Recording", IEEE Trans. Magn., vol. 16, pp. 1041–1049, Jan. 1980, have been replaced by Viterbi-like detectors in the form of partial response maximum likelihood (PRML) schemes or hybrids between tree/trellis detectors and decision feedback equalizers (DFE), such as PDTSE, MDSE, and RAM-SE. These methods were derived under the assumption that additive white Gaussian noise (AWGN) is present in the system. The resulting tree/trellis branch metrics are then computed as Euclidian distances.


These methods do not take into consideration the correlation between noise samples in the readback signal. These correlations arise due to noise coloring by front-end equalizers, media noise, media nonlinearities, and magnetostrictive (MR) head nonlinearities. This noise coloring causes significant performance degradation at high recording densities. Thus, there is a need for an adaptive correlation-sensitive maximum likelihood sequence detector (MLSD) without making the usual simplifying assumption that the noise samples are independent random variables.

SUMMARY OF THE INVENTION

In high density magnetic recording, noise samples corresponding to adjacent signal samples are heavily correlated as a result of front-end equalizers, media noise, and signal nonlinearities combined with nonlinear filters to cancel them. This correlation deteriorates significantly the performance of detectors at high densities.

The trellis/tree branch metric computation of the present invention is correlation-sensitive, being both signal-dependent and sensitive to correlations between noise samples. This method is termed the correlation-sensitive maximum likelihood sequence detector (CS-MLSD), or simply correlation-sensitive sequence detector (CS-SD).

Because the noise statistics are non-stationary, the noise sensitive branch metrics are adaptively computed by estimating the noise covariance matrices from the readback data. These covariance matrices are different for each branch of the tree/trellis due to the signal dependent structure of the media noise. Because the channel characteristics in magnetic recording vary from track to track, these matrices are tracked on-the-fly, recursively using past samples and previously made detector decisions.

The present invention represents a substantial advance over prior sequence detectors. Because the present invention takes into account the correlation between noise samples in the readback signal, the detected data sequence is detected with a higher degree of accuracy. These advantages and benefits of the present invention, and others, will become apparent from the Detailed Description of the Invention hereinbelow.

BRIEF DESCRIPTION OF THE DRAWINGS

For the present invention to be clearly understood and readily practiced, the present invention will be described in conjunction with the following figures wherein:

FIG. 1 is an illustration of a magnetic recording system;
FIG. 2 is an illustration of a CS-MLSD detector circuit of a preferred embodiment of the present invention;
FIG. 3 is an illustration of a sample signal waveform, its samples, and written symbols;
FIG. 3A is an illustration of a branch metric computation module;
FIG. 3B is an illustration of an implementation of a portion of the branch metric computation module of FIG. 3A;
FIG. 4 is an illustration of one cell of a PR4 trellis;
FIG. 5 is an illustration of a detected path in a PR4 trellis;
FIG. 6 is a block diagram of a preferred embodiment of a method for signal detection;
FIG. 7 is an illustration of PR4 detection results at a 4 a/symbol;
FIG. 8 is an illustration of EP4 detection results at a 4 a/symbol;
FIG. 9 is an illustration of PR4 detection results at a 3.5 a/symbol;
FIG. 10 is an illustration of EP4 detection results at a 3.5 a/symbol;
FIG. 11 is an illustration of S(AW)NR margins needed for error rate of 10^-6 with EP4 detectors;
FIG. 12 is an illustration of PR4 detection results at a 2.9 a/symbol; and
FIG. 13 is an illustration of EPR 4 detection results at a 2.9 a/symbol.
DETAILED DESCRIPTION OF THE INVENTION

FIG. 1 illustrates a magnetic recording system. A data source 12 supplies data to a write signal processing circuit 14. The signal processing circuit 14 converts the input data into signals with a format suitable for storage on a magnetic medium 16. The medium 16 is typically a rotating disk, a "floppy" disk, or a tape with magnetic coatings. A read head 18 stores the signals on the medium 16 as a series of variations in the magnetic flux of the medium 16. The write head 18 is controlled by a write control circuit 20, which supplies signals to the write head 18 to control its position with respect to the medium 16.

A read head 22 retrieves the variations in the magnetic flux that are stored on the medium 16. A read control circuit 24 supplies signals to the read head 22 to control its position with respect to the medium 16. The read head 22 provides a stream of data to a detector circuit 26. The detector circuit 26 detects the data from the data stream and outputs the data. The detector 26 must be able to detect the data in the presence of intersymbol interference (ISI) noise. Prior art detector circuits have employed the maximum likelihood sequence (MLS) estimation algorithm or peak detection techniques. The MLS algorithm analyses the sequence of consecutive data and determines the output data based on the sequence. Peak detection techniques identify analog peaks in a sequence of data and determine the output data based on the peaks.

A block diagram of a CS-MLSD detector circuit 28 is shown in FIG. 2. The CS-MLSD detector circuit 28 is a part of the detector circuit 26 of FIG. 1. The detector circuit 28 has a feedback circuit 30 which feeds back into a Viterbi-like detector 30. The outputs of the detector 30 are decisions and delayed signal samples, which are used by the feedback circuit 32. A noise statistics tracker circuit 34 uses the delayed samples and detector decisions to update the noise statistics, i.e., to update the noise covariance matrices. A metric computation update circuit 36 uses the updated statistics to calculate the branch metrics needed in the Viterbi-like algorithm. The algorithm does not require replacing current detectors. It simply adds two new blocks in the feedback loop to adaptively estimate the branch metrics used in the Viterbi-like detector 30.

The Viterbi-like detector 30 typically has a delay associated with it. Until the detector circuit 28 is initialized, signals of known values may be input and delayed signals are output until the detector circuit 28 is initialized. In other types of detectors, the detector may be initialized by having the necessary values set.

The correlation-sensitive maximum likelihood sequence detector (CS-MLSD) 28 is described hereinbelow. Assume that N=1 channel bits (symbols), a_1, a_2, ..., a_N, are written on a magnetic medium. The symbols a_i, i=1, ..., N, are drawn from an alphabet of four symbols, s<b>, s>, s=, s>. These symbols '+' and '-' denote a positive and a negative transition, respectively. The symbol '+' denotes a written zero (no transition) whose nearest preceding non-zero symbol is a '+' while '-' denotes a written zero whose nearest preceding transition is a negative one, i.e., '-' . This notation is used because a simple treatment of transitions as '1's and no transitions as '0's is blind to signal asymmetries (MR head asymmetries and head and line drifts), which is inappropriate for the present problem. In FIG. 3 a sample waveform is illustrated. The signal asymmetries and line shifts are exaggerated in FIG. 3. FIG. 3 also shows the written symbols a_1, ..., a_N as well as the samples r_1, ..., r_N of the read-back waveform, sampled at the rate of one sample per symbol interval.

When the written sequence of symbols a_i, i=1, ..., N, is read, the readback waveform is passed through a pulse-shaping equalizer and sampled one sample per symbol, resulting in the sequence of samples r_i, i=1, ..., N. Due to the noise in the system, the samples r_i are realizations of random variables. The maximum likelihood detector determines the sequence of symbols a_i that has been written, by maximizing the likelihood function, i.e.: 

\[
\hat{a}_1, \ldots, \hat{a}_N = \text{argmax}_{a_1, \ldots, a_N} \left\{ f(r_1, \ldots, r_N | \hat{a}_1, \ldots, \hat{a}_N) \right\}
\]

In (1), the likelihood function f(r_1, ..., r_N | a_1, ..., a_N) is the joint probability density function (pdf) of the signal samples r_1, ..., r_N, conditioned on the written symbols a_1, ..., a_N. The maximization in (1) is done over all possible combinations of symbols in the sequence \{a_1, ..., a_N\}.

Due to the signal dependent nature of media noise in magnetic recording, the functional form of joint conditional pdf f(r_1, ..., r_N | a_1, ..., a_N) in (1) is different for different symbol sequences a_1, ..., a_N. Rather than making this distinction with more complex but cluttered notation, the notation is kept to a minimum by simply using the same symbol f to denote these different functions.

By Bayes rule, the joint conditional pdf (likelihood function) is factored into a product of conditional pdfs:

\[
f(r_1, ..., r_N | a_1, ..., a_N) = \prod_{i=1}^{N} f(r_i | a_i, a_{i-1}, ..., a_1).
\]

To proceed and obtain more concrete results, the nature of the noise and of the intersymbol interference in magnetic recording is exploited.

Finite correlation length. The conditional pdfs in Equation (2) are assumed to be independent of future samples after some length L=0. L is the correlation length of the noise. This independence leads to:

\[
\psi_{r_1, \ldots, r_L} = \psi_{r_{L+1}, \ldots, r_N} \psi_{r_1, \ldots, r_L}.
\]

Finite intersymbol interference. The conditional pdf is assumed to be independent of symbols that are not in the K-neighborhood of r_1, ..., r_N. The value of K=1 is determined by the length of the intersymbol interference (ISI). For example, for FRA, K=2 while for EPR, K=3. K=K_0 is defined as the length of the leading (anticausal) ISI and K_0=0 is defined as the length of the trailing (causal) ISI, such that K=K_0=K_0+1. With this notation the conditional pdf in (3) can be written as:

\[
\psi_{r_1, \ldots, r_N} = \psi_{r_{L+1}, \ldots, r_N} \psi_{r_1, \ldots, r_L}.
\]

Substituting (4) into (2) and applying Bayes rule, the factored form of the likelihood function (conditional pdf) is obtained.
\[ f(r_1, \ldots, r_N | a_1, \ldots, a_N) = \prod_{i=1}^{N} f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N) \]

\[ = \prod_{i=1}^{N} \frac{f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N)}{f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N)} \]

The factorized form of equation (5) is suitable for applying Viterbi-like dynamic programming detection techniques. Equation (5) assumes anticausal factorization, i.e., it is derived by taking into account the effect of the samples \( r_{i+1}, \ldots, r_N, \) on \( r_i \). If only the causal effects are taken into account, the causal equivalent of (5) can be derived as:

\[ f(r_1, \ldots, r_N | a_1, \ldots, a_N) = \prod_{i=1}^{N} \frac{f(r_i | r_{i+1}, \ldots, r_N, a_1, \ldots, a_N)}{f(r_i | r_{i+1}, \ldots, r_N, a_1, \ldots, a_N)} \]

The causal and anticausal factorization could be combined to find the geometric mean of the two to form a causal-anticausal factorization. Since this only complicates derivations and does not provide further insight, only the anticausal Equation (5) is considered.

Maximizing the likelihood function in (5) is equivalent to minimizing its negative logarithm. Thus, the maximum likelihood detector is now:

\[ (\hat{a}_1, \ldots, \hat{a}_N) = \arg \min_{a_1} \log \prod_{i=1}^{N} \frac{f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N)}{f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N)} \]

\[ = \arg \min_{a_1} \sum_{i=1}^{N} \log \frac{f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N)}{f(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N)} \]

\[ = \arg \min_{a_1} \sum_{i=1}^{N} \mathcal{M}(r_i | \hat{r}_{i+1}, \ldots, \hat{r}_N, a_1, \ldots, a_N) \]

\( \mathcal{M}_i \) represents the branch metric of the trellis/tree in the Viterbi-like algorithm. The metric is a function of the observed samples \( r_1, r_2, \ldots, r_{L+1} \). It is also dependent on the postulated sequence of written symbols \( a_1, \ldots, a_N \) and \( L+K \), which ensures the signal-dependence of the detector. As a consequence, the branch metrics for every branch in the tree/trellis is based on its corresponding signal/noise statistics.

Specific expressions for the branch metrics that result under different assumptions on the noise statistics are next considered.

Euclidean branch metric. In the simplest case, the noise samples are realizations of independent identically distributed Gaussian random variables with zero mean and variance \( \sigma^2 \). This is a white Gaussian noise assumption. This implies that the correlation distance is \( L=0 \) and that the noise pdfs have the same form for all noise samples. The total ISI length is assumed to be \( K=L+K \), where \( K_l \) and \( K_r \) are the leading and trailing ISI lengths, respectively. The conditional signal pdfs are factored as

\[ f(r_{i+1}, \ldots, r_N | a_{i+1}, \ldots, a_N) = \prod_{i=1}^{N} f(r_i | r_{i+1}, \ldots, r_N, a_1, \ldots, a_N) \]

\[ = \prod_{i=1}^{N} \sqrt{2 \pi \sigma^2} \cdot \exp \left[ \frac{(r_i-m_i)^2}{2\sigma^2} \right] \]

Here the mean signal \( m_i \) is dependent on the written sequence of symbols. For example, for a PR4 channel, \( m_i \in \{-1,0,1\} \). The branch/tree metric is then the conventional Euclidean distance metric:

\[ \mathcal{M}_i = (r_i-m_i)^2 \]

Variance dependent branch metric. It is again assumed that the noise samples are samples of independent Gaussian variables, but that their variance depends on the written sequence of symbols. The noise correlation length is still \( L=0 \), but the variance of the noise samples is no longer constant for all samples. The variance is \( \sigma^2_i \), where the index \( i \) denotes the dependence on the written symbol sequence.

As for the Euclidean metric, it is assumed that the total ISI length is \( K=L+K \). The conditional signal pdfs are factored to give:

\[ f(r_{i+1}, \ldots, r_N | a_{i+1}, \ldots, a_N) = \prod_{i=1}^{N} \sqrt{2 \pi \sigma^2_i} \cdot \exp \left[ \frac{(r_i-m_i)^2}{2\sigma^2_i} \right] \]

The corresponding branch metric is:

\[ \mathcal{M}_i = (r_i-m_i)^2 / \sigma_i^2 \]

Correlation-sensitive branch metric. In the most general case, the correlation length is \( L=0 \). The leading and trailing ISI lengths are \( K_l \) and \( K_r \), respectively. The noise is now considered to be both correlated and signal-dependent. Joint Gaussian noise pdfs are assumed. This assumption is well justified in magnetic recording because the experimental evidence shows that the dominant media noise modes have Gaussian-like histograms. The conditional pdfs do not factor out in this general case, so the general form for the pdf is:

\[ f(r_{i+1}, \ldots, r_N | a_{i+1}, \ldots, a_N) = \sqrt{\det \mathbf{C}_i} \cdot \exp \left[ -\frac{1}{2} \mathbf{r}^T \mathbf{C}_i^{-1} \mathbf{r} \right] \]

The \((L+1) \times (L+1)\) matrix \( \mathbf{C}_i \) is the covariance matrix of the data samples \( r_1, r_2, \ldots, r_{L+1} \) when a sequence of symbols \( a_1, a_2, \ldots, a_{L+1} \) is written. The matrix \( \mathbf{C}_i \) in the denominator of (11) is the \( L \times L \) lower principal submatrix of \( \mathbf{C}_i \). The \( (L+1) \)-dimensional vector \( \mathbf{N}_i \) is the vector of differences between the observed samples and their expected values when the sequence of symbols \( a_1, a_2, \ldots, a_{L+1} \) is written, i.e.:

\[ \mathbf{N}_i = (r_1-m_1) \cdots (r_{L+1}-m_{L+1}) \]

The vector \( \mathbf{m}_i \) collects the last \( L \) elements of \( \mathbf{N}_i \), \( \mathbf{m}_i = (m_1, \ldots, m_L) \).

With this notation, the general correlation-sensitive metric is:
The adaptation of the vector of weights \( \mathbf{w} \) and the quantity \( \sigma_j^2 \) as new decisions are made is essentially an implementation of the recursive least squares algorithm. Alternatively, the adaptation may be made using the least mean squares algorithm.

The quantities \( m_t \) that are subtracted from the output of the delay circuits \( S_4 \) are the target response values, or mean signal values of \((12)\). The arrows across multipliers \( 56 \) and across square devices \( S_S \) indicate the adaptive nature, i.e., the data dependent nature, of the circuit \( S_2 \). The weights \( \mathbf{w} \) and the value \( \sigma_j^2 \) can be adapted using three methods. First, \( \mathbf{w} \) and \( \mathbf{w}^* \) can be obtained directly from Equations \((20)\) and \((16)\), respectively, once an estimate of the signal-dependent covariance matrix \( \mathbf{C}_v \) is available. Second, \( \mathbf{w} \) and \( \mathbf{w}^* \) can be calculated by performing a Cholesky factorization on the inverse of the covariance matrix \( \mathbf{C}_v \). For example, in the \( \mathbf{L}_v \mathbf{D}_v^{-1} \mathbf{L}_v^T \) Cholesky factorization, \( \mathbf{w} \) is the first column of the Cholesky factor \( \mathbf{L}_v \). Third, \( \mathbf{w} \) and \( \mathbf{w}^* \) can be computed directly from the data using a recursive least squares-type algorithm. In the first two methods, an estimate of the covariance matrix is obtained by a recursive least squares algorithm.

Computing the branch metrics in \((10)\) or \((13)\) requires knowledge of the signal statistics. These statistics are the mean signal values \( m_t \) in \((12)\) as well as the covariance matrices \( \mathbf{C}_v \) in \((13)\). In magnetic recording systems, these statistics will generally vary from track to track. For example, the statistics that apply to a track at a certain radius will differ from those for another track at a different radius due to different track velocities at those radii. Also, the signal and noise statistics will be different if a head is flying slightly off-track or if it is flying directly over the track. The head show angle is another factor that contributes to different statistics from track to track. These factors suggest that the system that implements the metric in \((13)\) needs to be flexible to these changes. Storing the statistics for each track separately is very difficult because of the memory span required to accomplish this. A reasonable alternative is to use adaptive filtering techniques to track the needed statistics.

Tracking the mean signal values \( m_t \) is generally done so that these values fall on pre-specified targets. An adaptive front-end equalizer is employed to force the signal samples values to their targets. This is certainly the case with partial response targets used in algorithms like PR4, EEP4, or EEPR4 where the target is pre-specified to one of the class-4 partial responses. For example, in a PR4 system, the signal samples, if there is no noise in the system, fall on one of the three target values \( 1, 0, \) or \(-1\). Typically this is done with an LMS-class (least mean squares) algorithm that ensures that the mean of the signal samples is close to these target values. In decision feedback equalization (DFE) based detectors or hybrids between fixed delay tree search and DFE, such as FDTS/DF or MDPE, the target response need not be pre-specified. Instead, the target values are chosen on-the-fly by simultaneously updating the coefficients of the front-end and feedback equalizers with an LMS-type algorithm.

When there are severe nonlinearities in the system (also referred to as nonlinear distortion or nonlinear ISI), a linear equalizer will generally not be able to place the signal samples right on target. Instead, the means of the signal samples will fall at a different value. For example, in a PR4 system, the response to a sequence of written symbols \( \ldots, \cdot, \cdot \cdot, \cdot, \ldots \) might result in mean sample target values \( \ldots, 0, 1, 0.9, \ldots \), while a sequence of written symbols \( \ldots, \cdot, -\cdot, \cdot, \ldots \) might result in a sequence of mean sample
values, 0.95, -1.05, 0, ... Clearly, in this example, what should be a target value of \( t \) becomes either 1, 0.95, or 0.95 depending on the written sequence. Because mean values and not noisy samples are being considered, this deviation is due to nonlinearities in the system. There are two fixes for this problem. The first is to employ a nonlinear filter (neural network or Volterra series filter) that is capable of overcoming these nonlinear distortions. Although recently very popular, such a method introduces further correlation between noise samples due to the nonlinear character of the filter. The second fix is to track the nonlinearities in a feedback loop and use the tracked value in the metric computation. For example, let the response to a written symbol sequence \( \Theta, \Theta, \ldots \) be consistently \( 0, 1, 0.9, \ldots \). Then, rather than using the value 1 in the metric computation for the third target, this behavior can be tracked and the value \( m = 0.9 \) can be used.

The remainder of this discussion, for simplicity, it is assumed that the front-end equalizer is placing the signal samples right on the desired target values and that there is no need for further mean corrections. The focus is shifted to tracking the noise covariance matrices needed in the computation of the branch metrics (13).

Assume that the sequence of samples \( t_1, t_2, \ldots, t_n \) is observed. Based on these and all other neighboring samples, after an appropriate delay of the Viterbi trellis, a decision is made that the most likely estimate for the sequence of symbols \( s_{t_1}, s_{t_2}, \ldots, s_{t_n} \) corresponding to the sequence of symbols \( t_1, t_2, \ldots, t_n \) is \( \hat{C}(s_{t_1}, s_{t_2}, \ldots, s_{t_n}) \). Here \( L \) is the noise correlation length and \( L = K_p + K_p, + 1 \) is the ISI length. Let the current estimate for the (L-1)th branch (L-1)th covariance matrix corresponding to the sequence of symbols \( s_{t_1}, s_{t_2}, \ldots, s_{t_n} \) be \( \hat{C}(s_{t_1}, s_{t_2}, \ldots, s_{t_n}) \). This symbol is abbreviated with the shorter notation, \( C(t) \).

If the estimate is unbiased, the expected value of the estimated covariance matrix is

\[
E[C(t)] = E[N_{X,X}(t)]
\]

(22)

where \( N_{X} \) is the vector of differences between the observed samples and their expected values, as defined in (12).

Note that once the samples \( t_1, t_2, \ldots, t_n \) are observed, and once it is decided that most likely they resulted from a sequence of written symbols \( s_{t_1}, s_{t_2}, \ldots, s_{t_n} \) is known that corresponds to these samples. The rate at which the vector \( N_{X} \) with the empirical rank-one covariance matrix \( N_{X} N_{X}^{T} \) is formed. In the absence of prior information, this rank-one matrix is an estimate for the covariance matrix for the detected symbols. In a recursive adaptive scheme, this rank-one data covariance estimate is used to update the current estimate of the covariance matrix \( \hat{C}(t) \).

The RLS computes the next covariance matrix estimate \( \hat{C}(t) \) as:

\[
\hat{C}(t) = \hat{C}(t-1) - \frac{\hat{C}(t-1) t(t-1) \hat{C}(t-1)}{\hat{C}(t-1) t(t-1) \hat{C}(t-1) + \beta(t) N_{X} N_{X}^{T}}
\]

(23)

where \( \beta(t) \), \( 0 < \beta(t) < 1 \), is a forgetting factor. The dependence on \( t \) signifies that \( \beta \) is a function of time. Equation (22) can be viewed as a weighted averaging algorithm, where the data sample covariance \( N_{X} N_{X}^{T} \) is weighted by the factor \( [1 - \beta(t)] \), while the previous estimate is weighted by \( \beta(t) \). The choice of \( \beta(t) \) should be such that the nonstationarity degree of the noise is minimized. For example, if the nonstationarity is small, \( \beta(t) \) should be close to 1, while it should drop as the nonstationarity level increases. The forgetting factor is typically chosen time-dependent to account for the start-up conditions of the RLS algorithm in (22). As more data is processed, a steady-state is expected to be achieved and \( \beta(t) \) is made to approach a constant value. Initially, \( \beta(t) \) is close to zero, to reflect the lack of a good prior estimate \( \hat{C}(t) \), and to rely more on the data estimate. With time, \( \beta(t) \) is increased and settles around a value close to 1.

The impact of the initial conditions in (22) decays exponentially fast. Hence, the algorithm (22) can be started with an arbitrary initial guess for the covariance matrix \( \hat{C}(t) \), with the only constraint being that the matrix be positive semidefinite, e.g., a zero matrix or an identity matrix.

The one-dimensional equivalent of equation (22) is

\[
\hat{c}(t) = \hat{c}(t-1) - \frac{\hat{c}(t-1) r(t) \hat{c}(t-1)}{\hat{c}(t-1) r(t) \hat{c}(t-1) + \beta(t) N_{X} N_{X}^{T}}
\]

(23)

This equation can be used in conjunction with the metric in (10).

It is important to point out that, due to the signal-dependent characteristic of the media noise, there will be a different covariance matrix to track for each branch in the tree-trellis of the Viterbi-like detector. Practical considerations of memory requirements, however, limit the dimensions of the matrices to be tracked. Fortunately, simple 2x2 matrices are enough to show substantial improvement in error rate performance.

The following example illustrates how the algorithm in (22) works. Assume a PR4 target response with a simple trellis structure as shown in FIG. 4 Notice that for PR4, the symbols can be equated to the trellis states, as is illustrated in FIG. 4. The number next to each branch in FIG. 4 represents the target value (mean sample value) for the corresponding path between states. The target values in PR4 can be one of three values -1, 0, or 1.

In this example, a noise correlation length of \( L = 1 \) is assumed. It is also assumed that the leading and trailing ISI lengths are \( K_p = 0 \) and \( K_p = 1 \), respectively, to give the total ISI length \( K_p + K_p, + 2 = 2 \) for the PR4 response. Because \( L = 1 \), signal covariance matrices of size (L-1)x(L-1) - 2x2 need to be tracked. The number of these matrices equals the number of different combinations of two consecutive branches in the trellis. A simple count in FIG. 4 reveals that this number is 16, because there are 4 nodes in the trellis and 2 branches entering and leaving each node.

Assume that, using the branch metric in (13), the Viterbi-like detector decides that the most likely written symbols \( s_{t_1}, s_{t_2}, \ldots, s_{t_n} \) equal \( \{ s_0, s_2, s_2 \} = \{ 0, 0, -1 \} \). This is illustrated in FIG. 5, where the corresponding path through the trellis is highlighted. The noisy signal samples corresponding to the trellis branches are \( t = 0.9 \) and \( t = -0.2 \), which deviate slightly from their ideal partial response target values of 1 and 0, respectively.

Suppose that, prior to making the decision \( \{ s_0, s_2, \ldots, s_{t_n} \} = \{ \Theta, \Theta, \ldots \} \), the estimate for the covariance matrix associated with this sequence of three symbols is

\[
\hat{c}(0, 0, 0) = \begin{bmatrix} 0.5 & -0.2 \\ -0.2 & 0.8 \end{bmatrix}
\]

(24)

Let the forgetting factor be \( \beta = 0.95 \). To update the covariance matrix the vector is first formed:

\[
\hat{c}(t) = \begin{bmatrix} 0.5 & -0.2 \\ -0.2 & 0.8 \end{bmatrix}
\]

(23)

The rank-one sample covariance matrix \( N_{X} N_{X}^{T} \) is used to find the covariance matrix update:

\[
\hat{c}(t) = \begin{bmatrix} 0.5 & -0.2 \\ -0.2 & 0.8 \end{bmatrix}
\]

(25)
\[ \tilde{C}(a, +, -) = \beta \tilde{C}(a, 0, +, -) + \epsilon \left( 1 - \beta \tilde{M} N \right) \]

\[ \begin{bmatrix} 0.4755 \\ -0.189 \end{bmatrix} \begin{bmatrix} 0.7620 \end{bmatrix} \]

The matrix \( \tilde{C}(a, +, -) \) becomes our estimate for the covariance matrix corresponding to this particular symbol sequence (trellis path) and is used to compute the metric (13) in the subsequent steps of the Viterbi-like algorithm.

FIG. 6 illustrates a flowchart of a method of detecting a sequence of adjacent signal samples stored on a high density magnetic recording device. Viterbi sequence detection is performed using a signal sample at step 38. The sequence detection produces decisions which are output at step 40. The signal sample is delayed at step 42. The past samples and detector decisions are used to update the noise statistics at step 44. Branch metrics, which are used in the sequence detection step 38, are calculated at step 46.

It can be understood by those skilled in the art that the method of FIG. 6 can be performed on a computer. The steps may be coded on the computer as a series of instructions, which, when executed, cause the computer to detect a sequence of adjacent signal samples stored on a high density magnetic recording device. The computer may be, for example, a personal computer, a workstation, or a mainframe computer. The computer may also have a storage device, such as a disk array, for storage of the series of instructions.

Simulation results using two partial response detection algorithms, namely PR4 and EPR4 are now presented. To create realistic waveforms, corrupted by media noise, an efficient stochastic zig-zag model, the IZ-ZT model was used. These waveforms are then passed through the detector. A Lindholm inductive head is used for both writing and reading. Table 1 presents the recording parameters of the model. These recording parameters are chosen so that with a moderately low symbol density per PW50, a low number of transition widths \( a \) and small transition separation.

\[ S_{AWG} = 10 \log_{10} \left( \frac{A_{\text{rms}}}{\text{SNR}} \right) \]

where \( A_{\text{rms}} \) is the mean (media noise free) amplitude of an isolated pulse and \( \sigma_{\text{rms}} \) is the variance of the additive white Gaussian noise. The noise distorted signal is first passed through a low-pass filter to clean out the noise outside the Nyquist band. The signal is then sampled at a rate of one sample per symbol and subsequently passed through a partial response shaping filter, either PR4 or EPR4. The partial response shaping filter is implemented as an adaptive FIR filter whose tap weights are adjusted using the LMS algorithm. Note that both filters add correlation to the noise. For the C1 and C2 metrics in (10) and (13), the RLS algorithms (22) and (23) are used to estimate the noise variances and covariance matrices for the branch metric computations. In both cases, the forgetting factor is set to \( \beta = 0.95 \).

All six detection algorithms were tested at three different recording densities.

### Table 1: Recording Parameters Used in Simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>media remanence</td>
<td>( M_r )</td>
<td>4900A/m</td>
</tr>
<tr>
<td>media coercivity</td>
<td>( H_c )</td>
<td>1600A/m</td>
</tr>
<tr>
<td>media thickness</td>
<td>( t )</td>
<td>0.05 ( \mu )m</td>
</tr>
<tr>
<td>media cross-track width</td>
<td>( a )</td>
<td>200A</td>
</tr>
<tr>
<td>head-media separation</td>
<td>( d )</td>
<td>15 ( \mu )m</td>
</tr>
<tr>
<td>head field gradient factor</td>
<td>( Q )</td>
<td>0.8</td>
</tr>
<tr>
<td>head gap length</td>
<td>( g )</td>
<td>0.135 ( \mu )m</td>
</tr>
<tr>
<td>track width</td>
<td>( MW )</td>
<td>3 ( \mu )m</td>
</tr>
<tr>
<td>transition width parameter</td>
<td>( \alpha )</td>
<td>0.05 ( \mu )m</td>
</tr>
<tr>
<td>pole length</td>
<td>( L = 3.4a )</td>
<td>0.0266 ( \mu )m</td>
</tr>
<tr>
<td>50% pulse width</td>
<td>PW50</td>
<td>0.167 ( \mu )m</td>
</tr>
</tbody>
</table>

The symbols utilizing the \((0, 4)\) run length limited codes are written. No error correction is applied, so the obtained error rates are not bit error rates, but (raw) symbol error rates.

Both the PR4 and EPR4 detectors were tested using the following three different metric computation methods: the Euclidean metric (8), the variance dependent metric (10), also referred to as the C1 metric, and the 2x2 correlation sensitive metric (13), namely the C2 metric for short. For a PR4 target response, the total ISI length is \( K_x = 1, K_y = 2 \), where the leading and trailing ISI lengths are \( K_x = 0 \) and \( K_y = 1 \), respectively. The noise correlation length for the Euclidian and the C1 metrics is \( L = 0 \), and for the C2 metric the noise correlation length is \( L = 1 \). These three PR4 detectors are referred to as PR4(Euc), PR4(C1), and PR4(C2).

Similarly, to the PR4 detectors, three EPR4 detectors were tested, EPR4(Euc), EPR4(C1) and EPR4(C2). The only difference between the PR4 detectors and the EPR4 detectors are the target response and the ISI lengths. Here the EPR4 target response equals \( K_x = 1, K_y = 3 \), with \( K_x = 1 \) and \( K_y = 1 \).

The signal obtained by the 7Z-ZT model is already corrupted with media noise. To this signal white Gaussian noise was added to simulate the head and electronics noise in a real system. The power of the additive white Gaussian noise is quoted as the signal to additive white Gaussian noise ratio, \( S_{(\text{AWG})}\text{NR} \), which is obtained as:

\[ S_{(\text{AWG})}\text{NR} = 10 \log_{10} \left( \frac{S_{\text{rms}}}{\text{SNR}} \right) \]
shows the performance of the PR4 detectors at this density. FIG. 9 is similar to FIG. 7, except that the error rates have increased. This is again due to a mismatch between the original signal and the PR4 target response, which is why the PR4 shaping filter introduces correlation in the noise. PR4 (C3) still outperforms the other two algorithms, showing the value in exploiting the correlation in the signal samples.

FIG. 10 shows the error rates obtained when using the EPR4 detectors. Due to a higher density, the media noise is higher than in the previous example with symbol separations of 4.5μm. This is why the graph in FIG. 10 has moved to the right by 2 dB in comparison to the graph in FIG. 8. While the required S(AWG)/N0 increased, the margin between the EPR4(Enc) and EPR4(C2) also increased from about 0.5 dB to about 1 dB, suggesting that the correlation-sensitive metric is more resilient to density increase. This is illustrated in FIG. 11, where the S(AWG)/N0 required for an error rate of 10^-7 is plotted versus the linear density for the three EPR4 detectors. From FIG. 11 it can be seen that, for example, with an S(AWG)/N0 of 15 dB, the EPR4(Enc) detector operates at a linear density of about 2.2 symbols/μm and the EPR4(C2) detector operates at 2.4 symbols/μm, thus achieving a gain of about 10% of linear density.

Symbol separation of 2.9μm. This recording density corresponds to a symbol density of 3 symbols/μm. Due to a very low number of symbols per μm, this is the density where the detector sensitivity drops off linearly due to the percolation of magnetic domains, also referred to as nonlinear amplitude loss or partial signal erasure. FIGS. 12 and 13 show the performance of the PR4 and EPR4 families of detectors at this density. The detectors with the C2 metric outperform the other two metrics. The error rates are quite high in all cases. This is because at the symbol separations of 2.9μm, nonlinear effects, such as partial erasure due to percolation of domains, start to dominate. These effects can only be undone with a nonlinear pulse shaping filter, which have not been employed here.

The experimental evidence shows that the correlation sensitive sequence detector outperforms the correlation insensitive detectors. It has also been demonstrated that the performance margin between the correlation sensitive and the correlation insensitive detectors grows with the recording density. In other words, the performance of the correlation insensitive detector deteriorates faster than the performance of the correlation sensitive detector. Quantitatively, this margin depends on the amount of correlation in the noise passed through the system. Qualitatively, the higher the correlation between the noise samples, the greater will be the margin between the CS-SD and its correlation insensitive counterpart.

While the present invention has been described in conjunction with preferred embodiments thereof, many modifications and variations will be apparent to those of ordinary skill in the art. For example, the present invention may be used to detect a sequence that exploits the correlation between adjacent signal samples for adaptively detecting a sequence of symbols through a communications channel. The foregoing description of the following claims are intended to cover all such modifications and variations.

What is claimed is:

1. A method of determining branch metric values for branches of a trellis for a Viterbi-like detector, comprising:
   - selecting a branch metric function for each of the branches at a certain time index; and
   - applying each of said selected functions to a plurality of signal samples to determine the metric value corresponding to the branch for which the applied branch metric function was selected, wherein each sample corresponds to a different sampling time instant.

2. The method of claim 1 further comprising the step of receiving said signal samples, said signal samples having signal-dependent noise, correlated noise, or both signal-dependent and correlated noise associated therewith.

3. The method of claim 1 wherein said branch metric functions for each of the branches are selected from a set of signal-dependent branch metric functions.

4. A method of determining branch metric values for branches of a trellis for a Viterbi-like detector, comprising:
   - selecting a branch metric function for each of the branches at a certain time index from a set of signal-dependent branch metric functions; and
   - applying each of said selected functions to a plurality of signal samples to determine the metric value corresponding to the branch for which the applied branch metric function was selected, wherein each sample corresponds to a different sampling time instant.

5. The method of claim 4 further comprising the step of receiving said signal samples, said signal samples having signal-dependent noise, correlated noise, or both signal-dependent and correlated noise associated therewith.

6. A method of generating a signal-dependent branch weight for branches of a trellis for a Viterbi-like detector, comprising:
   - selecting a plurality of signal samples, wherein each sample corresponds to a different sampling time instant;
   - calculating a first value representing a branch-dependent joint probability density function of a subset of said signal samples;
   - calculating a second value representing a branch-dependent joint probability density function of said signal samples;
   - calculating the branch weight from said first and second values; and
   - outputting the branch weight.

7. The method of claim 6 further comprising the step of correcting the branch weight by an additive term.

8. The method of claim 6 further comprising the step of correcting the branch weight by a multiplicative term.

9. The method of claim 7 wherein said correcting step includes the step of selecting a third value representing a prior branch probability for use as said additive term.

10. A method of generating a branch weight for branches of a trellis for a Viterbi-like detector, wherein the detector is used in a system having Gaussian noise, comprising:
   - selecting a plurality of signal samples, wherein each sample corresponds to a different sampling time instant;
   - calculating a first value representing a logarithm of a quotient of a determinant of a trellis branch dependent covariance matrix of said signal samples and a determinant of a trellis branch dependent covariance matrix of a subset of said signal samples;
   - calculating a second value representing a quadratic of said signal samples less a plurality of target values normalized by a trellis branch dependent covariance of said signal samples;
   - calculating a third value representing a quadratic of a subset of said signal samples less a plurality of channel target values normalized by a trellis branch dependent covariance of said subset of signal samples;
   - calculating the branch weight from said first, second, and third values; and
15 out putting said branch weight.

11. A method for detecting a sequence that exploits the 5 correlation between adjacent signal samples for adaptively detecting a sequence of symbols stored on a high density magnetic recording device, comprising the steps of:

a) performing a Viterbi-like sequence detection on a plurality of signal samples using a plurality of correlation sensitive branch metrics;

b) outputting a delayed decision on the recorded symbol; 10
c) outputting a delayed signal sample;

d) adaptively updating a plurality of noise covariance matrices in response to said delayed signal samples and said delayed decisions;

(e) recalculating said plurality of correlation-sensitive branch metrics from said noise covariance matrices using subsequent signal samples; and

(f) repeating steps (a)–(e) for every new signal sample.

12. The method of claim 11 wherein said Viterbi-like sequence detection is performed using a PRML algorithm. 15

13. The method of claim 11 wherein said Viterbi-like sequence detection is performed using an FPTS/DFT algorithm.

14. The method of claim 11 wherein said Viterbi-like sequence detection is performed using an RAM-SEE algorithm. 20

15. The method of claim 11 wherein said Viterbi-like sequence detection is performed using an MDFE algorithm.

16. A method for detecting a sequence that exploits the correlation between adjacent signal samples for adaptively detecting a sequence of symbols through a communications channel having intersymbol interference, comprising the steps of:

(a) performing a Viterbi-like sequence detection on a plurality of signal samples using a plurality of correlation sensitive branch metrics;

(b) outputting a delayed decision on the transmitted symbol;

(c) outputting a delayed signal sample;

(d) adaptively updating a plurality of noise covariance matrices in response to said delayed signal samples and said delayed decisions;

(e) recalculating said plurality of correlation-sensitive branch metrics from said noise covariance matrices using subsequent signal samples; and

(f) repeating steps (a)–(e) for every new signal sample. 30

17. The method of claim 16 wherein said channel has nonstationary noise.

18. The method of claim 16 wherein said channel has nonstationary signal dependent noise.

19. A detector circuit for detecting a plurality of data from a plurality of signal samples read from a recording medium, comprising:

a) a Viterbi-like detector circuit, said Viterbi-like detector circuit for producing a plurality of delayed decisions and a plurality of delayed signal samples from a plurality of signal samples;

b) a noise statistics tracker circuit responsive to said Viterbi-like detector circuit for updating a plurality of noise covariance matrices in response to said delayed decisions and said delayed signal samples; and

c) a correlation-sensitive metric computation update circuit responsive to said noise statistics tracker circuit for recalculating a plurality of correlation-sensitive branch metrics from said noise covariance matrices, said branch metrics output to said Viterbi-like detector circuit.

20. A branch metric computation circuit for generating a branch weight for branches of a trellis for a Viterbi-like detector, wherein the detector is used in a system having Gaussian noise, comprising:

a) a logarithmic circuit having for each branch an input responsive to a branch address and an output;

b) a plurality of arithmetic circuits each having a first input responsive to a plurality of signal samples, a second input responsive to a plurality of target response values, and an output, wherein each of the arithmetic circuits corresponds to each of the branches;

c) a sum circuit having for each branch a first input responsive to said output of said logarithmic circuit, a second input responsive to said output of said arithmetic circuit, and an output.

21. The circuit of claim 20 wherein said branch metric computation circuit is a tapped-delay line circuit with adaptive weight.

22. The circuit of claim 20 wherein said branch metric computation circuit is an adaptive linear filter circuit.

23. A system for recording information on a magnetic medium, comprising:

a) a write signal processing circuit for processing a plurality of data from a data source;

b) a write control circuit;

c) a write head responsive to said write control circuit for receiving a plurality of signals from said write signal processing circuit, said write head for writing said signals to the recording medium;

d) a read control circuit;

25 e) a read head for reading said signals from the recording medium, said read head responsive to said read control circuit; and

f) a detector circuit for detecting a plurality of data from said read signals, said detector comprising:

a) a Viterbi-like detector circuit, said Viterbi-like detector circuit for producing a plurality of delayed decisions and a plurality of delayed signal samples from a plurality of signal samples;

b) a noise statistics tracker circuit responsive to said Viterbi-like detector circuit for updating a plurality of noise covariance matrices in response to said delayed decisions and said delayed signal samples; and

c) a correlation-sensitive metric computation update circuit responsive to said noise statistics tracker circuit for recalculating a plurality of correlation-sensitive branch metrics from said noise covariance matrices, said branch metrics output to said Viterbi-like detector circuit.

24. A system for recording information on a magnetic medium, comprising:

a) a write signal processing circuit for processing a plurality of data from a data source;

b) a write control circuit;

c) a write head responsive to said write control circuit for receiving a plurality of signals from said write signal processing circuit, said write head for writing said signals to the recording medium;

d) a read control circuit;

25 e) a read head for reading said signals from the recording medium, said read head responsive to said read control circuit; and

f) a detector circuit for detecting a plurality of data from said read signals, said detector circuit having a circuit for
selecting a branch metric function for each branch of a trellis and for applying said metric function to a plurality of time variant signal samples to determine a plurality of branch metric values.

25. A system for recording information on a magnetic medium, comprising:

a write signal processing circuit for processing a plurality of data from a data source;
a write control circuit;
a write head responsive to said write control circuit for receiving a plurality of signals from said write signal processing circuit, said write head for writing said signals to the recording medium;
a read control circuit;
a read head for reading said signals from the recording medium, said read head responsive to said read control circuit; and

a detector circuit for detecting a plurality of data from said read signals, said detector circuit having a circuit for selecting a branch metric function for each branch of a trellis at a certain time index from a set of signal-dependent branch metric functions and for applying said selected function to a plurality of time variant signal samples to determine a plurality of branch metric values.

26. A system for recording information on a magnetic medium, comprising:

a write signal processing circuit for processing a plurality of data from a data source;
a write control circuit;
a write head responsive to said write control circuit for receiving a plurality of signals from said write signal processing circuit, said write head for writing said signals to the recording medium;
a read control circuit;
a read head for reading said signals from the recording medium, said read head responsive to said read control circuit; and

a detector circuit for detecting a plurality of data from said read signals, said detector circuit having a tapped-delay line branch metric computation circuit, the computation circuit including:
a logarithmic circuit having for each branch an input responsive to a branch address and an output;
a plurality of arithmetic circuits each having a first input responsive to a plurality of signal samples, a second input responsive to a plurality of target response values, and an output, wherein each of the arithmetic circuits corresponds to each of the branches;
a sum circuit having for each branch a first input responsive to said output of said logarithmic circuit, a second input responsive to said output of said arithmetic circuit, and an output.

27. A computer-readable medium having stored thereon instructions which, when executed by a processor, cause said processor to perform the steps of:

selecting a branch metric function for each branch of a trellis for a Viterbi-like detector at a certain time index; and

applying each of said selected functions to a plurality of time variant signal samples to determine a branch metric value corresponding to the branch for which the applied branch metric function was selected.

28. A computer-readable medium having stored thereon instructions which, when executed by a processor, cause said processor to perform the steps of:

selecting a branch metric function for each branch of a trellis for a Viterbi-like detector at a certain time index from a set of signal-dependent branch metric functions; and

applying each of said selected functions to a plurality of time variant signal samples to determine a branch metric value corresponding to the branch for which the applied branch metric function was selected.
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