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ABSTRACT
This paper presents a novel methodology to handle time-varying safety-critical constraints under high level of model uncertainty with application to dynamic bipedal walking with strict foot-placement constraints. This paper builds off recent work on optimal robust control through quadratic programs that can handle stability, input / state dependent constraints, as well as safety-critical constraints, in the presence of high level of model uncertainty. Under the assumption of bounded uncertainty, the proposed controller strictly guarantees time-varying constraints without violating them. We evaluate our proposed control design for achieving dynamic walking of an underactuated bipedal robot subject to (a) torque saturation constraints (input constraints), (b) contact force constraints (state constraints), and (c) precise time-varying footstep placements (time-varying and safety-critical constraints). We present numerical results on RABBIT, a five-link planar bipedal robot, subject to a large unknown load on its torso. Our proposed controller is able to demonstrate walking while strictly enforcing the above constraints with an unknown load of up to 15 Kg (47% of the robot mass.)

1 Introduction

Control design for nonlinear systems to achieve stability while simultaneously enforcing input, state, and safety constraints is challenging. Doing this under high levels of model uncertainty is even harder. The proposed controller offers a way to address stability while strictly enforcing input, state, and time-varying safety constraints without violations even under the presence of model uncertainty. Although several approaches exist separately for constrained control (MPC, reference governors, etc.) and robust control ($H_{\infty}$, LQG, sliding mode, etc.), addressing these constraints simultaneously for nonlinear systems in real-time is challenging.

Recently, a novel method of Control Barrier Function incor-
porated with Control Lyapunov Function based Quadratic Programs (CBF-CLF-QPs) was introduced in [1], that can handle state-dependent constraints effectively in real-time. Preliminary experimental validations were carried out on the problem of Adaptive Cruise Control in [13]. The methodology has also been extended to safety constraints on Riemmanian manifolds [23] and dynamic walking of bipedal robots [17, 9]. Time-varying safety-critical constraints are addressed in [24]. Although these controllers provide impressive results in terms of stability and constraints, they are highly dependent on the knowledge of an accurate system model. A robust version of the CBF-CLF-QP controller was presented in [19] which handles model uncertainty, but does not handle time-varying safety-critical constraints.

Here, we develop a controller that robustly enforces time-varying safety-critical constraints, in addition to input and state constraints. We provide a validation through dynamic bipedal walking with precise footstep placements on moving stepping stones. Designing real-time feedback controllers for achieving dynamic walking with precise footstep placement is challenging. Trying to do this for time-varying (moving) stepping stones when subject to high levels of model uncertainty is even harder. We develop an optimal robust controller using control Lyapunov functions for stability and control Barrier functions for safety and strictly enforce footstep placement and friction constraints. Furthermore, we consider large model uncertainty and still guarantee no constraint violation.

Foot placements for fully actuated legged robots essentially rely on quasi-static walking using the ZMP criterion that requires slow walking speed and small steps [11,12,4]. Impressive results in footstep planning and placements in obstacle filled environments with vision-based sensing was carried out in [14,5]. However, these methods are not applicable for dynamic walking with faster walking gait. The DARPA Robotics Challenge has inspired several new methods, some based on mixed-integer quadratic programs [6]. However, as mentioned in [7, Chap. 4], the proposed method of mixed-integer based footstep planning does not offer dynamic feasibility even on a simplified model.

Prior work in [19] presented an optimal robust controller to enforce input, state, and safety constraints under model uncertainty. However robust time-varying safety constraints were not handled. Prior work in [17] presented dynamic bipedal walking over stepping stones, but did not handle time-varying (moving) stepping stones or model uncertainty. Our preliminary results in [21] addresses time-varying stepping stones, but not model uncertainty. With respect to prior work, the primary contributions of this paper are:

- Novel footstep placement approach based on real-time feedback controller that can tackle time-varying (moving) stepping stones by explicitly taking into account their motion.
- The application of the optimal robust control via quadratic programs to achieve dynamic bipedal walking over time-varying (moving) stepping stones while carrying a large unknown load.

The rest of the paper is organized as follows. Sections 2 and 3 revisit Control Lyapunov Functions and Control Barrier Functions. Section 4 presents the optimal robust control using a CBF-CLF-QP. Section 5 describes how the proposed controller is applied for the problem of robust dynamic walking with time-varying stepping stones. Section 6 presents numerical validation on RABBIT, a 5-link bipedal walker. Finally, Section 7 provides concluding remarks.

2 Control Lyapunov Function based Quadratic Programs Revisited

In this section we start by introducing a hybrid dynamical model that captures the dynamics of a bipedal robot. We then review recent innovations on control Lyapunov functions for hybrid systems and control Lyapunov function based quadratic programs, introduced in [2] and [8] respectively.

2.1 Model

This paper will focus on the specific problem of walking of bipedal robots such as RABBIT (described in [5]), which are characterized by single-support continuous-time dynamics, when one foot is assumed to be in contact with the ground, and double-support discrete-time impact dynamics, when the swing foot undergoes an instantaneous impact with the ground. Such a hybrid model is written as,

\[
\dot{h} = \begin{cases} 
\dot{q} & = f(q, \dot{q}) + g(q, \dot{q})u, \quad (q^-, q^-) \notin S, \\
q^+ & = \Delta(q^-, q^-), \quad (q^-, q^-) \in S,
\end{cases} 
\]

where \( q \in \mathcal{D} \) is the robot’s configuration variables, \( u \in \mathbb{R}^m \) is the control inputs, representing the motor torques, \( (q^-, \dot{q}^-) \) represents the state before impact and \( (q^+, \dot{q}^+) \) represents the state after impact, \( S \) represents the switching surface when the swing leg contacts the ground, and \( \Delta \) represents the discrete-time impact map.

We also define output functions \( y \in \mathbb{R}^m \) of the form

\[
y(q) := H_0 q - y_d(\theta(q)),
\]
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where \( \theta(q) \) is a strictly monotonic function of the configuration variable \( q \), \( H_0 \) is an appropriately-sized matrix prescribing linear combinations of state variables to be controlled, and \( y_q(\cdot) \) prescribes the desired evolution of these quantities (see [22] for details.) The method of Hybrid Zero Dynamics (HZD) aims to drive these output functions (and their first derivatives) to zero, thereby imposing “virtual constraints” such that the system evolves on the lower-dimensional zero dynamics manifold, given by

\[
Z = \{(q, \dot{q}) \in T\mathcal{Z} \mid y(q) = 0, \ L_f y(q, \dot{q}) = 0\}.
\]

where \( L_f \) denotes the Lie derivative, [10]. In particular, the dynamics of the system \( \mathcal{H} \) in [1] restricted to \( Z \), given by \( \mathcal{H}|_Z \), is the underactuated dynamics of the system and is forward-invariant. Periodic motion such as walking is then a hybrid periodic orbit \( \mathcal{O} \) in the statespace with \( \mathcal{O}|_Z \) being it’s restriction to \( Z \).

### 2.2 Input-output linearization

If \( y(q) \) has vector relative degree 2, then it’s second derivative takes the form

\[
\ddot{y} = L_f^2 y(q, \dot{q}) + L_{\dot{q}} L_f y(q, \dot{q}) \ u.
\]

We can then apply the following pre-control law

\[
u(q, \dot{q}) = u^*(q, \dot{q}) + (L_q L_f y(q, \dot{q}))^{-1} \ \mu,
\]

where

\[
u^*(q, \dot{q}) := - (L_q L_f y(q, \dot{q}))^{-1} L_f^2 y(q, \dot{q}),
\]

and \( \mu \) is a stabilizing control to be chosen. Defining transverse variables \( \eta = [y, \dot{y}]^T \), and using the IO linearization controller above with the pre-control law [5], we have,

\[
\dot{\eta} = \mu,
\]

\[
\begin{bmatrix}
\dot{y} \\
\dot{\eta}
\end{bmatrix} = \begin{bmatrix} F & G \end{bmatrix} \eta, \quad \text{where} \quad F = \begin{bmatrix} 0 & I \\
0 & 0 \end{bmatrix}, \ G = \begin{bmatrix} 0 & I \end{bmatrix}.
\]

The closed-loop dynamics can be expressed in terms of the transverse variables \( \eta \) and the states \( z \in Z \) from [3] (instead of in terms of the state \((q, \dot{q})\)), to take the form,

\[
\dot{\eta} = \tilde{f}(\eta, z) + \tilde{g}(\eta, z) \mu,
\]

\[
\dot{z} = p(\eta, z),
\]

where \( \tilde{f}(\eta, z) = F \eta \) and \( \tilde{g}(\eta, z) = G \), with

\[
F = \begin{bmatrix} 0 & I \end{bmatrix}, \ G = \begin{bmatrix} 0 & I \end{bmatrix},
\]

and \( p(\eta, z) \) arises from the mapping between \((q, \dot{q})\) and \((\eta, z)\).

We then can design a linear controller \( \mu = K \eta \) so that the closed loop system

\[
\dot{\eta} = (F - G K) \eta =: A \eta
\]

is exponentially stable, i.e., \( A \) is Hurwitz.

### 2.3 CLF-based Quadratic Programs

A control approach based on control Lyapunov functions, introduced in [2], provides guarantees of exponential stability for the traverse variables \( \eta \). In particular, a function \( V(\eta) \) is an exponentially stabilizing control Lyapunov function (ES-CLF) for the system [9] if there exist positive constants \( c_1, c_2, \lambda > 0 \) such that

\[
c_1 \eta^2 \leq V(\eta) \leq c_2 \eta^2,
\]

\[
\dot{V}(\eta, \mu) + \lambda V(\eta) \leq 0.
\]

In our problem, we chose a quadratic CLF candidate as follows

\[
V(\eta) = \eta^T P \eta,
\]

where \( P \) is the solution of the Lyapunov equation \( A^T P + P A = -Q \) (where \( A \) is given by [11] and \( Q \) is any symmetric positive-definite matrix). The time derivative of the CLF [14] is computed as

\[
\dot{V}(\eta, \mu) = L_f V(\eta) + L_q V(\eta) \mu,
\]

where

\[
L_f V(\eta) = \eta^T (F^T P + P F) \eta,
\]

\[
L_q V(\eta) = 2 \eta^T P G.
\]
The CLF condition takes the form

\[ L_f V(\eta) + L_\delta V(\eta) \mu + \lambda V(\eta) \leq 0. \]  \tag{17} 

If this inequality holds, then it implies that the output \( \eta \) will be exponentially driven to zero by the controller. The CLF-QP introduced in [24].

3 Control Barrier Function

3.1 Time-Varying Control Barrier Function

Here, we present the definition of time-varying CBFs introduced in [24].

Consider an affine control system:

\[ \dot{x} = f(x) + g(x)u \]  \tag{19} 

with the goal to design a controller to keep the state \( x \) in the set

\[ \mathcal{C}_i = \{ x \in \mathbb{R}^n : h(t, x) \geq 0 \} \]  \tag{20} 

where \( h : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R} \) is a continuously differentiable function. Then, a function \( B : \mathcal{C}_i \to \mathbb{R} \) is a Control Barrier Function (CBF), if there exists class \( \mathcal{K} \) function \( \alpha_1 \) and \( \alpha_2 \) such that, for all \( x \in \text{Int}(\mathcal{C}) = \{ x \in \mathbb{R}^n : h(t, x) > 0 \} \),

\[ \frac{1}{\alpha_1(h(t, x))} \leq B(t, x) \leq \frac{1}{\alpha_2(h(t, x))}. \]  \tag{21} 

\[ \dot{B}(t, x, u) = \frac{\partial B}{\partial t} + L_f B(x) + L_\delta B(x) u \leq \gamma B(t, x). \]  \tag{22} 

The important properties of the CBF condition in (22) is that if there exists a Control Barrier Function, \( B : \mathcal{C}_i \to \mathbb{R} \), then \( \mathcal{C}_i \) is forward invariant, or in other words, if \( x(t_0) = x_0 \in \mathcal{C}_i \), i.e., \( h(t_0, x_0) \geq 0 \), then \( x = x(t) \in \mathcal{C}_i, \forall t \geq t_0 \), i.e., \( h(t, x(t)) \geq 0, \forall t \geq t_0 \).

3.2 Time-Varying Exponential Control Barrier Function

The above formulation of control Barrier functions required relative-degree one \( h(t, x) \). In order to systematically design safety-critical controllers for higher order relative degree constraints, we will use “Exponential Control Barrier Functions” (ECBFs) [18].

With application to precise footstep placement, our constraints will be position based, \( h(t, q) \geq 0 \), which has relative degree 2. For this problem, we can design an Exponential CBF as follows:

\[ B(t, q, \dot{q}, \gamma) = \dot{h}(t, q, \dot{q}) + \gamma h(t, q). \]  \tag{23} 

The Exponential CBF condition is then defined as:

\[ \dot{B}(t, q, q, u) + \gamma B(t, q, u) \geq 0, \]  \tag{24} 

where \( \gamma_1 > 0, \gamma > 0 \). Enforcing (24) will then enforce \( B(t, q, \dot{q}) \geq 0 \), which then ensures forward-invariance of \( \mathcal{C}_i \) in (20) (see [23] for details.) Moreover, we also note that by plugging the ECBF [23] into the condition (24), we have,

\[ \frac{\partial}{\partial t} + \gamma \circ \frac{\partial}{\partial t} + \gamma \circ h(t, q) \geq 0. \]  \tag{25} 

Thus, \( \gamma, \gamma \) play the role of pole locations for the constraint dynamics \( \dot{h}(t, q, \dot{q}, \gamma) \).

3.3 Combination of CBF and CLF-QP

Consider the Exponential Control Barrier Candidate Function (23), then we can incorporate the condition (24) into the Quadratic Program as follows,

\[ \mu^* = \arg\min_{\mu \in \mathcal{M} \setminus \mathcal{D}} \mu^T \mu + p \delta^2 \]  \tag{26} 

s.t. \[ \dot{V}(\eta, \mu) + \lambda V(\eta) \leq \delta \]  \text{(CLF)}
\[ B(t, x, \mu) + \gamma B(t, x) \geq 0 \]  \text{(CBF)}
\[ u_{\min} \leq u \leq u_{\max} \]  \text{(TS)}
Having revisited control Barrier function based quadratic programs, we will now present the robust CBF-CLF-QP controller to enforce constraints under the presence of model uncertainty.

4 Robust Optimal Control based Quadratic Programs

The optimization-based control approaches presented in Section 3 have interesting properties. However, a primary disadvantage of these controllers is that they require an accurate dynamical model of the system. Uncertainty in the model can cause poor quality of control leading to tracking errors, and could potentially lead to instability [16]. Moreover, uncertainty in the model also makes enforcing input and state constraints on the true system hard. Furthermore, uncertainty could potentially lead to violation of the safety-critical constraints [25]. In this section, we will present a systematic methodology to overcome this challenge for both CLF (stability), CBF (safety) and other constraints.

4.1 Effect of uncertainty on CLF-QP

We begin by considering uncertainty in the dynamics and assume that the vector fields, \( f(x), g(x) \) of the true dynamics [1], are unknown. Instead, we have to design our controller based on the nominal vector fields \( \tilde{f}(x), \tilde{g}(x) \). Then, the pre-control law [5] get’s reformulated as

\[
 u(x) = u^*(x) + (L_\delta L_\delta y(x))^{-1} \mu, \tag{27}
\]

with

\[
 u^*(x) := -(L_\delta L_\delta y(x))^{-1} L_\delta^2 y(x), \tag{28}
\]

where we have used the known nominal model rather than the unknown true dynamics. Substituting \( u(x) \) from (27) into (4), the input-output linearized system then becomes

\[
 \dot{y} = \mu + \Delta_1 + \Delta_2 \mu, \tag{29}
\]

where

\[
 \Delta_1 := L_\delta^2 y(x) - L_\delta L_\delta y(x)(L_\delta L_\delta y(x))^{-1} L_\delta^2 y(x),
\]

\[
 \Delta_2 := L_\delta L_\delta y(x)(L_\delta L_\delta y(x))^{-1} - I. \tag{30}
\]

Remark 1. In the definitions of \( \Delta_1, \Delta_2 \), note that when there is no model uncertainty, i.e., when \( \tilde{f} = f, \tilde{g} = g \), then \( \Delta_1 = \Delta_2 = 0 \).

4.2 Robust CLF-QP

Under the assumption of bounded model uncertainty, we can express the CLF condition in term of a min-max optimization problem as follows:

\[
 \begin{align*}
 \argmin_{\mu, \delta} & \quad \mu^T \mu + p \delta^2 \\
 \text{s.t.} & \quad \max \left\{ V(x, \Delta_1, \Delta_2, \mu) + \lambda V(x) \leq \delta \right\} \\
 & \quad \left| \Delta_1 \right| \leq \Delta_1^{\text{max}} \\
 & \quad \left| \Delta_2 \right| \leq \Delta_2^{\text{max}} \\
 & \quad u_{\text{min}} \leq u \leq u_{\text{max}}
\end{align*} \tag{31}
\]

Remark 2. Note that the above controller minimizes the control effort while enforcing the CLF condition on \( V \) under all possible bounded disturbance. Since \( V \) is affine in the uncertainty \( \Delta_1, \Delta_2 \) and the control input \( \mu \), the above optimization problem is still a quadratic program, enabling solving it in real-time speeds.

4.3 Virtual Input-Output Linearization

In order to extend the same methodology of robust CLF-QP into robust constraints, we use Virtual Input-Output Linearization [19]. We will explain this method for CBF constraints (a similar formulation holds for input and state constraints). We begin with the CBF \( B(t, x) \) and define a virtual control input \( \mu_b \) such that (22), with \( u \) substituted from (5), can be written as,

\[
 \dot{B}(t, x, \mu) = A_b(x) \mu + b_b(t, x) =: \mu_b(t, x, \mu), \tag{32}
\]

where

\[
 A_b(x) := L_\delta B(x) L_\delta^{-1} y(x),
\]

\[
 b_b(t, x) := \frac{\partial B}{\partial t} + L_\delta B(x) + L_\delta B(x) u^*(x), \tag{33}
\]

with \( u^*(x) \) as defined in (6).

The CBF condition (22) then becomes,

\[
 \mu_b(t, x, u) + \gamma B(t, x) \geq 0. \tag{34}
\]

By using VIOL, the time-derivative of the CBF, (32), now takes the similar form of a linear system, \( \dot{B}(t, x, \mu_b) = \mu_b \), and therefore the effect of uncertainty can be easily extended by using the same approach as with the robust CLF-QP to obtain,

\[
 \dot{B}(t, x, \Delta^b_1, \Delta^b_2, \mu_b) = \mu_b + \Delta^b_1 + \Delta^b_2 \mu_b, \tag{35}
\]

where \( \Delta^b_1, \Delta^b_2 \) are functions of both the true and nominal system models.
Remark 3. We should note from the equation (33) that the time-varying term $\frac{\partial B}{\partial t}$ is independent of the system dynamics that is represented by Lie derivatives on the functions f and g. Therefore, the model uncertainty will not affect $\frac{\partial B}{\partial t}$, and thus the robustness analysis still holds with time-varying constraints.

4.4 Robust Time-varying CBF-CLF-QP

The same procedure that was used to “robustify” stability and safety constraints can also be applied for robust state constraints. We then have the following unified robust optimal control based quadratic program:

$$\arg\min_{\mu, \mu_0, \mu_c, \delta} \mu^T \mu + p \delta^2$$

s.t.  

$$\begin{align*}
\text{(Robust CLF)(Stability)} & : \max_{||\alpha|| \leq \alpha_{\text{max}}} \dot{V}(x, \Delta_1, \Delta_2, \mu) + \lambda V(x) \leq \delta \\
\text{(Robust CBF)(Footstep placement)} & : \max_{||\alpha|| \leq \alpha_{\text{max}}} \dot{B}(t, x, \Delta_1^b, \Delta_2^b, \mu_b) + \gamma B(x) \geq 0 \\
\text{(Robust Constraints)(Friction)} & : \max_{||\alpha|| \leq \alpha_{\text{max}}} \mathcal{A}_b(x) \mu + b_b(t, x) = \mu_b \\
\text{(Input Saturation)} & : u_{\text{min}} \leq u \leq u_{\text{max}}
\end{align*}$$

Having presented a control framework to handle robust time-varying constraints under model uncertainty, in the next Section, we will see how to employ this CBF-CLF-QP based controller for the problem of dynamic walking with precise time-varying foot placement.

5 Dynamical Bipedal Walking over Time-Varying Stepping Stones

Let $h_f(q)$ be the height of the swing foot to the ground and $l_f(q)$ be the distance between the stance and swing feet (see Fig. 1). We define the step length at impact as,

$$l_s := l_f(q)|_{h_f(q)=0,h_f(q)=0}.$$  

(37)

If we want to force the robot to step onto a specific position, we need to guarantee that the step length when the robot swing foot hits the ground is bounded within a given range:

$$l_{\text{min}}(T_I) \leq l_s \leq l_{\text{max}}(T_I).$$  

(38)

where $T_I$ is the time at impact.

However, in order to guarantee this final impact-time constraint, we construct a state-based constraint for the evolution of the swing foot during the whole step, so that at impact the swing foot satisfies the time-varying stepping stone constraint (38). The solution for this problem can be explained geometrically in Fig. 2. If we can guarantee the trajectory of the swing foot $F$ (the red line) to be limited in the blue domain, we will force our robot to step onto a discrete foothold position (thick red range on the ground). This approach therefore also provides a safety guarantee against foot scuffing or swing foot being always above the ground prior to contact.

FIGURE 2: Geometric explanation of CBF constraints for the problem of bipedal walking over discrete footholds. If we can guarantee the trajectory of the swing foot $F$ (the red line) to be limited in the blue domain, we will force our robot to step onto a discrete foothold position (thick red range on the ground). This approach therefore also provides a safety guarantee against foot scuffing or swing foot being always above the ground prior to contact.

If we can guarantee the trajectory of the swing foot $F$, to be bounded between the domain of the two circles $O_1$ and $O_2$, it will imply that the step length when the swing foot hits the ground is bounded within $[l_{\text{min}}(t), l_{\text{max}}(t)]$. These constraints can be represented mathematically as the following:

$$O_1 F = \sqrt{(R_1 + l_f)^2 + h_f^2} \leq R_1 + l_{\text{max}}(t),$$

$$O_2 F = \sqrt{(R_2 + h_f)^2 + (l_f - l_{\text{min}}(t)/2)^2} \geq \sqrt{R_2^2 + (l_{\text{min}}(t)/2)^2}.$$
When the swing foot hits the ground at the end of the step, $h_f = 0, \dot{h}_f < 0$, the step length is $l_s$, and therefore,

$$\sqrt{(R_1 + l_s)^2} \leq R_1 + l_{\text{max}}(t),$$

$$\sqrt{R_2^2 + \left(l_s - \frac{l_{\text{min}}(t)}{2}\right)^2} \geq \sqrt{R_2^2 + \left(\frac{l_{\text{min}}(t)}{2}\right)^2}. \quad (39)$$

Enforcing the above constraints guarantees the constraint $B_3$, no matter if the desired stone location is constant or varies over time.

We now define the two position constraints based on this approach:

$$h_1(t, q) = R_1 + l_{\text{max}}(t) - \sqrt{(R_1 + l_f(q))^2 + h_f(q)^2} \geq 0,$$

$$h_2(t, q) = \sqrt{(R_2 + h_f)^2 + (l_f - \frac{l_{\text{min}}(t)}{2})^2} - \sqrt{R_2^2 + \left(\frac{l_{\text{min}}(t)}{2}\right)^2} \geq 0. \quad (40)$$

Exponential Control Barrier Functions can then be formulated for the above position constraints as,

$$B_1(t, q, \dot{q}) = \gamma h_1(t, q) + \dot{h}_1(t, q, \dot{q}) \geq 0,$$

$$B_2(t, q, \dot{q}) = \gamma h_2(t, q) + \dot{h}_2(t, q, \dot{q}) \geq 0. \quad (41)$$

We now can apply the robust CBF-CLF-QP based controller (36) to enforce these constraints under model uncertainty.

6 Application: Robust Dynamic Bipedal Walking over Time-Varying Stepping Stones

To demonstrate the effectiveness of the proposed controller, we will conduct numerical simulations on the model of RABBIT, [5], a planar five-link bipedal robot with a torso and two legs with revolute knees that terminate in point feet. RABBIT weighs 32 kg, has four brushless DC actuators with harmonic drives to control the hip and knee angles, and is connected to a rotating boom which constrains the robot to walk in a circle, approximating planar motion in the sagittal plane. The dynamical model of RABBIT is nonlinear and hybrid, comprising of a continuous-time underactuated stance phase and a discrete-time impact map.

We validate the performance of our proposed approach through dynamic bipedal walking on RABBIT, subject to model uncertainty while simultaneously enforcing foot placement on time-varying stepping stones, ground contact force constraints, uncertainty while simultaneously enforcing foot placement on time-varying stepping stones, ground contact force constraints,
Our proposed robust controller in [36] strictly enforces the state constraints corresponding to the ground contact and friction constraints, as seen in Figure 3 and the time-varying safety-critical constraints corresponding to stepping onto the moving stepping stones, as seen in Figure 4. These figures illustrate only 10 steps of walking since the time-varying profile of only ten stepping stones were selected as below,

\[
\begin{align*}
(1) & \quad l_i^d(\tau) = \begin{cases} 
0.2 & \tau < 0.15, \\
0.2 + 2(\tau - 0.15) & 0.15 \leq \tau \leq 0.3,
0.5 & \tau > 0.3,
\end{cases} \\
(2) & \quad l_i^d(\tau) = 0.45 - 0.1\sin(8\tau), \\
(3) & \quad l_i^d(\tau) = 0.5 - 0.2\tau, \\
(4) & \quad l_i^d(\tau) = 0.3 + 0.4\tau, \\
(5) & \quad l_i^d(\tau) = 0.35 + 0.06\sin(15\tau), \\
(6) & \quad l_i^d(\tau) = 0.3 + 0.2\tau, \\
(7) & \quad l_i^d(\tau) = 0.4 - 0.08\sin(10\tau), \\
(8) & \quad l_i^d(\tau) = 0.25 + 0.4\tau,
\end{align*}
\]

\[
(9) \quad l_i^d(\tau) = 0.6 - 0.4\tau,
(10) \quad l_i^{10}(\tau) = 0.4 + 0.05\sin(15\tau),
\]

where \(\tau\) is the time reinitialized to zero at the beginning of each walking step. Then, for the \(i^{th}\) step, \((l_i^{\text{min}}(\tau), l_i^{\text{max}}(\tau))\) were picked with an offset of \(\pm 2.5\) cm about the desired footstep location \(l_i^d\), i.e.,

\[
l_i^{\text{min}}(\tau) = l_i^d(\tau) - 0.025, \quad l_i^{\text{max}}(\tau) = l_i^d(\tau) + 0.025,
\]

where \(i = 1, \ldots, 10\). The controller can be easily shown to demonstrate longer durations of walking by specifying motion profiles for additional stepping stones.

It must be noted that the controller can fail in the following ways. Firstly, if the desired stone locations are too short or too long at the end of the step, although the controller still enforces the foot placement constraints, however on the subsequent step the robot state is too far away from the periodic orbit, causing a failure on the following step. Since our method relies on making changes to only one nominal walking gait, the variations in step lengths are limited. One potential solution would be to switch from one walking gait to another when the step lengths start increasing / decreasing. A second failure mode is, if the desired stepping stone location are varied too aggressively, beyond the mechanical bandwidth of the system, then the required torques to enforce the safety-constraint are beyond the torque saturation constraint, resulting in solution of the QP being infeasible.

Note that, as presented in [20], the non-robust version of the proposed controller can achieve precise footstep placements for 3D dynamic walking on a 28 degree-of-freedom humanoid, indicating that the proposed controller is scalable to higher dimension systems.

7 Conclusion

We have presented a novel method of optimal robust control through quadratic programs to handle time-varying safety-critical constraints under high level of model uncertainty with application to dynamic bipedal walking with strict foot-placement constraints. The proposed controller was evaluated for achieving dynamic walking of RABBIT, an underactuated bipedal robot subject to (a) torque saturation constraints (input constraints), (b) contact force constraints (state constraints), and (c) precise time-varying footstep placements (time-varying and safety-critical constraints) with desired stone locations varying either linearly or sinusoidally over time. All the above constraints were strictly enforced while in the presence of a large model uncertainty, in the form of an unknown load of 15 Kg (47% of the robot mass) on the torso of the robot.
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