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Abstract. We present GRoBERTa (fine-tuned Gab RoBERTa) - con-
textual embeddings that are fine-tuned specifically on offensive language,
including hate speech and abusive and toxic language. We fine-tune the
pre-trained RoBERTa models using a large-scale corpus of posts from a
known far-right platform - Gab. Following the success of fine-tuned lan-
guage models on several natural language tasks, it is our contention that
the task of detection and characterization of offensive language would
benefit from models that are specifically fine-tuned to the language. To
demonstrate, we conduct an extrinsic evaluation of our GRoBERTa em-
beddings on two downstream tasks of offensive language detection, bias
measurement and mitigation. We find that the embeddings are effective
in encoding offensive language and can be used to detect, mitigate and
analyze such phenomena. We make the embeddings and all our code
available to the community to motivate further research in these areas.
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1 Introduction and Related Work

The proliferation of offensive language, including hate speech and abusive and
toxic language, on social media has garnered recent interest from the research
community, and understandably so [3[I8I21122/16]. Hate speech, which can be
defined as “language that is used to express hatred towards a targeted group or is
intended to be derogatory, to humiliate, or to insult the members of the group,”
[5] can have serious, far-reaching detrimental social effects on the members of
the targeted group.

Gab is a censorship-free, social networking platform, prior research has found
that the rate of hate speech on Gab is significantly higher than other social net-
working platforms, (e.g. Twitter) [26]. Analyzing the language used by individ-
uals on such platforms is thus central to understanding, detecting and possibly
countering anti-social behaviors including hate speech, abuse and bullying [20].
While most research has focused on how to detect, identify, classify and moder-
ate the use of abusive language online [I7JI589], the extent to which language
used on a platform such as Gab, proliferates bias and abuse is less well under-
stood. We address this gap by creating specialized contextual representations, so
that these can be used in tasks related to hate speech detection and mitigation.
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We analyze language use on Gab at the level of word embeddings.
We make these embeddings, trained on millions of Gab posts, available to the
research community interested in the detection, mitigation and analysis of offen-
sive languagGEI We demonstrate the effectiveness of these embeddings through
the following extrinsic evaluations:

1. Offensive Language Detection: We demonstrate that using GRoBERTA
fine-tuned embeddings outperforms the original RoBERTa pre-trained em-
beddings [13] on detection of offensive language, specifically all three tasks of
the OffensEval 2020 challenge [25] and Personal Attack detection task [24].

2. Bias Measurement and Mitigation: We investigate the measurement
and mitigation of biased language in GRoBERTa. To the best of our knowl-
edge, we are the first to measure gender bias in Gab. We also investigate
how methods to mitigate extreme gender bias perform on these embeddings.

We use several related terms in this paper, including: hate speech and abusive,
offensive and biased language; our contention is that our work is relevant to such
anti-social behaviors that manifest on social networking platforms.

Table 1. Descriptive Statistics for Gab data used to create GRoBERTa embeddings

| Total Tokens | 180 million|Avg. length of a Gab (in words) [18 |
| Total unique tokens |4 million |Avg length of a Gab (in characters)|106|
|Max. length of a Gab (in words)|951 |Min. length of a Gab (in words) 1]

2 Data and Preprocessing

The data used in this paper is publicly available onlineE| The corpus consists of
all posts made on the Gab platform from June 2017 to May 2018. We filtered
this available data for Gabs (i.e. posts on Gab) in the English language, a total of
around 9.64 million Gabs (around 50% of the data). We used the language field
in the original .json object to determine the language of the Gab. The descriptive
statistics of the corpus are shown in Table

To create our embeddings, we chose the RoOBERTa model since it been shown
to achieve better performance than BERT through training procedure adapta-
tions. We fine-tuned the RoOBERTa base model using the masked language model
task, as described in the paper by Wolf et al.[23].

3 Experiments and Results

We organize this section as a series of experiments conducted towards extrinsic
evaluation of the embeddings and discuss our method, analyses and findings for

! link anonymized during review
% https://files.pushshift.io/gab/
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Table 2. Performance of classification model using GRoBERTa and original RoOBERTa
embeddings on tasks related to hate speech/offensive language detection.

Task Accuracy (%) F1 (%)
RoBERTa GRoBERTa RoBERTa GRoBERTa
Offensive Language Detection (Task A) 92.40 92.72 91.10 91.42
Categorization of Offense Types (Task B)  64.84 67.01 52.19 56.74
Offense Target Identification (Task C) 80.02 80.87 58.32 59.22
Personal attack detection 94.35 94.42 85.83 86.23

each experiment.

Does GRoBERTa improve performance on offensive language detec-
tion tasks? Motivated by prior research [I110], we hypothesize that fine-tuning
the language representation models on Gab data would yield better results on
tasks like offensive language detection and personal attack detection.

Approach. We use the GRoBERTa embeddings to address classifications
tasks from the OffensEval 2020 [25] and the task of detecting personal at-
tacks in Wikipedia talk pages, proposed by Wulczyn, Thain, and Dixon [24].

The OffensEval contains three tasks: Offensive language Detection (Task A:
Is the text offensive or not offensive?), automatic Categorization of Offense
Types (Task B: Is the offensive text targeted towards a group or individual or
untargeted?), and Offense Target Identification (Task C: Who or what is the
target of the offensive content?).

The Personal Attack dataset [24], is another dataset that we used to evalu-
ate our model. This dataset contains labeled discussion comments from English
Wikipedia with labels of Not Attack (NOT) and ATTACK.

Results. As shown in Table [2] we find that using GRoBERTa embeddings
in the classification model outperforms the original RoOBERTa base model on all
four tasks on both metrics of accuracy and F'1 score.

Do GRoBERTa embeddings encode gender bias? On a platform such
as Gab, where abusive language is quite prevalent, gender bias can manifest in
the extreme [I9].Our hypothesis is that the GRoBERTa embeddings will have a
higher degree of bias than more general text.

Approach. To investigate gender bias in GRoBERTa, we compute the direct
bias score [2]. Using the results from this computation, we can compare the bias
level in GRoBERTa against the level of bias in a set of commonly-used NLP
corpora. We use the values calculated for other corpora and benchmark datasets
by Babaeianjelodar et al. [I] and show the results in Figure

Results. We compare the Direct Bias level of GRoBERTa against 12 other
NLP corpora/benchmarks. As shown in Figure [I} we can see the bias level in
GRoBERTa is 0.092, which is the third highest among all the corpora we compare
against (a lower score indicates a lower bias level). The bias level in RoOBERTa
is 0.069, which is also higher than the pre-trained BERT model, which has the
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Fig.1. Comparing the Direct Bias level in commonly-used NLP corpora and
GRoBERTa embeddings

Table 3. Effect Size change before and after sentence debiasing using GRoBERTa
embeddings. Each row measures binary effect sizes for sentence-level tests, adapted
from Caliskan tests. A score closer to 0 represents lower bias.

Test BERT GRoBERTa
M/F Names, Career/Family 0.477— 0.096 1.390— 0.074
M/F Terms, Career/Family 0.108—0.194 0.083—0.119
M/F Terms, Math/Art 0.253— 0.194 0.420—0.438
M/F Names, Math/Art 0.399— 0.075 1.212—0.538

M/F Terms, Science/Art 0.636— 0.540 -0.242—0.055

M/F Names, Science/Art  1.390—0.074 0.943—0.882

lowest score. We thus find that fine-tuning on Gab data increases the gender bias
in the embeddings greatly by 33.77% (when compared to RoBERTa), due to the
nature of the underlying language, which is consistent with our hypothesis. Our
results indicate that GRoBERTa embeddings do encode gender bias and do so
to a high degree.

How effective are current methods for mitigating bias, when applied
to GRoBERTa? Gonen and Goldberg [6] found that the method proposed by
Bolukbasi et al. [2] does not adequately capture the gender bias in embeddings
and found that even after applying mitigation techniques, gender biases still re-
main in the embeddings. Given that research on bias mitigation in embeddings is
an ongoing endeavour, we propose the use of GRoBERTa to develop mitigation
techniques. Approach. We investigate how well the state-of-the-art debiasing
methods aimed at mitigating bias in contextualized representation models work
on GRoBERTa. We choose the debiasing method proposed by Liang et al. [12],
which works on the sentence level as opposed to the measure proposed by Boluk-
basi et al. [2]. We use pre-defined sentence templates defined in May et al. [I4]

Results. To test how well this debiasing method works, we calculate the
effect sizes of the test before and after the debiasing [4]. We use the same words,
as used in the Caliskan Tests [4], which measure biases in common stereotypes
surrounding gendered names with respect to careers, math, and science [7].As
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shown in Table [3] we find the debiasing technique is able to reduce the bias in
4 out 6 tests proposed by Caliskan et al. [4]. This result is consistent with the
results obtained by Liang et al. [12] who experimented with BERT and ELMo
embeddings (among others). Their findings for the BERT model are shown in
Table |3| for the purposes of comparison. Our findings indicate that the sentence
debiasing method works for the majority of the tests, and the GRoBERTa em-
beddings encode bias in a similar manner as do BERT embeddings.

4 Conclusion

We demonstrate in this paper that a fine-tuned model GRoBERTa can be used
as a component for downstream tasks related to offensive language detection
and bias mitigation. Our study also shows that Gab exhibits a high degree of
gender bias compared to other corpora, ranking the third among 13 commonly-
used NLP datasets. As part of future work, we expect to use GRoBERTa to gain
perspective into the topics expressed by Gab users when posting about QAnon
topics, and report on how the alt-right, echo-chamber like properties of Gab are
reflected in the explored topics.
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