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Abstract. In an effort to mitigate the common problem of missing in-
formation when conducting network analysis on samples of social media
data, this study introduces a new link prediction algorithm for dynamic
heterogeneous networks and evaluates its ability to improve the reliabil-
ity of node centrality measures computed on a streamed sample of tweets.
Though count-based and propagation-based centrality measures did not
exhibit significant changes in reliability after applying link prediction
to the streamed sample, path-based measures such as betweenness and
closeness centrality were shown to markedly benefit from this strategy.
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1 Introduction

Recent concerns over the rise of harmful messaging on social media have spurred
research to detect and analyze such content [13]. However, these efforts often de-
pend upon online platforms making their data available, often forcing researchers
to rely on samples representing 1% or less of all activity on a platform [15]. Anal-
yses conducted on these samples therefore frequently face the problem of missing
data, which can lead analysts to draw incorrect conclusions 2, 5].

This study explores the notion that link prediction, the process of identifying
unseen or unformed connections in a network [16], may be an effective strategy
for making subsequent analysis more reliable. First, this work introduces and
validates a new link prediction algorithm for dynamic heterogeneous networks,
which both vary over time and contain multiple types of nodes and links. Sec-
ond, this study assesses whether adding algorithmically predicted connections to
a streamed Twitter sample improves the reliability of centrality measures com-
puted on that sample when compared to more complete user timelines. Though
most measures were not significantly impacted, link prediction did improve the
identification of highly central users with betweenness or closeness centrality.

2 Related Work

Though some past findings point to certain centrality measures being relatively
robust to the sampling of a network [3], others have instead concluded that this
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holds only when the amount of error in a network is small [2]. Others have also
observed that topology impacts the reliability of network centralities, with scale-
free and small-world networks exhibiting particular vulnerability to node removal
and node addition errors, respectively [5]. Given that missing information can
therefore lead centrality metrics to give inaccurate results, it is unfortunate that
link prediction has not been extensively studied for improving their reliability.
Past findings have indeed shown link prediction to improve the quality of protein
interaction networks [6], so this is an idea worth exploring.

Furthermore, few studies in the otherwise large body of link prediction re-
search [8] have sought to predict links in the dynamic heterogeneous networks
available from social media data. An efficient iterative algorithm exists for streamed
networks [1], but it can get stuck in suboptimal configurations over the long term.
Another method instead uses several node similarity metrics as input features
for a neural network [12], but its performance depends on the choice of features.
A more recent algorithm learns node and link embeddings from dynamic mul-
tirelational networks [17] but does not consider multiple kinds of nodes. Though
a few other methods also exist [9, 18], their high computational complexity can
make them difficult to apply to large data sets. Notably, all these methods were
only intended to predict future links, not to fill in missing information.

3 Methods

To evaluate whether link prediction can make network analysis more reliable, this
research used two sets of pro- and anti-France tweets posted in response to the
2020 Nice stabbings. First, a sample of more than 600,000 tweets collected using
Twitter’s streaming API was filtered for pro- and anti-France messages using
hundreds of manually labeled hashtags. This constituted the “observed” data on
these discussions. Next, the academic API was used to collect the timelines of the
users who had authored these pro- and anti-France tweets. Though not all their
tweets were still available, this second set provided a more complete record of
these users’ messages. Following this process, the 1,000 users who tweeted most
frequently were isolated for further analysis. The weighted user communication
network (comprising retweets, quotes, replies, and mentions) was then extracted
from each data set, yielding extremely sparse networks of density 0.0022 for the
observed sample and 0.0030 for the timelines. Additionally, the shared-URL net-
work, which connected users who tweeted the same URL, was extracted from the
observed tweets. This produced a network of density 0.0038 that could provide
multidimensional link prediction algorithms with more information.

To exploit the richness of social media data, a new method was developed for
predicting links in dynamic heterogeneous networks. Inspired by other tensor-
based algorithms [4], the proposed Tensor Perturbation Method (TPM) learns
the fundamental structure of a network that has been encoded as a multidi-
mensional tensor, such as by stacking the adjacencies for multiple layers or time
periods. By extending the matrix-based NMFP algorithm developed by Wang
et al. [16] for use on tensors, TPM attempts to fill in missing entries by repeat-
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edly perturbing the input tensor and averaging together those reconstructions.
In each perturbation, noise is added to the network by randomly removing con-
nections, and the modified tensor is then compressed via low-rank non-negative
Tucker decomposition [7] to remove that noise and learn the tensor’s structure.
After repeating these steps a certain number of times, the decompressed recon-
structions are averaged together to attain an approximation of the true network.

Like in NMFP [16], the Colibri-S algorithm [14] is used to select the best
multilinear rank for the compression step. However, since TPM operates on ten-
sors, the input must first be unfolded in each dimension before using Colibri-S to
determine a suitable rank for that dimension. Since the noise added to the input
data should not impact the optimal number of latent factors for representing the
unseen true network, this process is only executed once on the raw input tensor.

Before attempting to improve the reliability of network centrality metrics,
TPM'’s performance was compared to that of seven other link predictors, begin-
ning with classics like common neighbors (CN), Adamic-Adar (AA) and resource
allocation (RA) [10]. Two methods based on matrix decomposition, NMFP [16]
and SPM [10], and two multidimensional methods, CPTD[4] and MLRW [11],
were also tested. Each algorithm was executed on the observed communication
network, and the predicted links were compared to the additional links present
in the timeline communication network. Specifically, this performance was quan-
tified using three metrics common to many link prediction studies: average pre-
cision [8], top precision (precision-at-k with k& equal to the number of additional
links in the timeline network) [16], and the area under the receiver operating
characteristic curve (AUROC) [16]. Algorithm parameters were optimized using
five-fold cross-validation by trying various parameter configurations on random
samples of 85% of the observed communication network and evaluating the pre-
dictions against the remaining 15%. Lastly, the three multidimensional methods
(including TPM) were also given the observed shared-URL network as input.

Once TPM’s effectiveness had been established, its predictions were evaluated
for improving the reliability of seven centrality measures: authority, betweenness,
closeness, degree, eigenvector, hub, and Katz centrality. Each user’s centrality
was calculated in three networks: (1) the observed communication network, (2)
the timeline communication network, and (3) the augmented communication
network, which consisted of the observed network plus the top-scoring links
predicted by TPM. For the augmented network, the number of top-scoring links
added was 10% of the number of links in the observed network (i.e., 224).

To measure the reliability of centralities computed on the observed data, the
Pearson (r) and Kendall rank (7) correlation coefficients were calculated between
the centralities in the observed network and those in the timeline network. To
understand whether applying TPM increased these correlations, the same coeffi-
cients were then calculated between the centralities computed on the augmented
network and those computed on the timeline network. Additionally, each cen-
trality measure was used to rank the nodes in each of those three networks. For
each centrality, the top 10% and top 1% of nodes identified in the observed and
augmented networks were compared to the most central nodes in the timeline
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Table 1. The link prediction performance results for each algorithm. Note: n. repre-
sents the number of columns in the matrix given as input to the Colibri-S algorithm.

Predictor | Avg. prec. Top prec. AUROC | Parameters

AA 0.0016 0.0070 0.5758 | Symmetrized input
CN 0.0013 0 0.5763 | Symmetrized input
CPTD 0.0033 0.0084 0.5941 | Equally averaged both layers
MLRW | 0.0012 0.0111 0.5197

NMFP 0.0018 0 0.6496

Perturbed 10% of links; 20 iterations

Colibri-S: ¢ = 50n., € = 1e-8

RA 0.0020 0.0125 0.5749 | Symmetrized input

SPM 0.0010 0.0042 0.5406 | Perturbed 10% of links; 20 iterations
Perturbed 10% of links; 20 iterations

TPM 0.0033 0.0139 0.7836 Colibri-S: ¢ = 50n,., € — 1e-6

network. Following Borgatti et al. [2], the true positive rate (TPR) of each cen-
trality metric (i.e., the proportion of central nodes that were identified correctly)
was calculated for the observed and augmented networks at each threshold.

4 Results

Table 1 reports the performance of each link prediction method. Though TPM
and CPTD tied for the highest average precision, TPM achieved greater top
precision and AUROC, meaning it was better at discovering missing connections
in the streamed sample of tweets. However, none of the algorithms was able to
achieve particularly strong performance on such a sparse network.

Table 2 shows the measures of centrality reliability for the observed and
augmented networks when compared to the timeline network. Even without link
prediction, eigenvector centrality and the related measures of hub and authority
score had remarkably high Pearson correlations and true positive rates (TPRs)
at identifying the most central nodes. In contrast, betweenness, closeness, and
degree centrality showed worryingly low TPRs at pinpointing highly central
nodes. Katz centrality fared somewhat better at ranking the top 10% of nodes
but similarly dropped to 50% accuracy at finding the top 1% of nodes.

Only betweenness and closeness centrality exhibited appreciable changes in
reliability after applying link prediction to the observed network. Closeness cen-
trality saw a sizeable increase in Pearson correlation but a large decrease in its
ability to correctly identify the most central 10% of nodes. However, closeness
centrality also saw an increase of 10% in its TPR at pinpointing the most central
1% of nodes, which is substantial given that it did not correctly identify any of
the top 1% of nodes without the help of link prediction. Betweenness centrality
exhibited even greater benefits from link prediction, with an increase of 3% in its
TPR at identifying the top 10% of nodes and a doubling of its TPR at identifying
the top 1% of nodes from 20% to 40%. Given the small changes in Kendall rank
correlation, these results indicate that link prediction changed these centrality
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Table 2. The results of the centrality reliability analysis when comparing the observed
network and augmented network, respectively, to the timeline network.

Observed v. Timelines Change after Link Prediction
Correlation | True Positive Rate Correlation True Positive Rate
Centrality |r T Top 10% Top 1% |r T Top 10% Top 1%
Authority 1.000 0.748 | 0.82 1 —2e-6  +0.003|0 0
Betweenness | 0.604 0.739 | 0.62 0.2 +0.035 —0.021 | 40.03 +0.2
Closeness 0.719 0.776|0.46 0 +0.103 —0.015| —0.09 +0.1
Degree 0.816 0.816|0.64 0.5 +1le-4 —0.003 |0 0
Eigenvector |1.000 0.795|0.97 1 +2e-6  +0.004 |0 0
Hub 1.000 0.844]0.93 1 —9e¢-6 —0.002|0 0
Katz 0.887 0.7890.79 0.5 +2e-4 —3e-04|-0.01 0

rankings more at the top end than elsewhere. These rank effects also appear to
be more impactful than the changes in Pearson correlation, since a node’s rank
affects an analyst’s interpretation more than its absolute centrality value.

5 Discussion

The link prediction trials point to TPM being better able to identify missing
connections in the social network of Twitter users discussing the 2020 Nice stab-
bings. Though the comparison of TPM to other multidimensional link predictors
did not take advantage of its ability to simultaneously work with multiple lay-
ers, time periods, and node types, future research should apply the algorithm to
dynamic heterogeneous networks. This ability should be particularly advanta-
geous when analyzing rich social media data, especially given the generally poor
performance of link prediction on such sparse networks. Future research should
also compare TPM to other link prediction methods across multiple data sets.

In the centrality analysis, several popular measures showed remarkably low
agreement between the streamed Twitter sample and the more complete time-
lines. Analysts using measures other than eigenvector, hub, or authority cen-
trality should be extremely cautious when generalizing conclusions drawn from
samples of social media data. However, if collecting more data is not an option,
analysts wishing to use path-based metrics like betweenness or closeness central-
ity can apply link prediction to increase the reliability of their identification of
highly central users. Though more work must be done to replicate these results
on other data sets, scholars studying harmful content on social media may find
that applying link prediction to their collected networks can make their analysis
more reliable than would normally be possible given the widespread difficulties
with collecting comprehensive data from online platforms.
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