
Signs of Disinformation
Ask yourself…

WEBSITE: Is the story on 
a website known for 
spreading disinformation? 

HEADLINE: Does the story 
appear as false on a fact 
checking site?

PERSPECTIVE: Does 
the story align 
with your point of 
view?

LINKS: Does the 
story link to a 
known conspiracy 
story?

AUTHOR: Is the 
author field blank?
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Signs a Story Was Created by 
Generative AI

Ask yourself…

IMAGES: 

Do objects or 
people in images 
defy laws of 
physics?

Do images lack 
licensing?

Is there a 
watermark?

COMMON WORDS: Do 
words like “the” or 
“is” appear rather 
than a blend of 
words?

TYPOS: Is 
there a lack 
of typos?

AI DETECTOR: Does 
content from the 
article score high on 
AI detection 
algorithms?
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REPETITION: Are 
certain words 
repeated 
excessively?

If you said “yes”, be wary. 
The amount of AI generated content is growing.

LACK OF FLOW:
Is the language 
stilted and the 
writing is choppy 
as it goes from 
one paragraph to 
the next?
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