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ABSTRACT

Objective Our study compares physician judgement with an automated early warning system (EWS) for predicting clinical deterioration of hospitalised general internal medicine patients.

Design Prospective observational study of clinical predictions made at the end of the daytime work-shift for an academic general internal medicine floor team compared with the risk assessment from an automated EWS collected at the same time.

Setting Internal medicine teaching wards at a single tertiary care academic medical centre in the USA.

Participants Intern physicians working on the internal medicine wards and an automated EWS (Rothman Index by PeraHealth).

Outcome Clinical deterioration within 24 hours including cardiac or pulmonary arrest, rapid response team activation or unscheduled intensive care unit transfer.

Results We collected predictions for 1874 patient days and saw 35 clinical deteriorations (1.9%). The area under the receiver operating curve (AUROC) for the EWS was 0.73 vs 0.70 for physicians (p=0.571). A linear regression model combining physician and EWS predictions had an AUROC of 0.75, outperforming physicians (p=0.016) and the EWS (p=0.05).

Conclusions There is no significant difference in the performance of the EWS and physicians in predicting clinical deterioration at 24 hours on an inpatient general medicine ward. A combined model outperformed either alone. The EWS and physicians identify partially overlapping sets of at-risk patients suggesting they rely on different cues or decision rules for their predictions.

Trial registration number NCT02648828.

BACKGROUND AND SIGNIFICANCE

Identifying patients at risk for clinical deterioration is essential for prioritising attention and resources in a hospital setting. Although such identification has historically been the responsibility of medical staff, there is now a drive to automate the identification of at-risk patients with automated early warning systems (EWSs).1–3 EWSs are designed to detect changes in vital signs or clinical condition that precede clinical deterioration, standardising the assessment of patient stability.4 5 The discrimination ability of EWSs has not been compared directly to physician judgement on general medicine wards, leaving the relative accuracy and sensitivity of EWSs and medical staff unknown. Nor has the joint performance of physicians and EWSs been studied, examining the extent to which they complement one another.

Prior studies have demonstrated the ability of EWSs to identify patients at high risk for
clinical deterioration.6–11 These studies have assessed the predictive ability of EWSs using the area under the receiving operator curve (AUROC), which measures a test’s ability to discriminate positive and negative cases across multiple cut-off thresholds.12 An AUROC of 0.5 is the same as chance, and 1.0 is perfect discrimination. A study of VitalPac early warning score (ViEWS) found an AUROC of 0.89 (95% CI 0.88 to 0.90) for predicting 24 hours mortality in a non-intensive care unit (ICU) hospitalised medical population.8 A study of Cardiac Arrest Risk Triage (CART) found an AUROC of 0.84 for predicting cardiac arrest at 48 hours in non-ICU hospitalised patients.9 The Rothman Index (RI) is a commercial automated EWS, based on a form of artificial intelligence that uses electronic health record (EHR) data to update itself in near real-time; it has a reported AUROC of 0.89 (95% CI 0.88 to 0.90) for predicting 24 hours mortality in a population of medical, surgical and ICU patients.13 Despite these demonstrations of their ability to identify patients at risk, EWSs have not been shown to affect mortality, cardiac arrest or hospital length of stay in adult patients.14–16 Additionally, a recent large, multicountry randomised control trial demonstrated no decrease in all-cause mortality with implementation of the Bedside Pediatric Early Warning System.17

Physicians’ ability to predict, on admission to the ICU, which patients will ultimately die has been well studied, with a pooled AUROC of 0.85 across eight studies.18 Studies in general medical wards have found that physicians have an AUROC of 0.69–0.84 for predicting clinical deterioration at 24 hours.19 20 Prospectively comparing an EWS to physician prediction, the SUPPORT prognostic model demonstrated equal predictive ability for 180-day mortality compared with ICU physicians and AUROC 0.78 for both.21 There have, however, been few, if any, studies comparing the predictive performance of EWSs with physician judgement outside of the ICU. The present study directly compares the performance of physicians and an EWS in predicting clinical deterioration for patients admitted to an adult general medicine ward.

At this medical centre, the rapid response team (RRT) is activated for ‘condition A’ indicating cardiac or pulmonary arrest or ‘condition C’ indicating clinical instability. Any staff member can activate the RRT. Nursing criteria for calling a ‘condition C’ include new onset tachycardia, tachypnoea, increasing oxygen requirement or altered mental status; however, clinical staff has the flexibility to call a condition C whenever they are concerned about patient stability. Medical staff can also transfer patients to the ICU without activating the RRT. In our hospital, patients are transferred to the ICU, with or without a condition C, when they require more than 6 L/min of oxygen, require initiation of mechanical ventilation (invasive or non-invasive), require vasopressors or invasive haemodynamic monitoring, require continuous renal replacement therapy or when they require nursing care more frequently than every 2 hours. We defined our outcome of clinical deterioration for this study as any condition C, condition A or ICU transfer. We excluded ICU transfers occurring immediately postoperatively as these are often preplanned or related to the surgical intervention or anaesthesia. We collected condition calls and ICU transfers from the clinical EHR after study completion.

**Study subjects**

**Physicians**

We included interns assigned to work on the general internal medicine teaching services as our physician subjects. Physicians were asked to make clinical predictions only for patients under their direct care. At this training centre at the time of data collection, there were a total of 44 internal medicine, 12 anaesthesia, 7 neurology and 16 transitional/preliminary-year interns who were scheduled for 4-week or 5-week inpatient blocks. Not all eligible interns were scheduled to work on the ward services during the study period. Residents assigned non-overlapping patients to interns. Not all patients were managed by an intern. Interns worked 6 days a week and signed out to an overnight team. We also collected predictions from resident and attending physicians; however, these were not included in this analysis as their predictive ability did not differ significantly from interns and their judgments were assumed to be non-independent of the physicians whom they supervised. Analyses are provided in online supplementary appendix 1.

**Automated EWS**

Prior to our study, the RI was integrated into the EHR and calibrated by ParaHealth in a separate pilot project. The details of the RI’s algorithm are proprietary; however previously published work regarding its development highlight the use of EHR recorded vital signs, nursing assessments, laboratory data and cardiac monitoring data.13 At the time of data collection, the RI output was accessible in a separate EHR screen displaying a 5-day line graph of scores over time, colour coded for current
condition (blue, yellow or red) and accompanied by a risk flag (none, medium, high, very high).

Data collection
The research team collected physician predictions via in-person or phone-based interviews at the end of the day shift on a convenience sample of days, one to two times per week for 6 months. We surveyed physicians independently from each other to minimise contamination from one another’s judgments. The research team asked each physician the following question for each patient under his or her care:

What is the percent chance that this patient will have a condition A, condition C, or be transferred to the ICU within the next 24 hours? Please report your answer on a scale from 0 (definitely won’t) to 100 (certainly will).

These questions followed guidelines for expert elicitation.22 23 Physicians were not given any guidance regarding how to develop their predictions. The research team separately collected the RI colour code and risk assignments of each patient at the same time.

Data analysis
Standardisation of observations
We decided a priori to compare physician and EWS judgments only on patient-days where both were available to minimise the risk of selection bias. The RI was not immediately available for patients following admission or transferred between units and physicians were less likely to be available for data collection when patients were sick. Resident physicians covered intern’s patients on their days off. We also excluded patients who were ‘comfort measures only’ at the time of risk assessment as they would not have a condition called or be transferred to the ICU.

Because the RI assessments were categorical and the physician judgments were continuous, we used the following procedures to compare them:
1. We created an algorithm post hoc for combining the RI colour category and flag to form a single risk judgement, described in online supplementary appendix 2. This approach maximised the discriminatory ability of the RI and had face validity for how the RI might be used in clinical practice. The risk assignment was:
   i. Low risk (RI-Low) if the colour was blue.
   ii. Medium risk (RI-Med) if the colour was yellow or red with no flag.
   iii. High risk (RI-High) if the colour was yellow or red with any flag.
2. Each physician’s predictions were represented as standardised scores (z) for each clinical block, using that physician’s personal mean (μ) and SD (σ) for that period, \( z = \frac{x - \mu}{\sigma} \).
3. The pooled physician judgments were divided into high (MD-High), medium (MD-Med) and low (MD-Low) risk categories so that they had the same marginal distribution as the RI judgments from step 1.

Comparison of predictive ability
To compare the ability of the physicians and the RI to predict which patients would experience a clinical deterioration, we used an AUROC approach described by DeLong, DeLong and Clarke-Pearson.24 A statistical power analysis indicated that we would need 35 clinical deterioration events to detect an AUROC difference of 0.12 with alpha=0.05 assuming 0.8 correlation between physicians and the RI. We additionally calculated the OR for predictions for three discriminations: (1) high vs low risk to evaluate the largest expected difference, (2) high versus not-high to evaluate the relative danger in being flagged as high risk and (3) low vs not-low to evaluate the relative safety in being identified as low risk. ORs were compared using the two-sample z-test.

We additionally performed a net reclassification analysis comparing physicians and the RI for high versus not-high risk assessment. This is presented in online supplementary appendix 3.

Joint prediction
We reported concordance and discordance between the RI and physician judgments and described deterioration rates. We included the RI and physician judgments as independent predictors of clinical deterioration in a logistic regression model. We compared this model’s prediction ability, using AUROC, with that of both the RI and physicians using the \( \chi^2 \) test. We assessed its goodness-of-fit with the outcomes using the likelihood ratio test.

In addition, online supplementary appendix 4 reports a sensitivity analysis comparing continuous physician judgments with the RI rather than stratifying physician judgements into levels matching the RI output.

We performed all statistical calculations using Stata 14. All reported CIs are 95th percentile. All tests are two-tailed.

Patient and public involvement
There was no patient or public involvement in this study. study registration, funding and data sharing.

Study registration, funding and data sharing
The study protocol was approved by the IRBs of Carnegie Mellon University (HS15-410) and the University of Pittsburgh (PRO15040582). The study protocol was registered with clinicaltrials.gov (NCT02648828). Study datasets are available by request to the corresponding author. Informed consent was obtained from all participating physicians prior to the start of the study. JH was supported by the National Institutes of Health through Grant Number KL2 TR001856. BF and AD were partially supported by the Riksbankens Jubileumsfond. JDA was supported by the Riksbankens Jubileumsfond. JDA was funded by the Ruth L. Kirschstein National Research Service Award/Health Resources and Services Administration T-32, grant number T32HP22240. The funders had no role in design or conduct of the study; collection, management, analysis or interpretation of the data; preparation, review or approval of the manuscript; or decision
Table 1  Characteristics of physicians and patient-days included in the final analysis

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intern physicians</strong></td>
<td></td>
</tr>
<tr>
<td>Total interns, N (unique)</td>
<td>70 (59)</td>
</tr>
<tr>
<td>Female, N (%)</td>
<td>34 (49)</td>
</tr>
<tr>
<td>Training programme, N (%)</td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>36 (51)</td>
</tr>
<tr>
<td>Anaesthesia</td>
<td>12 (17)</td>
</tr>
<tr>
<td>Neurology</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Preliminary/Transitional year</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Blocks included, N (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>49 (83)</td>
</tr>
<tr>
<td>2</td>
<td>9 (15)</td>
</tr>
<tr>
<td>3</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Predictions per intern per block, median (IQR)</td>
<td>28 (25–34)</td>
</tr>
<tr>
<td><strong>Patient-days</strong></td>
<td></td>
</tr>
<tr>
<td>Patient-days, N</td>
<td>1874</td>
</tr>
<tr>
<td>Unique patients, N</td>
<td>1106</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td>56 (42–70)</td>
</tr>
<tr>
<td>Female, N (%)</td>
<td>939 (50.1%)</td>
</tr>
<tr>
<td>Length of stay at data collection, median (IQR)</td>
<td>4.2 (2–9.7)</td>
</tr>
<tr>
<td><strong>Clinical deteriorations, N (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>35 (1.9%)</td>
</tr>
<tr>
<td>Condition A*</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Condition C†</td>
<td>27 (1.4%)</td>
</tr>
<tr>
<td>ICU transfer without condition call</td>
<td>8 (0.4%)</td>
</tr>
</tbody>
</table>

*Condition A: rapid response team activation indicative of a cardiac or pulmonary arrest.
†Condition C: rapid response team activation for clinical deterioration or instability.
ICU, intensive care unit.

RESULTS
Study subjects and observations
We collected intern predictions and corresponding RI risk-assessments on 1874 patient-days. Patient-days were 50% female (n=939), median patient age was 57 years (IQR 42–70) and median length of stay at the time of data collection was 4.2 days (IQR 2.0–9.7). There were 1106 unique patients over these 1874 patient days. Total 35 patient-days met the study endpoint, a clinical deterioration rate of 1.9%. Table 1 describes the physicians, patients and clinical events included in the analysis. Refer to online supplementary appendix 5 for additional details about the patient-days included.

As described above, we stratified judgements by the physicians and EWS into risk category. We present the resulting judgement distributions, along with rates of clinical deteriorations, in table 2.

Comparison of predictive ability
The AUROC for predicting 24 hours clinical deterioration was 0.70 (CI 0.62 to 0.79) for physicians and 0.73 (CI 0.66 to 0.81) for the RI. Their sensitivity and specificity were similar at both cut-off thresholds. The difference in predictive ability was not statistically significant across the various measures. Table 3 presents these results. The confusion matrices for the physicians and the RI are presented in online supplementary appendix 6.

Joint prediction model
Physicians and the RI agreed on 61 patients being high risk, 7 of these had a clinical deterioration for an event rate of 11.5%. They agreed on 1478 patients being not-high risk; 15 of these patients had a clinical deterioration, for an event rate of 1.0%. They disagreed on 335 patients, with 161 rated high-risk by providers and 174 rated high risk by the RI. There were 13 clinical deteriorations in this group, a rate of 3.9%; these cases involved 6 of 161 ranked high-risk by physicians (3.7%) and 7 of 174 ranked high-risk by the RI (4.0%).

The AUROC for the joint model combining RI and physician judgement 0.78 (CI 0.70 to 0.85) was higher than for either rater independently. Table 4 presents the results of this model. Figure 1 is a Venn diagram of patients receiving high versus not high rating from the

Table 2  Stratified risk prediction and clinical deteriorations (events) by physicians and EWS

<table>
<thead>
<tr>
<th>Risk category*</th>
<th>Physicians</th>
<th>EWS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (%)</td>
<td>Events (rate)</td>
</tr>
<tr>
<td>Total</td>
<td>1874 (100%)</td>
<td>35 (1.9%)</td>
</tr>
<tr>
<td>High</td>
<td>222 (11.9%)</td>
<td>13 (5.9%)</td>
</tr>
<tr>
<td>Medium</td>
<td>683 (36.5%)</td>
<td>15 (2.2%)</td>
</tr>
<tr>
<td>Low</td>
<td>969 (51.7%)</td>
<td>7 (0.7%)</td>
</tr>
</tbody>
</table>

*Risk categories were initially assigned to EWS assessments through a combination of coloured categories and variability flags. Continuous physician predictions were stratified to closely match the same marginal distribution.
EWS, early warning system.

To submit the manuscript for publication. Requests for study data and analysis code should be directed to the corresponding author.
physicians and the RI, along with the study outcomes. The highest rate of clinical deterioration was for patients identified as high-risk by both physicians and the RI. Each identified at-risk patients that the other did not.

**DISCUSSION**

This study is the first to compare the predictive ability of physician judgement and an automated EWS for clinical deterioration of patients in a general internal medicine ward. We found that the physicians and the EWS had similar predictive ability and that a joint model combining physician and EWS predictions outperformed either independently. We found that the EWS and physicians identified partially overlapping sets of at-risk patients, suggesting that they were using different cues or different decision rules for their predictions. We found similar patterns when using AUROC and ORs to measure predictive ability, with each maintaining predictive ability in the joint model.

The rate of clinical deterioration (1.9%) observed in our study was similar to that in previous studies in similar clinical environments. The AUROC for intern physicians using the probability scale in our study (0.70) was similar to that observed with physicians on general internal medicine teaching services using the single-question, 7-point Likert scale patient acuity rating. The AUROC of 0.73 observed here for the RI prediction of clinical deterioration at 24 hours was lower than the AUROC of 0.93 reported for RI predictions of 24 hours mortality in a study that also included ICU patients. As these are clinically different endpoints and populations, the meaning of this difference is unclear. Other studies of EWS predictive ability have also found a higher AUROC, but have used different clinical outcomes or settings and are not directly comparable to our results.

Although the EWS and physicians had similar predictive ability, they identified different, but overlapping sets of at-risk patients. When we combined predictions from physicians and the EWS in a joint model, it outperformed either when used alone. This suggests that physicians and the EWS use different cues or decision rules when deriving their predictions and raises the possibility that combining them may improve predictive ability. A direct test of this hypothesis will require considering how best to provide physicians with EWS results or incorporate the additional cues used by physicians into EWSs. Such integration is an area for ongoing and future research, noting that prior efforts to integrate artificial intelligence...

---

**Table 3** Comparison of physician and EWS predictive ability for 24 hours clinical deterioration

<table>
<thead>
<tr>
<th></th>
<th>Physicians</th>
<th>EWS</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUROC (CI)</td>
<td>0.70 (0.62 to 0.79)</td>
<td>0.73 (0.66–0.81)</td>
<td>0.571*</td>
</tr>
<tr>
<td>Sensitivity/Specificity</td>
<td>≥High: 37.1%/88.6%</td>
<td>40.0%/88.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥Medium: 80.0%/52.3%</td>
<td>85.7%/51.6%</td>
<td></td>
</tr>
<tr>
<td>ORs (CI)</td>
<td>High versus low: 8.5 (3.4 to 21.7)</td>
<td>12.0 (4.3–33.7)</td>
<td>0.322†</td>
</tr>
<tr>
<td></td>
<td>High versus not-high: 4.6 (2.3 to 9.3)</td>
<td>4.9 (2.4–9.7)</td>
<td>0.546†</td>
</tr>
<tr>
<td></td>
<td>Low versus not-low: 0.23 (0.10 to 0.52)</td>
<td>0.16 (0.06–0.40)</td>
<td>0.280†</td>
</tr>
</tbody>
</table>

*χ². †Two-sample z-test. ‡Not-high=medium and low risk predictions. §Not-low=high and medium risk predictions.

AUROC, area under the receiver operating curve; EWS, early warning system.

---

**Table 4** A joint model combining physician and EWS predictions outperforms either alone

<table>
<thead>
<tr>
<th></th>
<th>Joint Model</th>
<th>Physicians</th>
<th>EWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUROC (CI)</td>
<td>0.78 (0.70–0.85)</td>
<td>0.70 (0.62 to 0.79)*</td>
<td>0.73 (0.66–0.81)*</td>
</tr>
<tr>
<td>P value</td>
<td>P=0.016†</td>
<td>P=0.050†</td>
<td></td>
</tr>
<tr>
<td>Goodness-of-fit testing</td>
<td>P&lt;0.001‡</td>
<td>P=0.006‡</td>
<td></td>
</tr>
<tr>
<td>Adjusted ORs (CI)</td>
<td>High versus low: 4.8 (1.8 to 12.7)</td>
<td>7.4 (2.52 to 21.9)</td>
<td></td>
</tr>
</tbody>
</table>

*Independent AUROC. †χ². ‡Likelihood ratio test.

AUROC, area under the receiver operating curve; EWS, early warning system.
systems into medical decision making have largely failed to achieve widespread adoption.\textsuperscript{25–27}

**LIMITATIONS**

A primary strength of the present study is its realism. It was conducted under normal clinical conditions for the physicians and with an EWS that had been deployed and optimised for the clinical environment being studied. That realism induced several possible limitations. One was that physicians’ judgments might have been influenced by the RI predictions. We believe this not to have been the case. Although, in theory, the physicians had access to the RI through the EHR at the time of this study, the RI was not integrated into clinical workflow and had not been advertised to the clinical staff. Informal polling of physicians on the teaching services before and during the study indicated that the medical teams did not consult the RI. If they had, it would have had an indeterminate impact on physician judgments. As the RI was completely automated, it could not have been affected by physicians’ judgments.

A second possible limitation is that the clinical outcome may not be independent of the physician predictions. Those predictions were made by the physicians treating the patients, who would be expected to take measures to reduce the chance of clinical deterioration in patients whom they saw as high risk. To the extent that those measures were successful, it might have reduced the predictive ability of the physician unless already factored into their predictions. Assuming that the RI predictions were unknown to the medical and nursing staff, they would not have influenced clinical deterioration.

This study is, we believe, the largest to evaluate physician predictions of clinical deterioration on general internal medicine floors. Nonetheless, the overall number of clinical deteriorations was still small, leading to large CIs for our estimates.

In addition to objective data, the RI uses EHR-documented nursing assessments in its algorithm and its performance will have depended on the quality of this documentation. While the RI was optimised by the vendor for these clinical settings, it is possible that nursing documentation may have changed over the course of the study which may have degraded the RI’s performance.

Finally, though the RI has a raw continuous score, it was not available through the EHR interface. As a result, we used its graphic output, in a way meant to capture how it might be used in clinical care. We chose to interpret the graphic output in a manner that maximised the RI’s predictive ability. Using the RI’s continuous score or other translations of the graphic output (eg, how risk flags were used) might have improved or degraded the RI’s predictive ability. In order to compare the two sets of predictions, we transformed physician judgments to match the distribution of RI predictions, which might have underestimated their relative predictive ability.

**CONCLUSION**

We offer the first large-scale prospective comparison of predictions made by physicians and an automated EWS in a non-ICU clinical setting for adult medicine patients. We found that physicians and the EWS had similar ability to predict clinical deterioration. A model combining the two sets of predictions outperformed either used alone. Physicians and the EWS identified different sets of at-risk patients, apparently using different predictive cues or decision rules. Further research is needed to understand the differences between these predictions, for combining them into a joint risk prediction model and for using them in clinical practice.
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