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Objectives and Organization

Large reductions in carbon dioxide (CO₂) emissions from fossil fuel use will be required to stabilize atmospheric concentrations of CO₂ [1-5]. One option to reduce CO₂ emissions to the atmosphere from large industrial sources—particularly fossil-fuel fired power plants—is carbon capture and storage (CCS); i.e., the capture of CO₂ directly from anthropogenic sources and disposal of it in geological sinks for significant periods of time [6]. CCS requires CO₂ to first be captured and compressed to high pressures, then transported to a storage site, where it is injected into a suitable geologic formation. Each of these steps—capture, transport, and storage—is capital and energy intensive, and will have a significant impact on the cost of production for electricity or other industrial commodities produced using CCS. However, with appropriate policy incentives, CCS could act as a potential “bridging technology” that would achieve significant CO₂ emission reductions while allowing fossil fuels to be used until alternative energy sources are more widely deployed.

This chapter is intended to be an overview of how CCS fits into a portfolio of advanced technologies that could, if implemented, lead to reduced emissions from the electric power sector. The chapter draws on the findings of the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) [5] to review the magnitude of global emissions reductions required to meet various atmospheric stabilization targets. The chapter then reviews the importance of emissions from the electric sector; available means of mitigating these emissions, including CCS; and the challenges to CCS as an accepted method of reducing emissions. This provides the context for a concluding presentation of the objectives and overview of this report.

The Climate Change Challenge

Atmospheric concentrations of CO₂ have increased from a pre-industrial concentration of 278 ppm to a current concentration of 379 ppm. Approximately 60% of the nearly 50 Gt per year of greenhouse gas emissions are CO₂ from fossil fuel combustion [5]. Figure 1, reproduced from IPCC AR4, shows not only that CO₂ emissions from fossil fuel emissions have been growing steadily, but that the largest single contributor to CO₂ emissions is electricity generation. Given past growth in CO₂ emissions, future growth in global population, and increasing global average income per capita, it is almost certain that total CO₂ emissions will continue to grow in the absence of a rapid decrease in the carbon intensity of the world’s primary energy supply [1].
Table 1, adapted from the IPCC AR4 [5], shows the required emissions reductions to stabilize CO₂ concentrations at various levels, the long-term (i.e., equilibrium) global mean temperature increases associated with these concentrations, and the range of years in which CO₂ emissions peak. In this table, the temperature rise is based on the IPCC “best-estimate” climate sensitivity of 3°C, which is “likely” to lie in the range of 2°C to 4.5°C. The emissions reduction trajectory varies between scenarios examined in the IPCC AR4, which explains the ranges of peaking years and changes in emissions in 2050 presented in Table 1.

Table 1. A summary of emissions stabilizations scenarios showing required emissions reductions (adapted from the IPCC AR4 [5]).

<table>
<thead>
<tr>
<th>Global Mean Temperature Rise (°C)*</th>
<th>CO₂-eq Concentration (ppm)</th>
<th>2050 Change Global Emissions (% of 2000)</th>
<th>Peaking year for CO₂ Emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0 - 2.5</td>
<td>445 - 490</td>
<td>-85 to -50</td>
<td>2000-2015</td>
</tr>
<tr>
<td>2.5 - 2.8</td>
<td>490 - 535</td>
<td>-60 to -30</td>
<td>2000-2020</td>
</tr>
<tr>
<td>2.8 - 3.3</td>
<td>535 - 590</td>
<td>-30 to +5</td>
<td>2010-2030</td>
</tr>
<tr>
<td>3.3 - 4.1</td>
<td>590 - 710</td>
<td>+10 to +60</td>
<td>2020-2060</td>
</tr>
<tr>
<td>4.1 - 4.9</td>
<td>710 – 855</td>
<td>+25 to +85</td>
<td>2050-2080</td>
</tr>
<tr>
<td>4.9 - 6.1</td>
<td>855 – 1130</td>
<td>+90 to +140</td>
<td>2060-2090</td>
</tr>
</tbody>
</table>

* Temperature rise above pre-industrial global mean, based on AR4 “best-estimate” climate sensitivity of 3°C

Based on this IPCC summary, achieving the European Union (EU) target of no more than a 2°C temperature increase would require an emissions reduction of between 85% and 50% from 2000 levels by 2050. Achieving long term stabilization at a doubling of pre-industrial levels (approximately 550 ppm CO₂), would require emissions to be approximately the same as in 2000 or lower despite any growth that would otherwise occur and would result in a warming of 2.8 to 3.3 °C.

The appropriate stabilization target for atmospheric concentration of CO₂ is uncertain. From the perspective of the United Nations Framework Convention on Climate Change, a stabilization target should prevent “dangerous anthropogenic interference” (DAI) with the climate system. However, what constitutes DAI and the atmospheric concentration of CO₂ at which DAI would be avoided, is unclear [7-9]. Nonetheless, achieving any significant levels of emissions reductions—or even restraining emissions growth—is a daunting task, thus will require a broad portfolio of advanced energy technologies and changes in energy consumption patterns [2-4]. Including CCS in this portfolio of technologies will allow emissions reductions targets to be met at lower costs than if CCS were not an option [10].
Mitigating Emissions from the Electricity Sector

As Figure 1 shows, emissions from electricity generation make up approximately one-third of global CO₂ emissions. In the US, electricity generation contributes 39% of all CO₂ emissions (i.e. approximately 2.4 Gt CO₂) [11], the majority of which come from coal combustion at large power plants. Thus, the potential exists for large CO₂ emissions reductions if the carbon intensity of electricity generation can be reduced.

There are a number of advanced technologies that can mitigate emissions from the electric sector. These advanced technologies can be generalized as efficiency improvements (both generation and end-use), decarbonization and sequestration (e.g., fuel switching and CCS), use of renewables (e.g. wind, solar, and biomass), and use of nuclear energy [2]. At the present time some of these technologies may be more desirable than others; however, the emissions reduction challenge will require more than one technology (e.g., see Pacala and Socolow [12]).

The CCS Option—Capturing CO₂

Capture of CO₂ can be accomplished via three general routes: pre-combustion CO₂ capture, where carbon is removed from the fuel prior to oxidization; post-combustion CO₂ capture, where fuel is combusted normally in a boiler or turbine, and CO₂ is removed from the exiting flue gas stream; and oxyfuel combustion, where the fuel is combusted with nearly stoichiometric amounts of oxygen in an atmosphere of CO₂. Figure 2 summarizes the major flows and processes in the three categories of capture processes.

Figure 2. CO₂ capture processes summarized by major process steps, adapted from the IPCC Special Report on CCS [13].

All of these types of capture systems currently consume large amounts of energy, resulting in decreased plant efficiencies and reduced net power outputs when compared against the same plants without capture systems. As a result, power plants with capture systems will consume more fuel and water while producing more waste products (e.g. ash, slag, and sulfur) per unit of electricity generated [14]. The decrease in energy output coupled with the increased operating cost and increased capital cost (resulting from the capture system) results in a higher cost of electricity (COE) for capture plants versus those without capture. Figure 3, adapted from the IPCC Special Report on CCS [13].
summarizes the difference in COE and emissions rates between plants with and without capture (including compression, but not transport or storage) for three power plant technologies: pulverized coal (PC), integrated gasification combined cycle (IGCC), and natural gas combined cycle (NGCC).

Figure 3. Ranges for the COE and CO$_2$ emissions factor for different power plant technologies with and without capture based on current technologies. Coal plants use bituminous coals, PC plants use supercritical steam cycles, and all figures are for new plants. Lines connect the IPCC “representative values” [13], and indicate the CO$_2$ avoidance cost for the same type of plant.

There are several metrics for measuring the cost of carbon capture, including the incremental COE, cost of CO$_2$ avoided, and cost of CO$_2$ captured. Figure 3 shows the differences in COE between plants with and without capture and the cost of CO$_2$ avoided for the same plant types.

The remainder of this report focuses on the costs of CO$_2$ transport and storage expressed as cost per metric tonne of CO$_2$ transported or stored. The appropriate metric for comparison with capture costs is the cost of CO$_2$ captured, which ranges from roughly $10 to $60 per tonne of CO$_2$ depending on plant type and other design and operating factors [13]. In general, the cost per tonne of CO$_2$ captured using current technologies is highest for NGCC plants, and approximately similar for PC and IGCC plants [13].

The technological maturity of CO$_2$ capture systems varies from technology to technology. The recent IPCC report concludes that the components of many capture systems are well understood from a technological standpoint, but there is a lack of experience in building and operating capture systems at scale [13].

The CCS Option—Transport of CO$_2$

There are multiple options for transporting compressed CO$_2$ from the source to the geological sink. Practical modes of overland transport include motor carrier, rail, and pipeline. The most economic method of transport depends on the locations of capture and storage, distance from source to sink, and the quantities of CO$_2$ to be transported. However, the quantity to be transported is the dominant factor—on the order of 2 to 3 million metric tonnes (Mt) per year of CO$_2$ would need to be transported from a single 500 MW coal-fired power plant. As a result, pipeline is the only viable option for overland transport [15, 16], and is the only method of transport considered in the report.

---

1 The cost of CO$_2$ avoided is highly sensitive to the context in which it is used and types of plants being compared. For example, in a situation where the alternative to building an IGCC plant with capture is to build an NGCC plant without capture, the relevant avoidance cost should be measured between these plant types.
There is considerable industrial experience in the transport of CO₂ by pipeline. Upwards of 50 Mt/y of CO₂ is transported over nearly 3100 km of pipelines primarily for use in EOR operations [17, 18]. For comparison, this would be the amount of CO₂ produced by about sixteen 500 MW coal fired power plants.

The CCS Option—Storage of CO₂

The theoretical capacity of geological sinks for CO₂ storage is uncertain, but likely very large [19]. Geological sinks suitable for storing captured CO₂ include: deep saline aquifers, depleted gas reservoirs, oil reservoirs, and coal beds. Storage of CO₂ in producing oil reservoirs and coal beds are referred to as enhanced oil recovery (EOR) and enhanced coal bed methane (ECBM) recovery, respectively. Table 2 shows the range of capacity estimates for deep saline formations, EOR, and ECBM reported by different authors [20-27].

<table>
<thead>
<tr>
<th>Formation</th>
<th>United States (Gt CO₂)</th>
<th>Worldwide (Gt CO₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep Saline Aquifers</td>
<td>(10^2)</td>
<td>(10^4)</td>
</tr>
<tr>
<td>EOR &amp; Depleted Oil and Gas Fields</td>
<td>(10^2)</td>
<td>(10^3)</td>
</tr>
<tr>
<td>ECBM</td>
<td>(10^1)</td>
<td>(10^2)</td>
</tr>
</tbody>
</table>

On a global scale, the estimated capacity of deep saline formations is largest, followed by oil and gas reservoirs (including depleted reservoirs) and ECBM, while mined salt caverns have an estimated global storage capacity that is insignificant in comparison.

Many difference approaches have been used to make estimates of the storage capacity in the subsurface on both regional and global levels, which explains the great variation in estimates of global capacity estimates shown in Table 2 [19, 27]. Asides from methodological issues, such as correlating surface area of sedimentary basins with storage capacity, the range in capacity estimates can be attributed to divergent assumptions used in the various assessments, and the level of the assessment (i.e., reserves vs. resources) [19, 28].

Even at the lower end of the range of capacity estimates in Table 2, there is still ample global capacity to sequester large amounts of CO₂. However, the availability of storage sites is highly variable. For example, sedimentary basins such as the Permian Basin (Southwest United States) and the Alberta Basin (Western Canada) will have large storage capacities in deep saline formations, and oil and gas reservoirs, whereas other areas, such as Central Canada, will have little capacity for storage owing to its location on the Precambrian Shield [29]. To effectively utilize regional storage capacities, CO₂ may have to be transported, potentially over large distances, since geological sinks further from the CO₂ source may be more suitable than nearby sinks. Suitability of geological formations for storage depends on the geological suitability of the particular sedimentary basin, the inventory of potential storage sites within the basin, the safety and long term fate of injected CO₂, and the capacity of the storage site [30].

Planned and Operating CO₂ Capture and Storage Projects

There are a number of planned CO₂ and operating storage projects. A number of these projects are relatively small-scale pilot projects (i.e., on the order of \(10^5\) tonnes CO₂ per year), such as the Phase III projects planned by the US Department of Energy (DOE), Carbon Sequestration Regional Partnerships [31]. However, there are also a growing number of large-scale commercial projects (i.e., 1 Mt CO₂ per year and larger). Large-scale projects currently operating or in an advanced stage of planning are summarized in Table 3 [27, 32, 33].

In addition to the projects listed in Table 3, there is a large number of operating EOR projects injecting natural CO₂ primarily for oil recovery. The Enhanced Oil Recovery (EOR) chapter contains an overview of operating EOR projects.

---

2 A sedimentary basin is a depression in the earth’s crust formed by movement of tectonic plates where sediments have accumulated to form sedimentary rocks. Hydrocarbons commonly occur in sedimentary basins.
Processes analogous to those used in deep saline formation storage are used for acid gas disposal in Canada. Through 2005, over 4.5 Mt of acid gas have been injected into deep saline aquifers and depleted hydrocarbon reservoirs at 48 sites, produced by 42 separate gas plants [34, 35]. Both H$_2$S and CO$_2$ are disposed of simultaneously because co-capture of the two gases is less expensive than separate capture of H$_2$S and CO$_2$. Of the total amount of acid gas injected, approximately 2.5 Mt is CO$_2$.

Table 3.  A summary of operating commercial CO$_2$ storage projects

<table>
<thead>
<tr>
<th>Project</th>
<th>Location</th>
<th>Operator</th>
<th>Storage Type</th>
<th>Injection Start Date</th>
<th>Annual Injection Rate</th>
<th>Total Planned Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleipner</td>
<td>North Sea</td>
<td>StatOilHydro</td>
<td>Aquifer</td>
<td>1996</td>
<td>1 Mt/y</td>
<td>20 Mt</td>
</tr>
<tr>
<td>Weyburn</td>
<td>Saskatchewan, Canada</td>
<td>Encana</td>
<td>EOR</td>
<td>2000</td>
<td>1.2 Mt/y$^\dagger$</td>
<td>19 Mt</td>
</tr>
<tr>
<td>In Salah</td>
<td>Sahara, Algeria</td>
<td>Sonatrach, BP, StatOilHydro</td>
<td>Depleted Gas Reservoir</td>
<td>2004</td>
<td>1.2 Mt/y</td>
<td>17 Mt</td>
</tr>
<tr>
<td>Salt Creek</td>
<td>Wyoming, USA</td>
<td>Anadarko</td>
<td>EOR</td>
<td>2006</td>
<td>2.2 Mt/y$^\ddagger$</td>
<td>27 Mt</td>
</tr>
<tr>
<td>Snohvit</td>
<td>Melkøya, Norway</td>
<td>StatOilHydro</td>
<td>Aquifer</td>
<td>2007</td>
<td>0.7 Mt/y</td>
<td></td>
</tr>
<tr>
<td>Gorgon</td>
<td>Barrow Island, Australia</td>
<td>Chevron</td>
<td>Aquifer</td>
<td>2009$^\S$</td>
<td>3.2 Mt/y</td>
<td>&gt;100 Mt</td>
</tr>
</tbody>
</table>

$^\dagger$ Average annual delivery rate over 15 year CO$_2$ contract
$^\ddagger$ Peak annual storage rate
$^\S$ Planned date

Many of these projects are being studied to better understand the processes occurring in storage, means of monitoring injected CO$_2$ and detecting leakage, and security of CO$_2$ storage in the long-term. The findings from these and other pilot projects can inform development of an integrated framework for CCS.

Challenges in CO$_2$ Transport and Storage

The challenges to the acceptance and widespread use of CCS as a technology to address the climate challenge are numerous. Perhaps one of the most critical is the public acceptance of CCS as a safe and effective means to reduce emissions. The issue of public perception is also tied to increasing scientific knowledge about the security of stored CO$_2$, its long-term fate, appropriate risk assessment, and development and implementation of an effective regulatory system. The following three sections give a brief overview of these issues.

Technical Challenges in CO$_2$ Transport and Storage

As Table 2 shows, there is a wide range of capacity estimates for both the US and the world, and as noted by Bradshaw et al. [19], there are capacity estimates in the literature that report US capacities larger than world capacities estimated by others. While efforts such as the US DOE Carbon Sequestration Regional Partnerships have made estimates of storage capacity at the national level, there is still a considerable range of uncertainty in their estimates [36]. Friedmann et al. [37] argue that it is prudent for governments to quickly undertake geological assessments of CO$_2$ storage capacity given their low cost relative to the benefit of having accurate capacity estimates for long-term planning.

A further challenge for geological storage is to improve understanding of potential leakage processes from storage formations. Potential leakage pathways can be both natural (e.g. open faults) and man-made (e.g. abandoned wells). Faults can be identified using seismic methods and characterized as either sealing or open. Abandoned wells can also be identified. However, in a mature sedimentary basin there may be hundreds of thousands of abandoned wells that can

---

3 Formally, an acid gas is any gas that can form acidic solutions when mixed with water. In this context, an acid gas is a mixture of hydrogen sulfide (H$_2$S) and CO$_2$ of varying proportions. In the petroleum industry, H$_2$S and CO$_2$ gases are obtained after a sweetening process is applied to a sour gas.
potentially serve as conduits to the surface (e.g., see Gasda [38]). A better understanding of the processes that could lead to leakage from wells and better tools to enable risk assessment would be beneficial.

Given the volumes of CO$_2$ to be stored and the locations in which storage is likely to occur, it is reasonable to assume that there will be leakage from some projects, even in cases where due diligence has been exercised. In such a situation, remediation will be required. Using natural gas storage facilities as analogs to CO$_2$ storage, Benson and Hepple [39] describe several pathways for leakage and possible remediation technologies. However, as both Benson and Hepple and the IPCC special report conclude [27], technologies to mitigate leakage should be further explored.

**Regulatory Needs for CO$_2$ Transport and Storage**

Despite the importance placed on CCS technologies by the US DOE, the US does not yet have a regulatory framework for CCS, nor does the US have a clear plan to develop an integrated regulatory framework. An integrated regulatory framework for CCS should encompass the entire lifecycle of a CSS project—from ensuring that storage sites are appropriate to verifying that CO$_2$ has been sequestered from the atmosphere to management of the long-term risks presented by the stored CO$_2$. Without an integrated regulatory framework or a clear plan forward—in addition to restrictions on CO$_2$ emissions—CCS will not be an option for commercial entities looking to reduce emissions.

In the US, the EPA has announced its intention to regulate geological storage of CO$_2$ under the Underground Injection Control (UIC) program and plans to propose draft regulations late in 2008. As pointed out by Wilson and others [40, 41], the UIC may not be an appropriate framework to regulate the lifecycle of a CCS project. An appropriate regulatory framework must balance the needs of a large number of stakeholders, accounting for the long-term liability resulting from injected CO$_2$ and incorporate lessons learnt from early pilot and commercial scale projects [42].

**Public Perception of CO$_2$ Transport and Storage**

Public acceptance of CCS as a safe and effective means of reducing CO$_2$ emissions is necessary for the technology to play a role in the future. Palmgren et al. [43] suggest that the initial public perception of CCS is not favorable in comparison with other energy technologies that could play a role in reducing emissions. In agreement, Reiner et al. [44] present survey results suggesting that the public are uncertain as to whether CCS should play a role in a portfolio of climate mitigation technologies. Of course, acceptance of CCS is also tied to acceptance of climate change as a pressing problem that requires prompt action [43, 44]. Further studies of public perception may be able to determine what aspects of CCS must be addressed, from a technological or regulatory standpoint, to improve its standing in the public arena.

**Objectives and Organization of this Report**

In addition to information on technical characteristics and risks, policy makers require methods to estimate the costs of CCS to evaluate proposed climate change mitigation strategies involving development of CCS projects. In addition, private actors also have an interest in examining the cost of CCS projects. In the last decade the understanding of CCS processes has increased greatly, as reflected by the recent IPCC Special Report [45]; however, there are still significant gaps in knowledge of the cost of integrated capture, transport, and storage processes. For example, many studies of carbon capture processes have been undertaken [13] and reasonable models linking process economics to key engineering parameters (i.e., engineering-economic models) have been developed [46], but they have not yet been linked with transport [47] and storage models to determine the economics of an integrated CCS process.

Current estimates of the costs of CO$_2$ transport and storage have by and large been based on rules-of-thumb adapted from petroleum engineering (e.g., see [48-52]). In storage, the uses of rules-of-thumb are appropriate for situations where there is limited knowledge of the geological properties of the reservoir at the scales of interest for cost calculations (i.e., over tens of km$^2$). For example, studies that have produced regional cost-curves for storage (i.e. the cost of storing a cumulative mass of CO$_2$) have typically applied these rules of thumb [51, 52]. However, when more specific geological information is available, cost estimates can be made that better reflect the specifics of the case (e.g., see [53]).

The goal of this report is to develop a suite of models that relate the specifics of CO$_2$ transport and storage projects—through both aquifer storage and EOR—to the cost of transport and geological storage. These models will: be flexible with respect to changing scenarios and assumptions; allow for probabilistic assessment; and, be relatively transparent and
easy to use. The models will be used in the report to assess the relative importance of the input parameters, the effects of variability in the input parameters, and the relative costs of CCS for illustrative cases.

The report is divided into several chapters, including this introductory chapter. These chapters describe the transport, EOR storage, and aquifer storage models, respectively, presenting deterministic results from application of each model to illustrative cases and results from Monte Carlo sensitivity studies using each model. A subsequent chapter ties together the findings from the illustrative cases, and makes recommendations on the types of problems the models can be applied to solve.
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Modeling CO\textsubscript{2} Transport by Pipeline\textsuperscript{4}

There have been few studies that have addressed the cost of carbon dioxide (CO\textsubscript{2}) transport in detail. However, earlier work by Svensson et al. [1] identified pipeline transport as the most practical method to move large volumes of CO\textsubscript{2} overland and other studies have affirmed this conclusion [2]. There is considerable experience in the transport of CO\textsubscript{2} by pipeline, as upwards of 50 million tonnes per year of CO\textsubscript{2} is transported over nearly 3100 km of pipelines primarily for use in enhanced oil recovery (EOR) operations [2, 3]. This chapter focuses on the cost of CO\textsubscript{2} transport via pipeline. In 1993, Skovholt [4] presented rules of thumb for sizing of CO\textsubscript{2} pipelines and estimated the capital cost of pipeline transport. In 2002, the International Energy Agency Greenhouse Gas Programme (IEA GHG) released a report that presented several correlations for the cost of CO\textsubscript{2} pipelines in Europe based on detailed case study designs [5]. More recently, an engineering-economic CO\textsubscript{2} pipeline model was developed at the Massachusetts Institute of Technology (MIT) [6]. Results from these and similar studies were summarized in the recent IPCC report [2]. However, none of these studies considered the unusual physical properties of CO\textsubscript{2} at high pressures [7], the realities of available pipeline diameters and costs, or regional differences in the cost of CO\textsubscript{2} transportation.

The objective of this chapter is to estimate the cost per tonne of transporting CO\textsubscript{2} for a range of CO\textsubscript{2} flow rates (e.g., reflecting different power plant sizes) over a range of distances, and to also incorporate regional cost differences within the continental US.

These cost estimates are embodied in an engineering-economic model that will be presented in this chapter. A probabilistic analysis is used to quantify the impact of uncertainty and variability in cost model parameters on CO\textsubscript{2} transport cost. This analysis also shows the range of costs associated with a given project and the probability of a given cost for a specific scenario.

**Pipeline Transport Performance Model**

The performance model takes as input engineering design parameters, such as pipeline length and design CO\textsubscript{2} mass flow and calculates the required pipe diameter. The transport performance model includes a comprehensive physical properties model for CO\textsubscript{2} and other fluids of interest (e.g., H\textsubscript{2}S); accounts for the compressibility of CO\textsubscript{2} during transport; allows booster pumping stations and segment elevation changes; and, includes probabilistic assessment capabilities. Figure 4 shows the inputs and outputs from the performance model, and how the performance model interacts with the pipeline cost model (discussed in Pipeline Transport Capital Cost Model) and the CO\textsubscript{2} properties model (discussed in Estimation of Physical Properties).

Physical Properties of Carbon Dioxide

Efficient transport of CO$_2$ via pipeline requires that CO$_2$ be compressed and cooled to the liquid state [8]. Transport at lower densities (i.e., gaseous CO$_2$) is inefficient because of the low density of the CO$_2$ and relatively high pressure drop per unit length. Moreover, by operating the pipeline at pressures greater than the CO$_2$ critical pressure of 7.38 MPa, temperature fluctuations along the pipeline will not result in the formation of gaseous CO$_2$ and the difficulties encountered with two-phase flow [9], as the phase diagram in Figure 5 illustrates.

![Phase Diagram for CO$_2$](image.png)

*Figure 5. A phase diagram for CO$_2$, showing the triple point, critical point, and the supercritical fluid region. Transport of CO$_2$ should occur in the liquid phase area at pressures greater than the critical pressure.*
The properties of CO$_2$ are considerably different from other commonly transported fluids, such as natural gas. Thus, it is necessary to use accurate representations of the phase behavior, density, and viscosity of CO$_2$ and CO$_2$-containing mixtures in the design of the pipeline. The results presented here are based on the physical properties (i.e., density and phase behavior) of CO$_2$ and CO$_2$-containing mixtures predicted using a cubic equation of state with Peng-Robinson parameters, and mixing rules employing a binary interaction parameter [10]. The transport properties of CO$_2$ have been estimated using the Chung et al. method [11], extended to high pressures by Reid, Prausnitz, and Poling [12]. For more information on cubic equations of state, commonly used parameterizations, and estimation methods for transport properties, see Estimation of Physical Properties.

Figure 6 shows that the compressibility of CO$_2$ is non-linear in the range of pressures common for pipeline transport and is highly sensitive to any impurities, such as hydrogen sulfide (H$_2$S) or methane (CH$_4$). Figure 6 also shows that there is a significant difference between the compressibility of pure CO$_2$ and CO$_2$ with 10% H$_2$S (by volume). To reduce difficulties in design and operation, it is generally recommended that a CO$_2$ pipeline operate at pressures greater than 8.6 MPa where the sharp changes in compressibility of CO$_2$ can be avoided across a range of temperatures that may be encountered in the pipeline system [13]. Conversely, line-pipe with ASME-ANSI 900# flanges has a maximum allowable operating pressure of 15.3 MPa at 38°C [14]. Operating the pipeline at higher pressures would require flanges with a higher rating. Over the range of typical conditions shown in Figure 6, the density of CO$_2$ varies between approximately 800 kg/m$^3$ and 1000 kg/m$^3$.

Operating temperatures of CO$_2$ pipelines are generally dictated by the temperature of the surrounding soil. In northern latitudes, the soil temperature varies from a few degrees below zero in the winter to 6-8°C in summer, while in tropical locations; the soil temperature may reach up to 20°C [4]. However, at the discharge of compression stations after-cooling of compressed CO$_2$ may be required to ensure that the temperature of CO$_2$ does not exceed the allowable limits for either the pipeline coating or the flange temperature.

![Figure 6. The compressibility of CO$_2$ as predicted by the Peng-Robinson equation of state showing the nonlinearity in the transport region and the sensitivity of compressibility to impurities such as 10% H$_2$S or 10% CH$_4$.](image)

**Pipe Segment Engineering and Design**

While there are proven flow equations available for use with high pressure gas pipelines (e.g. AGA fully turbulent equation), these equations can introduce error into the estimation of flow rates in liquid CO$_2$ due to the underlying assumptions made in their development [13]. The pipeline performance model used here is based on an energy balance on the flowing CO$_2$, where the required pipeline diameter for a pipeline segment is calculated while holding the upstream and downstream pressures constant. A pipeline segment is defined as a length of pipeline for which the inlet pressure and...
minimum outlet pressure are specified (e.g., a length of pipeline lying between two compressor stations). The energy balance assumes that changes in kinetic energy of the flowing CO$_2$ are negligible, and that the compressibility of the CO$_2$ or CO$_2$ containing mixture can be averaged over the length of the pipeline segment. In addition, the typically long length of a CO$_2$ pipeline segment coupled with the lack of insulation on buried pipelines means that it can be treated as an isothermal system, where the CO$_2$ is at the temperature of the earth surrounding the pipeline.

Equation 1 shows the differential form of this energy balance, which is integrated in following steps by making several simplifying assumptions. Equation 1 accounts for changes in kinetic energy, pressure-volume work, changes in potential energy, and energy loss due to skin friction in a flow system.

\[
\frac{c}{g c v} du + \frac{1}{v} \frac{g}{g c v^2} dh + \frac{2 f_F c^2}{g c D_i} dL = 0
\]  

(1)

In Equation 1: $c$ is a constant equal to the product of density, $\rho$, and fluid velocity, $u$; $g$ is acceleration due to gravity; $g_c$ is the conversion factor converting force units (in the SI system of units, this is equal to unity); $v$ is the specific volume of fluid; $p$ is pressure; $h$ is height; $f_F$ is the fanning friction factor; $D_i$ is the pipeline diameter; and $L$ is the length of the pipe segment.

Each term in Equation 1 has to be integrated over the length of the pipe segment between the upstream and downstream conditions, represented as points 1 and 2, respectively. The first term at left in Equation 1 is the kinetic energy term, which is integrated via the simple substitution:

\[
\int_1^2 \frac{c}{g c v} du = \frac{c^2}{g c} \ln \left( \frac{u_2}{u_1} \right)
\]

Integration of the pressure-volume work term in Equation 5 is somewhat more complex, and requires substitution of the compressibility for specific volume, and definition of average pressure and temperature conditions. For any fluid, compressibility is defined as:

\[
Z = \frac{pvM}{RT}
\]

where, $R$ is the ideal gas constant, $T$ is the absolute temperature of the fluid, and $M$ is the molecular weight of the fluid. Thus, the specific volume can be rewritten in terms of the compressibility as:

\[
v = \frac{ZRT}{pM}
\]

Substituting the definition of specific volume above into the pressure-volume work term of Equation 1 results in:

\[
\int_1^2 \frac{pM}{ZRT} dp = \int_1^2 \frac{M}{Z_{ave} RT_{ave}} (p_2 - p_1)
\]

Fort the case of a CO$_2$ pipeline modeled here, the average temperature, $T_{ave}$, is assumed to be constant at ground temperature so that $T_{ave} = T_{ground}$. Because pressure varies non-linearly along the pipeline, the average pressure, $P_{ave}$, is calculated [14]:

\[
P_{ave} = \frac{2}{3} \left( p_2 + p_1 - \frac{p_2 p_1}{p_2 + p_1} \right)
\]

(2)

Integration of the potential energy term is relatively simple using the definitions of average temperature and pressure, the result being:

\[
\int_1^2 \frac{g}{g c v^2} dh = \frac{g p_{ave} M^2}{g c Z_{ave}^2 T_{ave}^2} (h_2 - h_1)
\]
The friction loss term is integrated as follows:

\[
\frac{2 f_F c^2}{g_c D_i} \int_1^2 dL = \frac{2 f_F c^2}{g_c D_i} L
\]

Thus, the result of integrating Equation 1, is then given below:

\[
\frac{c^2}{g_c} \ln\left(\frac{u_2}{u_1}\right) + M \left(\frac{p_2^2 - p_1^2}{2Z_{ave}RT_{ave}}\right) + \frac{gD_{ave}^2 M^2}{g_c Z_{ave}^2 R^2 T_{ave}^2} \left(h_2 - h_1\right) + \frac{2 f_F c^2 L}{g_c D_i} = 0
\]

where, for pipe with a circular cross section:

\[
c = \frac{4 \delta \bar{w}}{\pi D_i^2}
\]

Solving Equation 3 for the internal diameter results in the following equation:

\[
D_i = \left\{\frac{-64Z_{ave}^2 R^2 T_{ave}^2 f_F \delta \bar{w} L}{\pi^2 [MZ_{ave}^2 RT_{ave} (p_2^2 - p_1^2) + 2gD_{ave}^2 M^2 (h_2 - h_1)]}\right\}^{1/2}
\]

where, \(\delta \bar{w}\) is the design (i.e. maximum annual) mass flow rate of CO\(_2\).

Thus, Equation 4 can be used to calculate the pipe diameter required for a given pressure drop. Complicating this, however, is the Fanning friction factor, which is a function of the pipe diameter. The Fanning friction factor cannot be solved for analytically, thus an explicit approximation for Fanning friction factor is given as [15]:

\[
\frac{1}{2 \sqrt{f_F}} = -2.0 \log\left(\frac{\varepsilon}{D_i} \frac{5.02}{3.7} \log\left(\frac{\varepsilon}{D_i} \frac{5.02}{3.7} \log\left(\frac{\varepsilon}{D_i} + \frac{13}{3.7} \log\left(\frac{\varepsilon}{D_i}\right)\right)\right)\right)
\]

where \(\varepsilon\) is the roughness of the pipe, which is approximately 0.0457 mm for commercial steel pipe [16], and \(Re\) is the Reynolds number. The Reynolds number is given by Equation 18:

\[
Re = \frac{4 \delta \bar{w}}{\mu \pi D_i}
\]

where \(\mu\) is the viscosity of the fluid. As a result, Equations 4, 5, and 6 must be solved iteratively to determine the pipe diameter required for a particular application. In the iteration scheme shown in Figure 7, the Reynolds number, Equation 6, is first calculated using an initial estimate of pipe diameter based on a velocity of 1.36 m/s. This initial velocity is representative of CO\(_2\) pipeline flows, and thus minimizes the number of iterations required over a range of model inputs for both design mass flow rate and pipeline length. The calculated Reynolds number is then used in Equation 5 to estimate the Fanning friction factor, which is then substituted into Equation 4. Reynolds numbers for CO\(_2\) pipelines are well into the turbulent regime, typically on the order of \(10^6\). This leads to an updated diameter, which is compared with the value at the previous iteration. Values for the internal diameter usually converge to within \(10^{-6}\) m in less than 5 iterations.
Figure 7. Flowchart illustrating the method used to estimate the pipeline segment diameter.

Line pipe is not available in continuous diameters. Thus the internal pipe diameter calculated must be adjusted to account for both available pipe diameters and the pipe wall thickness. A discrete size of line pipe is frequently referred to by its Nominal Pipe Size (NPS), which corresponds approximately to the outside pipe diameter measured in inches. In the model presented here, eleven NPS values between 4 and 30 are available. To determine the inside diameter, the pipe wall thickness (also known as the pipe schedule) for each NPS is estimated using the method specified in the Code of Federal Regulations (CFR), which regulates the design, construction, and operation of CO₂ pipelines in the United States. The pipe wall thickness, \( t \), in meters is given as [17]:

\[
t = \frac{p_{\text{op}} D_o}{2SEF}
\]

where, \( p_{\text{op}} \) is the maximum operating pressure of the pipeline (Pa), \( D_o \) is the outside pipe diameter (m), \( S \) is the specified minimum yield stress for the pipe material (Pa), \( E \) is the longitudinal joint factor (reflecting different types of longitudinal pipe welds), and \( F \) is the design factor (introduced to add a margin of safety to the wall thickness calculation). For the purposes of estimating the pipe wall thickness, the maximum operating pressure is assumed to be 15.3 MPa, the longitudinal joint factor is 1.0, and the design factor is 0.72 (as required in the CFR). The minimum yield stress is dependent on the specification and grade of line pipe selected for the pipeline. For CO₂ service, pipelines are generally constructed with materials meeting American Petroleum Institute (API) specification 5L [18]. In this case, the minimum yield stress has been specified as 483 MPa, which corresponds to API 5L X-70 line pipe.
The value of $D_i$ calculated from Equation 4 is adjusted to the next largest value of $D_i$ for an available NPS. Based on the adjusted $D_i$, the adjusted downstream pressure for the pipeline segment is calculated. This pressure will always be greater than the downstream pressure specified by the user since the adjusted diameter will always be greater than the optimum value calculated by Equation 7.

### Booster Compression Engineering and Design

Booster compression stations may be required for longer pipeline distances, or for pipelines in mountainous or hilly regions with large increases in elevation. Additionally, in some cases the use of booster compression stations may allow a smaller pipe diameter to be used, resulting in a reduced cost of CO$_2$ transport.

The compression station size is developed from an energy balance on the flowing CO$_2$ in a manner similar to the calculation of the pipe segment diameter. If both elevation and velocity changes in the compressor are negligible, the energy balance is:

$$dH = Q + dW$$

where $H$ is enthalpy, $Q$ is heat, and $W$ is work. Thus, if compression is assumed to be adiabatic and reversible (i.e., no heat is lost to the surroundings during compression and there are no losses), then:

$$Q = T dS = 0$$

where $T$ is temperature and $S$ is entropy. Therefore, the reversible work required is equal to the isentropic enthalpy change of the fluid being compressed:

$$W_{irs} = \Delta H_{irs}$$

The actual work required per unit of CO$_2$ compressed can then be calculated by dividing by the isentropic and mechanical efficiency:

$$W = \frac{\Delta H_{irs}}{\eta_{irs} \eta_{mech}}$$  \hspace{1cm} (7)

The fluid enthalpy required in Equation 7 is determined by using thermodynamic departure functions based on the Peng-Robinson parameterization of the cubic equation of state [12] with ideal gas thermodynamic properties calculated using the method proposed by Aly and Lee [19]. Further details on the calculation of enthalpy using these methods are described in Estimation of Physical Properties.

In addition to calculating the work required for a compression stage, the compression algorithm calculates the outlet temperature from compression stage, which allows the required cooling duty to be determined. The general algorithm for calculating the energy requirement for a compressor station is shown in

Both the compressor size (i.e., brake horsepower) and pipeline diameter are calculated on the basis of the maximum design mass flow rate of CO$_2$, while the compression station annual power consumption is calculated on the basis of the nominal (i.e., annual average) mass flow rate of CO$_2$. The nominal mass flow rate of CO$_2$ is the product of the pipeline load factor and the design mass flow rate of CO$_2$. The compressor size is required to determine the capital cost of the compressor, while the compressor station annual power requirement is required to calculate operating cost.
Illustrative Performance Model Results

Figure 9 shows the NPS of a pipeline carrying pure CO$_2$ as a function of the design CO$_2$ mass flow rate, as calculated by the iteration scheme shown in Figure 7. For fixed inlet pressure and minimum outlet pressure, the required pipe diameter increases with increasing design CO$_2$ flow rate and pipeline distance. Steps in pipeline diameter occur because of the discrete NPS available in the model. For example, the model estimates an internal diameter of 0.38 m for a pipeline spanning a distance of 100 km designed to carry 5 million tonnes per year of CO$_2$ at a pressure drop of 35 kPa per km. However, this is not a common line pipe size; thus, the next largest NPS is selected by the model, which has an internal diameter of about 0.39 m.

Figure 9 also shows the economies of scale inherent in the design of the pipeline. For a 100 km long pipeline designed to carry 1 million tonnes per year of CO$_2$, the model calculates a diameter of 8 inches. For a pipeline with the same design
parameter, except designed to handle 5 million tonnes per year, the calculated diameter is 16 inches; for 10 million tonnes per year, the diameter is 22 inches.

The illustrative results for the booster compression station are shown in Figure 10 show that the compressor power requirement increases linearly with mass flow rate and decreases more or less linearly with increasing isentropic efficiency. A single compressor station compressing pure CO\textsubscript{2} at 12 \degree C from approximately 10 MPa to 14 MPa requires 1.43 kWh per tonne of CO\textsubscript{2} that, for a design capacity of 5 million tonnes per year, CO\textsubscript{2} requires an 817 kW compressor.

![Figure 10](image)

**Figure 10.** Illustrative results from the booster compression station model showing the compressor size as a function of the design mass flow rate of pure CO\textsubscript{2} for several different isentropic efficiencies.

### Pipeline Transport Capital Cost Model

The pipeline transport economic models take output from the performance model (i.e., pipeline diameter) combined with a user-specified pipeline length and the pipeline project region to estimate the capital cost and annual operating costs of the pipeline, as shown in Figure 4.

Detailed construction cost data for actual CO\textsubscript{2} pipelines (i.e., as-built-cost including the length and diameter) are not readily available; nor have many such projects been constructed in the last decade [2]. For these reasons, the data set used to develop the pipeline capital cost models is based on natural gas pipelines. However, there are many similarities between transport of natural gas and CO\textsubscript{2}. Both are transported at similar pressures, approximately 10 MPa and greater. Assuming the CO\textsubscript{2} is dry, which is a common requirement for CCS, both pipelines will require similar materials. Thus, a model based on natural gas pipelines offers a reasonable approximation for a preliminary design model used in the absence of more detailed project-specific costs.

### Pipeline Data Set

The CO\textsubscript{2} pipeline capital cost model is based on regression analyses of natural gas pipeline project costs published between 1995 and 2005 [20-31]. These project costs are based on Federal Energy Regulatory Commission (FERC) filings from interstate gas transmission companies. The entire data set contains the “as-built” costs for 263 on-shore pipeline projects in the contiguous 48-states and excludes costs for pipelines with river or stream crossings as well as lateral pipeline projects (i.e., a pipeline of secondary significance to the mainline system, such as a tie-in between the mainline and a power plant). Costs from each year’s projects have been adjusted to 2004 dollars using the Marshall and Swift equipment cost index [32].
The pipeline data set contains information on the year and location of the project and the length and diameter of the pipeline. Locations are listed by state in the data set; however, to develop the regression models presented here, the states have been grouped into six regions. The project regions used here are the same as those used by the Energy Information Administration for natural gas pipeline regions [36], and are shown in Figure 11.

![Figure 11. The regions used in the pipeline transport cost model.](image)

The total construction cost for each project is broken down into four categories: materials, labor, right-of-way (ROW), and miscellaneous charges. The materials category includes the cost of line pipe, pipe coatings, and cathodic protection. Labor is the cost of pipeline construction labor. ROW covers the cost of obtaining right-of-way for the pipeline and allowance for damages to landowners’ property during construction. Miscellaneous includes the costs of surveying, engineering, supervision, contingencies, telecommunications equipment, freight, taxes, allowances for funds used during construction (AFUDC), administration and overheads, and regulatory filing fees.

**Pipeline Capital Cost Models**

Separate cost models have been developed for each of the cost categories. The capital cost models take this general form:

\[
\log(C) = a_0 + a_1NE + a_2SE + a_3C + a_4SW + a_5W + a_6 \log(L) + a_7 \log(D_{nps})
\]  

(8)

where \(NE, SE, CL, SW,\) and \(W\) are binary variables reflecting the five geographic regions besides Midwest (i.e., Northeast, Southeast, Central, Southwest, and West, respectively) that take a value of 1 or 0 depending on the region and increase or decrease the estimated cost relative to the Midwest value. \(C\) is the pipeline capital cost in 2004 US dollars. The variable \(L\) is the total pipeline length in kilometers, and the \(D\) is the pipeline NPS. Regional variables exist in the cost model only if they are statistically significant predictors of the cost; thus different cost-component models include different sets of regional variables.

If the intercept and regional variables in Equation 8 are collected into a single term and rearranged, the cost model can be rewritten in Cobb-Douglas\(^5\) form:

\[
C = bL^{\alpha_0} D_{nps}^{\alpha_1}
\]

where

\[
\log(b) = a_0 + a_1NE + a_2SE + a_3C + a_4SW + a_5W
\]

(9)

\(^5\) In economic theory, a Cobb-Douglas production function has the form \(f(K, L) = AK^a L^b\), where \(K\) and \(L\) traditionally refer to capital and labor.
There are several properties of Cobb-Douglas functions that are interesting in the context of the cost models. If the sum of $a_6$ and $a_7$ is equal to one, the total cost exhibits constant returns to scale (i.e., cost is linear with $L$ and $D$). If the sum is less than one, there are decreasing returns to scale, and if the sum is greater than one, increasing returns to scale. Moreover, the values of $a_6$ and $a_7$ represent the elasticity of cost with respect to length and diameter, respectively.

Parameter estimates for the materials, labor, miscellaneous charges, and ROW cost components are given in Table 4. The generalized regression model given in Equation 8 accounts for a large proportion of the variation in the data set for each of the cost categories, as reflected by all of the cost component models having an adjusted-$r^2$ value greater than 0.81, with the exception of ROW, which has an adjusted-$r^2$ value of 0.67.

Table 4. Parameter estimates for the pipeline cost model, Equation 8, where standard errors are indicated in parentheses.

<table>
<thead>
<tr>
<th>Coefficient Estimate</th>
<th>Cost Component</th>
<th>Materials</th>
<th>Labor</th>
<th>ROW</th>
<th>Miscellaneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td></td>
<td>3.112**</td>
<td>4.487**</td>
<td>3.950**</td>
<td>4.390**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.067)</td>
<td>(0.109)</td>
<td>(0.244)</td>
<td>(0.132)</td>
</tr>
<tr>
<td>$a_1$</td>
<td></td>
<td>-</td>
<td>0.075*</td>
<td>-</td>
<td>0.145**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.032)</td>
<td></td>
<td>(0.045)</td>
</tr>
<tr>
<td>$a_2$</td>
<td></td>
<td>0.074**</td>
<td>-</td>
<td>-</td>
<td>0.132*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.021)</td>
<td></td>
<td></td>
<td>(0.054)</td>
</tr>
<tr>
<td>$a_3$</td>
<td></td>
<td>-</td>
<td>-0.187**</td>
<td>-</td>
<td>-0.369**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.048)</td>
<td></td>
<td>(0.061)</td>
</tr>
<tr>
<td>$a_4$</td>
<td></td>
<td>-</td>
<td>-0.216**</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.059)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_5$</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.377**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.066)</td>
</tr>
<tr>
<td>$a_6$</td>
<td></td>
<td>0.901**</td>
<td>0.820**</td>
<td>1.049**</td>
<td>0.783**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.012)</td>
<td>(0.023)</td>
<td>(0.048)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>$a_7$</td>
<td></td>
<td>1.590**</td>
<td>0.940**</td>
<td>0.403*</td>
<td>0.791**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.045)</td>
<td>(0.077)</td>
<td>(0.167)</td>
<td>(0.091)</td>
</tr>
</tbody>
</table>

** Significant at the 1% level
* Significant at the 5% level

Based on the regression results shown in Table 4, several general observations can be made. The cost of all four components exhibit increasing returns to scale, which means that multiplying both the length and diameter by a constant $n$ multiplies the materials cost by a factor greater than $n$. For example, doubling both pipeline length and diameter results in a nearly 6-fold (rather than 4-fold) increase in materials cost. For the materials, labor and miscellaneous costs, the elasticity of substitution for length is less than one; thus, a doubling in pipeline length results in less than a doubling of the cost for these components (often referred to as economies of scale). However, the elasticity of substitution for length in the ROW cost is approximately one, so that doubling the length results in a doubling of ROW cost (which is reasonable, as the ROW cost per unit of land should be approximately constant regardless of the pipeline length). The elasticity of substitution for pipeline diameter is less than one for labor, miscellaneous, and ROW costs, again indicating economies of scale; however, for materials cost it is approximately 1.6, so that doubling the pipeline diameter results in a three-fold materials cost increase. Note that this still reflects an economy of scale in the total cost of materials since doubling the diameter would quadruple the total mass of steel needed.

At least one regional variable was found to be statistically significant in all of the regression model cost categories, implying that for some regions, the cost of constructing a pipeline is higher or lower than the average for the Midwest region. For example, the labor cost regression results (Table 4) show that the cost intercept is approximately $6,000.
greater in the Northeast than the Midwest and approximately $10,000 lower in the Central and Southwest regions. There is no statistical difference (at the 5% level) between the Midwest and West or Southeast cost intercepts.

Cost differences between regions could be caused by a combination of two types of factors: differences between regions in the average cost of materials, labor, miscellaneous costs, and land (affecting ROW cost); and, differences in other geographic factors, such as population density and terrain. Regional variation in labor and materials cost for power plant construction have been documented by the Electric Power Research Institute (EPRI) [33]. However, because the routings of pipeline projects are not reported in the data set, it is not possible to identify how these individual factors contributed to overall cost of the projects. Thus, there are plausible circumstances where similar pipeline projects in different regions could have costs much closer to one another than to comparable projects within their respective regions (e.g. pipelines of similar length and design CO₂ mass flow in heavily populated versus unpopulated areas within the same state). Zhang et al. [34] have developed more data intensive tools to study least-cost routing of specific CO₂ pipelines which are complimentary to the use of the current screening level model.

**Compressor Capital Cost Model**

The total capital cost of a reciprocating compressor station has been estimated by the IEA for a European study involving the pipeline transmission of CO₂ [5]. This cost is given by the regression in Equation 27:

\[ C = 8.35P + 0.49 \]

where the result is in millions of US dollars (2004), and P is the installed booster station power in MW. This correlation yields a cost slope of $8,346 per kW of installed capacity.

**Illustrative Capital Cost Model Results**

The behavior of the capital cost models is shown in Figure 12, where the category cost model results are stacked to indicate the total cost of a 16 inch diameter pipeline for distances from 10 mi to 60 mi located in the Midwest. For reference, a 16 inch pipeline could transport approximately 5 million metric tonnes of CO₂ per year over a 100 km distance, which would be approximately the maximum annual emissions of a 600 MW (net) pulverized coal fired plant with 90% CO₂ capture.

Figure 12 shows that the labor cost accounts for over 50% of the total cost of a 16 inch pipeline across all distances between 5 km and 100 km. The next largest cost category is engineering, overheads, and AFUDC (i.e., miscellaneous), followed by materials, and ROW. However, the size breakdown shown in Figure 12 is dependent on the pipeline diameter. For example, the material cost increases more rapidly with pipeline diameter than the miscellaneous cost, thus for a 36 in pipeline, the materials cost is much a much larger fraction of the total cost than the miscellaneous cost.

The regional dependence of the labor, miscellaneous, and ROW models means that the predicted cost of projects in some regions will be either higher or lower than the cost of equivalent projects in other regions. The difference in cost between the Midwest and the other five regions is summarized in Table 5 for a 16 inch diameter pipeline that is 100 km long. The results in this table show that, when compared to the Midwest, pipelines in the Northeast and Southeast are more expensive to construct, and pipelines in the Central and Southwest are less expensive to construct.
Figure 12. The capital cost (in millions of constant 2004 US dollars) of a 16 inch pipeline located in the Midwest over varying lengths.

Table 5. The cost of construction of a 100 km, 16 inch pipeline in the Midwest in millions of dollars (constant 2004 US dollars), and the regional differences relative to Midwest cost, where values in brackets are negative.

<table>
<thead>
<tr>
<th>Capital Cost (Million $)</th>
<th>Midwest</th>
<th>Difference from Midwest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Northeast</td>
</tr>
<tr>
<td>Material</td>
<td>6.746</td>
<td>0</td>
</tr>
<tr>
<td>Labor</td>
<td>18.129</td>
<td>3.430</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>8.110</td>
<td>3.226</td>
</tr>
<tr>
<td>ROW</td>
<td>3.417</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>36.402</td>
<td>6.656</td>
</tr>
</tbody>
</table>

Pipeline Transport Operating & Maintenance Cost Model

In the United States, pipeline maintenance activities are regulated under Title 49 of the Code of Federal Regulations (CFR), Section 195, subsections 400 through 452. These regulations specify requirements for training, inspections, and repairs. Routine activities that fall under the category of maintenance activities include:

- ROW and facilities environmental protection
- ROW and site maintenance
- Pipeline depth of cover maintenance
- Aerial inspection/patrol and leak detection
- ROW erosion control and stabilization
- Cathodic protection monitoring and maintenance
- Pipeline integrity assessment
In addition to these activities, Title 49 of the CFR, Section 195, Subpart 452, requires the operator of a CO₂ pipeline to develop and maintain an integrity management program that addresses risks along each segment of their pipeline system. This program is particularly addressed to address risks in high consequence areas (i.e., a populated place or navigable waterway).

While operating and maintenance (O&M) costs are not large in comparison to the annualized capital cost of pipeline transport, they are nonetheless significant. Bock et al. [6] report that the O&M cost of operating a 480 km CO₂ pipeline is between $40,000 and $60,000 per month. On an annual basis, this amounts to approximately $3,250 per kilometer of pipeline in 2004 dollars. Thus, for a 100 km long pipeline, transporting approximately 5 million tonnes per year of CO₂ with no booster pumping stations, the O&M cost would account for approximately 6% of the total cost per tonne of transportation.

Based on the EPRI Technical Assessment Guide [33], the O&M charges associated with the booster compression stations (in addition to energy cost) are assumed to be 1.5% of their original capital cost, annually.

**Combining Performance and Cost**

As Figure shows, the cost model is dependent on the diameter of the pipeline as calculated by the performance model. Thus, the model begins by calculating the pipeline diameter for each pipeline segment using the method described in Pipe Segment Engineering and Design.

The number of pipeline segments is determined by the number of compressor stations specified by the user—the number of pipeline segments being one greater than the number of booster stations. For example, for a 100 km pipeline if there are two compression stations specified there are then three pipe segments. The pipeline segment length, inlet pressure, and minimum outlet pressure are all specified by the user for each pipeline segment. Thus, the calculated pipeline diameter for each pipeline segment can be different.

The capital cost for the pipeline project is estimated by summing up the capital cost for each pipeline segment and booster station. However, because the elasticity of substitution for length is less than one for materials, labor and miscellaneous capita cost (as shown by the coefficients in Table 4), the cost for each segment is calculated as if the entire pipeline project length were of that particular diameter, then scaled to the length of the segment. For example, the materials capital cost of a 16 inch NPS, 100 km long pipeline, is $67,459 per km; for a 100 km long pipeline with two 50 km long segments, one of which is 16 inch NPS, the materials capital cost for the shorter 16 inch NPS segment is still $67,459. This approach is taken because it is assumed that the economies of scale for a long pipeline project with multiple segments of differing diameters would be equal to—or at least insignificantly different from—the economies of scale for a project of the same length of a single diameter.

The key results reported by the newly developed pipeline model include the total capital cost, annual O&M cost, total levelized cost, and the levelized cost per metric tonne of CO₂ transported (all in constant 2004 US dollars). The capital cost can be subject to capital cost escalation factors applied to individual categories of the capital cost (i.e., materials, labor, miscellaneous, and ROW). These escalation factors can be used to account for anticipated changes in capital cost components (e.g., in the cost of steel) or other project-specific factors that might affect capital costs relative to the regional averages discussed earlier (e.g., river crossings). Capital costs are annualized using a levelized fixed charge factor calculated for a user-specified discount rate and project life [35]. The cost per tonne CO₂ transported reflects the amount of CO₂ transported, which is the product of the design mass flow rate and the pipeline capacity factor.

**Illustrative Case Study Results**

Illustrative results from the pipeline model were developed using parameters representative of a typical coal-fired power plant in the Midwest region of the United States (Table 6). Several parameter values (e.g., capital recovery factor) are
default values from the IECM software [35]. Table 6 includes a nominal CO₂ mass flow rate and pipeline length, but these two parameters are varied parametrically in the case study results presented here.

**Table 6. Illustrative case study parameters for the pipeline transport model**

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Deterministic Value</th>
<th>Uncertainty Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pipeline Performance Parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design Mass Flow (Mt/y)</td>
<td>5</td>
<td>Variable</td>
</tr>
<tr>
<td>Pipeline Length (km)</td>
<td>100</td>
<td>Variable</td>
</tr>
<tr>
<td>Elevation Change (m)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Pipeline Capacity Factor (%)</td>
<td>100</td>
<td>Uniform (50, 100)</td>
</tr>
<tr>
<td>Ground Temperature (°C)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Inlet Pressure (MPa)</td>
<td>13.79</td>
<td>Uniform (12, 15)</td>
</tr>
<tr>
<td>Minimum Outlet Pressure (MPa)</td>
<td>10.3</td>
<td></td>
</tr>
<tr>
<td>Pipe Roughness (mm)</td>
<td>0.0457</td>
<td></td>
</tr>
<tr>
<td>Number of Booster Stations</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Economic and Financial Parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Region</td>
<td>Midwest</td>
<td></td>
</tr>
<tr>
<td>Capital Recovery Factor (%)</td>
<td>15</td>
<td>Uniform (10, 20)</td>
</tr>
<tr>
<td>Annual O&amp;M Cost ($/km/y)</td>
<td>3,250</td>
<td>Uniform (2,150, 4,350)</td>
</tr>
<tr>
<td>Escalation Factor for Materials Cost</td>
<td>1</td>
<td>Uniform (0.75, 1.25)</td>
</tr>
<tr>
<td>Escalation Factor for Labor Cost</td>
<td>1</td>
<td>Uniform (0.75, 1.25)</td>
</tr>
<tr>
<td>Escalation Factor for ROW Cost</td>
<td>1</td>
<td>Uniform (0.75, 1.25)</td>
</tr>
<tr>
<td>Escalation Factor for Miscellaneous Cost</td>
<td>1</td>
<td>Uniform (0.75, 1.25)</td>
</tr>
<tr>
<td>Escalation Factor for Compression Cost</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

For the case study CO₂ pipeline in the Midwest, the total levelized cost of transport is estimated to be $1.16 per tonne of CO₂ transported. Table 7 shows the regional differences in CO₂ transport cost relative to the Midwest for a pipeline with the same parameters as in Table 6. In general, the model shows that the cost is greatest in the Northeast, followed (in descending order) by the Southeast, Midwest, West, Southwest, and Central U.S. This trend applies to all pipeline lengths and design mass flows. Overall, the cost category that accounts for the largest regional difference is the labor cost, which is lowest in the Southwest and highest in the Northeast.

**Table 7. The cost of pipeline transport in the Midwest and regional differences relative to the Midwest, where bracketed values are negative (all costs in constant 2004 US dollars).**

<table>
<thead>
<tr>
<th>Transport Cost ($/tonne CO₂)</th>
<th>Midwest</th>
<th>Difference from Midwest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Northeast</td>
</tr>
<tr>
<td>Materials</td>
<td>0.20</td>
<td>0</td>
</tr>
<tr>
<td>Labor</td>
<td>0.54</td>
<td>0.10</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>0.24</td>
<td>0.10</td>
</tr>
<tr>
<td>ROW</td>
<td>0.10</td>
<td>0</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>0.07</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>1.16</td>
<td>0.20</td>
</tr>
</tbody>
</table>

---

6 Corresponds to a 30-year plant lifetime with a 14.8% real interest rate (or, a 20-year life with 13.9% interest rate) ¹ This parameter modeled as a discrete value for sensitivity analysis.
Figure 13 shows results from the model as a function of pipeline distance for a project in the Midwest for four different design mass flow rates. In this example the pipeline capacity factor is assumed to be 100%, so the annual mass transported equals the design capacity of the pipeline. Figure 13 shows that the levelized transport cost increases with distance and decreases with increasing design capacity for a fixed distance. For a typical 500 MW power plant (emissions of approximately 2-3 million tonnes per year), transport costs could range from $0.15 per tonne for a 10 km pipeline to $4.06 per tonne for a 200 km pipeline. For an annual capacity factor of 75% (typical of existing coal-fired power plants), the levelized cost per tonne would increase to between $0.20 per tonne for the 10 km pipeline to $5.41 per tonne for 200 km pipeline. Figure 13 also illustrates the differences in cost between the pipelines constructed in the Northeast and Central regions. For all pipeline distances and all pipeline design capacities, the transport cost is lowest in the Central region and highest in the Northeast region.

Model Sensitivity Analysis Results

To assess the sensitivity of the model to changes in multiple design and financial parameters, uniform distributions were assigned to several parameters of interest and a series of Monte Carlo trials were used to calculate the pipeline transport cost. The uniform distribution was selected to represent uncertainty or variability because there is no prior information that would suggest choosing a more complex distribution (such as a triangular or lognormal distribution). The design parameters of interest are the ground temperature, and pipeline inlet pressure, while financial parameters include pipeline capacity factor, capital recovery factor, and annual pipeline O&M cost. Values of the input parameters for the probabilistic analysis are also shown in Table 6.

For this analysis 1,000 trials were conducted for each region. From these trials a cumulative distribution function (CDF) for transport cost has been generated, shown in Figure 14. The CDF shows that for a Midwest pipeline project transporting 5 million tonnes of CO₂ annually over 100 km, a 90% probability interval (which reflects the selection of input parameters) yields levelized costs between approximately $1.03 and $2.63 per tonne of CO₂ transported. The minimum and maximum cost predicted by the model are $0.75 and $3.56 per tonne of CO₂ transported; however, these values are very sensitive to the number of Monte Carlo simulations performed. A less sensitive measure is the median cost of transport, which is $1.65 per tonne under these conditions.
Using the cost models for different regions changes the results of the sensitivity analysis, also shown in Figure 14. Thus, a project in the Central US region will have costs less than a project in the Midwest or Northeast for all combinations of input parameters. The median cost of a project in the Central US transporting 5 million tonnes of CO\(_2\) annually over 100 km is $1.09 per tonne, with 90% confidence interval between $0.66 and $1.74 per tonne. In the Northeast, the project cost could approach that of the Midwest for some combinations of input parameters. The median cost of this project in the Northeast is $1.95 per tonne, with a 90% confidence interval between $1.26 and $3.12 per tonne.

Results of the Monte Carlo trials can also be used to assess the sensitivity of transport cost to the model parameters having uniform distributions. The measure used to assess the sensitivity is the Spearman rank-order correlation (\(r_s\)) [36]. Similar to the commonly used Pearson product-moment correlation (i.e., \(r\)-value), which measures strength of a linear relationship between variables, rank-order correlation is a measure of direction and association between the statistical rank of variables. The value of the rank order correlation coefficient between the transport cost and the model parameters is shown in Figure 15. The dashed vertical lines to the left and the right of the axis in Figure 15 indicate the 5% significance level (\(r_s = \pm 0.07\)); thus rank-order correlation coefficients smaller than this value are not statistically significant at the 5% level. Figure 15 shows the strongest correlation is between pipeline capacity factor (\(r_s = -0.67\)) and transport cost, followed by capital recovery factor (\(r_s = 0.65\)). Following these, significant rank-order correlation coefficients (by decreasing magnitude) are the inlet pressure, real materials escalation rate, and elevation change. This implies that the pipeline capacity factor and capital recovery factor are far stronger determinants of pipeline transport cost than any of the escalation factors. For example, to double the levelized cost of transport for the illustrative CO\(_2\) pipeline (parameters presented in Table 6) the capital cost escalation factor for pipeline materials would have to be increased 400% to 800%, depending on the project region. By contrast, only a 50% reduction in the pipeline capacity factor is required to double the levelized cost.
Figure 15. Rank-order correlation between the results of the Monte Carlo sensitivity analysis and the parameters assigned uniform distributions.

Optimization of Pipeline Parameters

While the results presented in this section are based on reasonable assumptions about design parameters (presented in Table 6), the parameters may not be the optimum parameters to minimize the cost of transport. For example, incorporating compressor stations into the design can result in reduced capital costs. Moreover, in many cases this will be necessary due to terrain features. Cost savings can occur with the installation of compressor stations if the decreased capital cost resulting from a smaller diameter pipeline offset the increased capital and operating costs from compressor stations.

Figure 16 shows the difference between the levelized cost of transport with and without the optimal number of compressor stations for different annual CO₂ flow rates and distances using the pipeline performance and design parameters listed in Table 6. The cost of energy is assumed to be $40 per MWh in this analysis. Regardless of the assumptions surrounding energy cost, however, cost savings achieved by adding booster stations decrease with increasing amounts of CO₂ handled, and increases with pipeline length. The optimum number of compressors in Figure 16 was arrived at through a “brute force” optimization method where the number of compressors for a given flow rate and distance is increased in integer steps from zero to find the number of compressors that minimizes cost.
Comparison with Other Models

Differences between the pipeline transport model developed in this report and other models stem from differences in the performance model (i.e., the way the required pipeline diameter is calculated), as well as in the cost model. To better explain differences between available models, differences in the performance model, cost model, and overall results will be discussed separately.

Performance Model Comparison

The pipeline transport model developed in this report (referred to as the CMU model) is compared in Figure 17 with a model developed by MIT [6]. The most significant differences between the MIT model and CMU model are that: the MIT model allows for continuous pipe sizes while the CMU model only allows discrete pipe sizes corresponding with commonly available NPS; the CMU model allows for discrete pipe segments with elevation changes, while the MIT model does not; and, the MIT model does not account for the compressible nature of the flowing CO₂, while the CMU model does.

Figure 17 shows that for the same conditions, the CMU model tends to predict a larger pipe diameter than the MIT model. Part of the explanation for this difference is that the pipeline diameter predicted by the CMU model is the NPS pipe size, while the MIT pipeline model predicts the required internal diameter. However, the difference between the predicted diameters is larger than can be explained by wall thickness for larger distances. The primary reason for the difference, particularly at longer distances, is that the CMU model accounts for compressibility of the CO₂, resulting in a larger pipe diameter. Moreover, the MIT model calculates the properties of the flowing CO₂ at the inlet of the pipeline, rather than averaged over the entire length of the pipeline as in the CMU model, resulting in a smaller calculated pipe diameter.
Figure 17. A comparison between the MIT model and the CMU model, showing that the CMU model generally predicts a larger pipe diameter for a range of flow rates (1-5 Mt/y).

A further comparison can be made with the rules-of-thumb proposed by Skovholt [4] which are based on relatively low pressure compared to the pressures that would likely be used in a CO$_2$ pipeline constructed today. The parameters used by Skovholt are presented in Table 8.

Table 8. Parameters used by Skovholt to determine rules-of-thumb for pipe diameter

<table>
<thead>
<tr>
<th>Pipeline Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment Length (km)</td>
<td>250</td>
</tr>
<tr>
<td>Ground Temperature (oC)</td>
<td>6</td>
</tr>
<tr>
<td>Maximum Pressure (MPa)</td>
<td>11</td>
</tr>
<tr>
<td>Minimum Pressure (MPa)</td>
<td>9</td>
</tr>
</tbody>
</table>

Using these parameters, the diameters calculated by Skovholt are compared with diameters calculated by the CMU model for the same conditions in Table 9. In this case, the diameters calculated by the CMU model are consistently larger for all mass flow rates. Moreover, the CMU model cannot accommodate the case of 110 million tonnes per year in one pipeline. The reasons for the difference between the diameters presented by Skovholt and those calculated by the CMU model are not clear, as Skovholt does not describe the methods used to calculate the rules-of-thumb.

Table 9. Pipe diameters proposed by Skovholt compared with those calculated by the CMU model (all diameters in inches).

<table>
<thead>
<tr>
<th>Design Mass Flow (Mt$_{CO2}$/y)</th>
<th>Skovholt</th>
<th>CMU Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>36</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
<td>48</td>
</tr>
<tr>
<td>110</td>
<td>64</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Cost Model Comparison

The CMU cost models can be compared with the cost model from the previously mentioned MIT study [6], cost models developed in a study for the IEA [5], and models developed for the Midwest Geological Carbon Sequestration (MGSC) Partnership [37]. This comparison is shown in Figure 18 for the case of a 16-inch pipeline.

Figure 18 shows the total capital cost of a 16 inch NPS pipeline for a range of distances as calculated by the MIT model, which uses a simple slope factor ($/in/km); the MGSC model, which uses discrete slope factors ($/km) for diameters between 4 and 24 inches, and; the IEA models, which depends on the operating pressure of the pipeline as well as length and diameter. The IEA ANSI Class #900 model is for pipelines with an operating pressure up to approximately 14 MPa, while the Class #1500 model is for pressures up to about 23 MPa. The figure shows that the CMU model predicts costs that are less than those predicted by the MIT model, on the low side of the MGSC model, and higher than either of the IEA models. Moreover, Figure 18 shows that the MIT, IEA, and MGSC models are linear in length, but the CMU model is slightly non-linear. In the CMU model, the cost per unit length decreases slightly with increasing pipeline length.

Figure 18. The range of capital costs possible from the CMU cost models, depending on region, compared with the capital costs possible from the MIT, IEA, and MGSC models for a 16” NPS pipeline over a range of pipeline lengths.

The differences between the CMU, MIT, IEA, and MGSC models are likely due to the differing approaches taken in their development. Both the IEA and MGSC models are based on “bottom-up” cost estimates, developed from private design studies of pipeline projects. On the other hand, the MIT model is based on similar data to the CMU model, but with a smaller set of projects, no variation by region, and no accounting for the non-linear effects of length on cost.

Overall Model Comparison

Results from the MIT model and the CMU model can be compared over a range of lengths. Unfortunately, the overall results of the IEA and MGSC model can not be compared in the same way—the IEA model implementation is not amenable to sensitivity analysis, while the MGSC has not developed a design model. Figure 19 shows the results of the comparison between the MIT and CMU models for a fixed mass flow rate of 5 Mt/y, and a charge factor of approximately 16%.
Figure 19. A comparison of results from the CMU pipeline transport model and the MIT pipeline transport model for a design mass flow rate of 5 million tones of CO\(_2\) per year over a range of distances.

Figure 19 shows that, depending on the region selected in the CMU model, the lower costs and the larger pipe diameters predicted by the CMU transport model compared to the MIT cost model cancel out. Nonetheless, there are significant differences between the costs predicted by the models, particularly at long lengths for pipelines in the Central, West, and Southwest, where the cost predicted by the CMU model is at least 20% less than the cost predicted by the MIT model.

The CMU model is also compared in Figure 20 against the results presented in the IPCC Special Report on Carbon dioxide Capture and Storage [2]. Levelized costs shown in Figure 20(a) generally agree with the results presented in the IPCC Special Report, repeated in Figure 20 (b). However, costs for projects in the central region are lower than the lower “onshore” bound in Figure 19. This may be because the results represented in the IPCC Special Report figure are not region specific. Moreover, the pipeline inlet pressure, outlet pressure, and temperature could be adjusted to change the required pipe diameter, altering the costs presented in Figure 20 (a).
Figure 20. Comparison of results from the CMU model (a) and results reproduced from the IPCC Special Report [2] (b).
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Enhanced Oil Recovery (EOR)

The first Enhanced Oil Recovery (EOR) pilot projects employing miscible CO₂-flooding began in the late 1970’s. Since then, the number of these projects in the US has increased to 80 in 2006 producing close to 250,000 barrels of oil per day (BOPD), as shown in Figure 21. While there are CO₂-flood EOR projects operating in Turkey and Trinidad, these are immiscible CO₂-flooding projects in which oil displacement happens through a different—generally less efficient—mechanism. Production from miscible CO₂-floods accounts for slightly more than a third of the total domestic US oil production from EOR methods [1]. The large number of operating CO₂ floods has greatly contributed to understanding of the processes involved.

Figure 21. Counts of domestic US miscible CO₂ flood EOR projects and production in barrels of oil per day (BOPD) between the late 1970’s and 2006 [1, 8].

There are a number of methods used to model oil recovery in secondary (i.e., waterflooding) and enhanced production (i.e., CO₂-flooding, polymer injection, etc.) [2]. These methods, in order of both increasing complexity and data requirements, are: rule-of-thumb estimates [3, 4]; semi-analytical fractional-flow models [5, 6]; and, stream-tube [7] and finite difference models (e.g. ECLIPSE, GEM/STARS, UTCOMP, etc.). Investment decisions on CO₂-flooding projects are usually rely on predictions from numerical simulations performed only after a full model of the particular field has been developed and verified through a history match (i.e., matching modeled and actual production of the field over

---

7 CO₂-flooding processes can be categorized as miscible or immiscible; this chapter concerns the former type of CO₂-flood. The Oil Recovery Methods chapter contains a brief primer on oil recovery processes which discusses the differences in between these processes.
time). Without access to a history-matched model, predictions about the response of the field to enhanced recovery methods are limited to rule-of-thumb and semi-analytical results.

A number of studies have examined the potential for production from miscible CO2-flooding in US domestic oil reservoirs [9-11] using semi-analytical screening models relating oil production rates to CO2 injection rates, geological properties, and assumptions on the development of an oil field. These studies, performed for Congress or a government agency, have approached the assessment from the perspective of increasing domestic oil production, but none of them examined the economics of miscible CO2-flooding in the context of a geologic storage process.

More recently, several studies have also attempted to evaluate the economics of CO2 storage through miscible CO2-flooding [3, 12]. These studies have applied rules-of-thumb to estimate oil production and the cost of CO2 storage via EOR. The Holtz et al. study [12] used these rules of thumb to estimate incremental oil production and the resulting cost of storage for specific cases in West Texas. Similarly, the study by Massachusetts Institute of Technology (MIT) [3] used three hypothetical scenarios to illustrate a possible range of cost. There have been no studies performed to date that use a semi-analytical model to estimate the economics of CO2-flood EOR for CO2 storage.

The objective of this chapter is to develop and apply a semi-analytical model that can be applied to estimate the cost of geological storage of CO2 via miscible CO2-flood EOR based on limited amount of site-specific data. The engineering-economic model will be used to assess the sensitivity of storage cost to changes in geological settings and assumptions regarding the development of the EOR. It will also show the potential range of costs that could occur and the probability associated with these costs for a given scenario.

The CO2 Miscible-Flood Enhanced Oil Recovery Process

The CO2 flood EOR process can be broken down into several steps, as shown in Figure 22. In the CO2-flood process, CO2 is injected through an injection well (i.e., injector) into the target reservoir; the CO2 extracts oil from the reservoir; and, the CO2-oil mixture, along with reservoir brine, is brought to the surface at a well (i.e., producer). These three process steps happen at the level of a well pattern (i.e., a cluster of injection and production wells) undergoing CO2-flooding in an oil field. Depending on the size of the oil field, there may be hundreds of patterns. For example, at the SACROC field in Texas, the largest CO2 flood (by production), there are 414 injection wells and 354 production wells [1].

---

8 Herein the term CO2-flooding will refer to the miscible process
At the surface, the produced fluid mixture from a number of well patterns is collected, separated by phase, and the crude oil treated through the addition of chemicals such as emulsifiers to prepare it for sale. These steps happen at production batteries, and depending on the field design, may be distributed between satellite production batteries, handling fluids from a small number of patterns, and a central production battery, handling fluids from the entire field.

Traditional CO₂-flood projects are designed to minimize the amount of CO₂ that must be purchased; thus, CO₂ separated from the produced oil is compressed and recycled to the injector. The gaseous stream separated from the produced oil typically also contains hydrogen sulfide gas (H₂S), methane, ethane, and natural gas liquids⁹ (NGLs), which may be separated from the CO₂ recycle, depending on purity requirements for the injected CO₂, safety requirements for dealing with H₂S, and process economics.

CO₂-flood projects explicitly intended to be operated as CO₂ storage operations may be designed somewhat differently than traditional CO₂ floods. For example, with an economic incentive to store as much CO₂ as possible, it may be desirable to eliminate CO₂ recycle (and potentially H₂S separation) from the CO₂-flood operation, and integrate the CO₂ flood with acid-gas injection,¹⁰ maximizing the amount of CO₂ stored by the project while recovering a comparable amount of oil to a traditional EOR project [13, 14]. In addition, it may be possible to optimize operation and design of injection patterns to maximize both oil recovery and CO₂ storage. For example, design of well completions to create “favorable” CO₂ injection profiles, changes in the composition of the injected solvent stream over time, and shut-in of production wells to minimize the ratio of gas-to-oil (GOR) produced can all increase the amount of CO₂ that remains trapped in the subsurface while increasing oil recovery rates [15, 16].

---

⁹ NGLs are natural gas components that are liquids under ambient conditions, such as propane and butane.
¹⁰ Formally, an acid gas is any gas that can form acidic solutions when mixed with water. In the petroleum industry, acid gas refers to a mixture of H₂S and CO₂.
Enhanced Oil Recovery Performance Model

The model of the EOR process developed here can be separated into two parts: a performance model, and a economics model. As shown in Figure 23, the performance model takes inputs that describe reservoir and oil properties, and the operating strategy (field properties). From these inputs the model estimates the oil recovery rate as a function of the amount of CO₂ injected, the required wellhead pressure to achieve the desired injection rate, and the total amount of oil recovered from the project at the end of its economic life.

![Diagram](image)

**Figure 23. The CO₂-flood EOR engineering-economic model developed here.**

Establishing the Bottom Hole Injection Pressure—Modeling Injectivity

The rate at which CO₂ can be injected into the oil reservoir is determined by the injectivity of the system. Injectivity is defined as the injection rate divided by the excess pressure above reservoir equilibrium pressure driving injection [17]:

$$ I = \frac{q}{p_{wb} - p_e} $$

Thus, given an injection rate, \( q \), and reservoir equilibrium pressure, \( p_e \), the pressure at the well bottom, \( p_{wb} \), can be calculated if the injectivity is known.

For an isolated injection pattern, the injectivity can be calculated analytically. Figure 24 shows the geometry of a typical isolated inverted 5-spot injection pattern and the nomenclature used in the derivation.
Figure 24. An inverted 5-spot pattern, where CO₂ is injected through the well at center, and fluid is produced at the four surrounding wells, showing nomenclature used in derivation of the injectivity equation.

An analytical solution for pressure at any point in the system can be written if several assumptions are made, which are: the system is at steady state; the reservoir fluid and injected fluids are the same and incompressible; the reservoir permeability is homogeneous and isotropic; and, full completion of all five wells through the net pay. The solution is derived by superposition of the effects of each of the individual wells as [18]:

\[
\frac{4\pi kh [p(x, y) - p_e]}{q\mu} = \ln \left\{ \frac{\left[ (l + x)^2 + (l - y)^2 \right] \left[ (l - x)^2 + (l - y)^2 \right] \left[ (l + x)^2 + (l + y)^2 \right]}{\pi l^2} \right\} \]  

where, \( k \) is permeability, \( h \) is reservoir thickness (i.e., net pay), \( q \) is the CO₂ injection rate, \( \mu \) is viscosity of the CO₂, and \( l \) is the producer-injector spacing.

Solving the above equation for pressure at \( x \) equals the wellbore radius, \( r_w \), where \( r_w \) is small (i.e., \( r_w \ll l \)), and \( y \) is equal to zero, then rearranging for injectivity results in Equation 11.

\[
l = \frac{q}{p_{wb} - p_e} = \frac{4\pi kh}{\mu \ln \left\{ \frac{\left[ (l + r_w)^2 + l^2 \right]^{1/2} \left[ (l - r_w)^2 + l^2 \right]^{1/2}}{r_w^2} \right\}}
\]

Equation 11 will likely overestimate the injectivity of CO₂ in a tertiary-flooding situation (i.e., where CO₂ flooding is occurring after waterflooding) as it is derived on the basis of a single flowing fluid. In such a situation, the effects of multi-phase flow, fluid mixing, and permeability heterogeneity will result in reduced injectivity compared to the value predicted by Equation 11 [19, 20]. Other analytical models for 5-spot injectivity, such as that for a 5-spot flooding network [21], are derived based on similar assumptions and also overestimate injectivity.

Equation 11 is thus used in the model to estimate the required well bottom pressure (bottomhole injection pressure or BHIP) for the injection rate supplied to the model. In addition to the injection rate, the pattern area and reservoir equilibrium pressure are required. The producer-injector distance, \( l \), is calculated on the basis of pattern area, where (as can be seen from Figure 24) one-half the square-root of pattern area is equal to the producer-injector distance. The reservoir equilibrium pressure can be calculated from the hydrostatic pressure gradient and depth [22]:

\[
p_e = Gd
\]

where \( G \) is the pressure gradient, typically ranging from 10.5 kPa/m to 12.4 kPa/m [23].
It is undesirable to cause uncontrolled fractures in a reservoir undergoing CO₂ flooding, thus the upper limit on injection pressure is the fracture pressure of the reservoir rock. In absence of field data, this can be estimated from a correlation presented by Heller and Taber [24]:

\[
G_f = \gamma - \beta e^{-\alpha d}
\]

\[
p_f = G_f d
\]

where, \(P_f\) is the fracture pressure at depth (Pa), \(G_f\) is the fracture gradient (Pa/m), and \(\alpha, \beta\) and \(\gamma\) are coefficients with the values: \(4.36 \times 10^{-4} \text{ m}^{-1}\), \(9.24 \text{ kPa/m}\), and \(22.62 \text{ kPa/m}\).

**From the Surface to the Reservoir—Modeling the Wellbore Environment**

As shown by Equation 10, injectivity is proportional to the difference between the reservoir pressure and the pressure at the well bottom (BHIP). Thus, estimating the injection rate for a given wellhead pressure (or vice versa) requires estimation of the pressure change through the well.

BHIP is frequently estimated by assuming it is equal to the hydrostatic pressure exerted by a static column of fluid (e.g., Hendriks [23]). However, this is only an approximation valid at low flow rates, as the loss of pressure due to friction between the flowing fluid and the surrounding rock counteracts the pressure increase due to hydrostatic pressure. For a high capacity well, such as that found in the Norwegian Sleipner project, pressure losses due to friction will not be negligible. Moreover, heat transfer between the surrounding rock and the wellbore also affects the pressure and temperature distribution in the well [25, 26].

![Figure 25. A typical well completion, showing components relevant to modeling flow in the wellbore.](image)
Figure 25 shows a typical vertical injection well completion. For simplicity, this figure does not show the conductor pipe or differentiate between the intermediate and production casing strings. The annulus between the production casing and the production tubing is generally filled with a fluid, such as a brine or hydrocarbon. The injectant flows from the surface to the reservoir through the production tubing and enters the reservoir through perforations in the production tubing.

A full numerical model of the wellbore allows sensitivity of BHIP and bottomhole temperature to changes in a variety of input parameters to be estimated. The Numerical Modeling of the Wellbore Environment chapter describes a numerical model that can be used to calculate the pressure gradient in a CO₂ injection well considering pressure changes due to hydrostatic head, friction losses, and heat transfer. However, the complexity of such a model is unnecessary in the context of the EOR performance model. Thus, a response surface model based on the full numerical model (described in the Numerical Modeling of the Wellbore Environment chapter) is used to estimate BHIP in the EOR performance model.

The response surface model assumes that the pressure gradient in the wellbore is a linear function of depth and, thus, that the BHIP can be written as:

$$ p_{wb} = \frac{\Delta P}{L} L + p_{wh} $$

where, $p_{wb}$ is the BHIP pressure, $p_{wh}$ is the wellhead pressure, and $L$ is the wellbore length.

Results from the numerical model show that the pressure gradient in the well becomes non-linear at high flow rates. Because Equation 14 can only represent pressure gradients linear in depth, it is valid only for flow rates below approximately 1 Mt CO₂ per year at temperatures less than 30°C and wellhead pressures greater than 8 MPa for the 3-inch (0.076 m) inside diameter tubing modeled (see Numerical Modeling of the Wellbore Environment chapter for a description of the other parameters used in the numerical model). The form of the regression equation for pressure gradient is:

$$ \frac{\Delta P}{L} = a_1 q^2 + a_2 \log(p_{wh})^2 $$

where, $P_{wh}$ is the wellhead pressure (Pa), and $q$ is the volumetric flow rate (m³/d) at wellhead conditions.

Parameter estimates for the regression coefficients are given in Table 10. The regression model given in Equation 15 accounts for a large proportion of the variation in the set of 2895 data points generated by the numerical model, reflected by an adjusted-$r^2$ value of 0.99.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$-7.008 \times 10^4^{**}$ (3.100 $\times 10^6$)</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$1.812 \times 10^2^{**}$ (2.692 $\times 10^3$)</td>
</tr>
</tbody>
</table>

** Significant at the 1% level

The regression coefficients in Table 10 show that the wellbore pressure gradient is negatively correlated with the volumetric flow rate, and positively correlated with the square of the base-ten logarithm of pressure. In addition, wellhead temperature influences the pressure gradient predicted by Equation 15 through its effect on volumetric flow rate. Figure 26 shows the pressure gradient predicted by Equation 15 using the coefficients listed in Table 10.

The difference between the lines of constant mass flow at 25 °C and 0 °C in Figure 26 shows that the pressure gradient is negatively correlated with wellhead temperature. However, in the limit as volumetric flow rate approaches zero, Equation 15 reduces to a strictly pressure dependent function, shown by the single dashed line in Figure 26. Nonetheless, Equation 15 can be used to estimate the hydrostatic pressure gradient for a static column of CO₂ within the limits of the regression equation.
Estimating Recovery of Oil

Recovery of oil and gas in miscible CO$_2$-flooding (or any other EOR process) can be characterized by the overall recovery efficiency, $E_r$. The overall recovery efficiency is the product of a number of factors:

$$E_r = E_m \cdot E_d \cdot E_a \cdot E_v$$

where, $E_m$ is the mobilization efficiency, $E_d$ is (linear) displacement efficiency, $E_a$ is areal (horizontal) sweep efficiency, and $E_v$ is vertical sweep efficiency [27, 28]. The product of the overall recovery efficiency and the volume of oil in place prior to the commencement of the recovery operation, $V_{pd}$, is the volume of oil produced.

Mobilization efficiency is the ultimate fraction of oil that can be recovered at the microscopic level from a differential volume of reservoir rock [27]. This is written as:

$$E_m = \frac{S_{oi} - S_{or}}{S_{oi}}$$

Where, $S_{oi}$ and $S_{or}$ are the phase saturation for the oil phase initially (before CO$_2$-flooding) and residual to the CO$_2$ flood, respectively. The residual oil saturation reflects the effects of interfacial tension between the fluids in the rock and ratios of viscous to capillary forces [28].

In miscible displacement, the injected solvent (CO$_2$ or otherwise) becomes completely miscible with the reservoir oil. For a given solvent-oil pair, miscibility is a function of reservoir temperature and pressure, and is characterized by the minimum miscibility pressure (MMP)$^{11}$. At pressures greater than MMP, CO$_2$ in contact with reservoir oil extracts low and intermediate molecular weight hydrocarbons from the oil, and after multiple contacts with the crude oil, this CO$_2$-rich phase becomes completely miscible with the reservoir oil [29-31]. This is described in the EOR literature as multi-contact miscibility (MCM) [28].

Under miscible conditions, interfacial tension between the oil and CO$_2$ is effectively zero. Consequently, $S_{or}$ is assumed to be zero, and Equation 17 reduces to 100% mobilization efficiency.

---

$^{11}$ See the Oil Recovery Methods chapter for a brief discussion of MMP and miscible CO$_2$-flood screening criteria
Displacement efficiency is a measure of the fraction of the oil swept from the reservoir in a linear displacement, and is a function of the volume of CO₂ injected, \( V_{pi} \). Displacement efficiency is defined as [27]:

\[
E_d = \frac{S_{oi} - S_o(V_{pi})}{S_{oi} - S_{or}}
\]

In this equation, the initial and residual oil saturation are assumed to be known parameters; however, oil saturation as a function of the injected volume of CO₂ must be calculated.

Saturation of fluid at a point in the reservoir as a function of the volume of injected solvent can be estimated from a fractional-flow based model. In a reservoir undergoing CO₂-flooding, there are at least three flowing phases: a water phase, CO₂-rich phase, and an oil-rich phase. Moreover, because of the differences in viscosity between the flowing phases, each phase travels at a different velocity, resulting in viscous fingering (illustrated in Figure 27).

This figure is copyrighted and cannot be reproduced here. The figure can be found in the doctoral thesis “The Economics of CO₂ Transport by Pipeline and Storage in Saline Aquifers and Oil Reservoirs” by Sean McCoy, Carnegie Mellon University, January, 2008.

\[\text{Figure 27. Displacement fronts in a quarter of an inverted five-spot pattern, for different mobility ratios, showing the effect of viscous fingering reproduced from Habermann (© 1960 Society of Petroleum Engineers)} [32].\]

While there have been great improvements made in analyzing multiphase miscible systems with viscous fingering [33, 34], it is still difficult to solve the system of equations analytically for fractional flow. Consequently, the model presented here is a two-phase, semi-empirical model of unstable displacement, similar to other models used at the screening level to estimate oil recovery in CO₂-flooding [5, 10, 35, 36].

The equations used to estimate displacement efficiency in the CO₂-flooding case are based on the analogous case of immiscible displacement [6]. In an immiscible displacement (e.g. a waterflood), where one phase is displacing another immiscible phase, neglecting capillary pressure in a horizontal reservoir, the fractional flow of the displacing fluid, \( f_d \), can be written [27]:

\[
f_d = \frac{1}{1 + \left( \frac{\mu_o k_{ro}}{\mu_d k_{rd}} \right)} \quad (18)
\]
where: $\mu$ refers to the viscosity of the displacing fluid, $d$, and oil $o$; and $k_r$ is the relative permeability of the rock with respect to oil, $o$, and the displacing fluid, $d$.

Assuming that the relative permeability of the rock to the flowing phases is a linear function of the displacing fluid saturation, $S_d$, we can write:

$$\frac{k_m}{k_r} = \frac{1-S_d}{S_d}$$

Then, if the mobility ratio is defined as,

$$M = \frac{\mu_o}{\mu_d}$$

Equation 18 can be written:

$$f_d = \frac{1}{1 + \left(\frac{1-S_d}{S_d}\right)\left(\frac{1}{M}\right)}$$

This derivation only applies for a stable displacement, where the mobility ratio is less than or equal to one. In this situation, the oil is capable of traveling at the same velocity as the displacing fluid under an imposed pressure gradient. When the mobility ratio is greater than one, the displacing fluid will bypass the oil, leaving regions of the reservoir unswept by the displacing fluid, and thus reducing oil recovery.

In the CO$_2$-flooding process, the displacing fluid, CO$_2$, is miscible with oil and the mobility ratio is on the order of 10-100; thus, without modification Equation 20 is unsuitable for determining fractional flow. Koval [6] suggested, however, that this immiscible displacement equation can be used to model miscible displacement if the mobility ratio, $M$, is replaced with an effective mobility ratio, $K$. Koval originally intended that this factor would account for mixing between CO$_2$ and oil, viscous fingering, and effects of reservoir heterogeneity. Further development of the Koval model has extended it to account for vertical sweep.

Vertical sweep efficiency is the fraction of the reservoir that has been swept by the displacing fluid [27]. In the CO$_2$ flooding process, the injected CO$_2$ tends to be less dense than the reservoir oil; thus, CO$_2$ tends to migrate towards the top of the reservoir leaving lower portions of the reservoir unswept.

Paul and Lake [36] recognized that Koval’s definition of $K$ could be adjusted for vertical sweep, by including a gravity segregation factor. Thus, as used here $K$ is defined as [36]:

$$K = EHG$$

where: $E$ is effective mobility, accounting for miscibility of CO$_2$ and oil, and viscous fingering [6]; $H$ is the heterogeneity factor, accounting for effects of dispersion and channeling [37]; and, $G$ is the gravity segregation factor [36].

The factors in Equation 21 are defined as:

$$E = \left(0.78 + 0.22M^{1/4}\right)^4$$

$$\log H = \left[\frac{V_{DP}}{\left(1-V_{DP}\right)^{0.2}}\right]$$

$$G = 0.565\log\left(\frac{t_h}{t_v}\right) + 0.870$$ where

$$\frac{t_h}{t_v} = 2.527k_v\frac{A}{q\mu_v}$$
In Equation 23, $V_{DP}$ is the Dykstra-Parsons coefficient, which is a measure characterizing the permeability distribution of the reservoir. In Equation 24, $k_v$ is the reservoir permeability in the vertical direction (md), $A$ is the pattern area (acres), $q$ is the gross injection rate of CO$_2$ (RB/day), and $\Delta \rho$ is the density difference between CO$_2$ and oil (kg/m$^3$).

Determining the relationship between fractional flow and fluid saturation requires the equation of Buckley and Leverett [6]. The Buckley-Leverett equation describes displacement of one immiscible fluid by another, relating the velocity of the displacing-fluid front in the reservoir to the derivative of the fractional flow equation [38]. Thus, the integrated form of the Buckley-Leverett equation, relates the distance of a plane of fluid saturation to distance in the reservoir:

$$x(S_d) = \frac{V_i}{A \phi} \int_{S_d}^{1} df_d$$

where: $x$ is the distance in the reservoir, $V_i$ is the volume of injected fluid, $A$ is the cross sectional area of the reservoir, and $\phi$ is reservoir porosity.

At the production well, where $x$ equals $L$, the Buckley-Leverett equation can be solved to yield:

$$V_{i, pv} = \frac{V_i}{LA \phi} = \frac{1}{df_d} \int_{S_d}^{1} df_d$$

In Equation 25, $V_{i, pv}$ refers to the dimensionless pore volume of fluid injected into the reservoir. The denominator of Equation 1.16 is shown for simplicity as the product of length, area, and porosity; however, the pore volume available for flow is reduced by the presence of immobile water (i.e., $I-S_w$).

Substituting for $K$ and taking the derivative of Equation 20 yields the expression for the derivative of fractional flow required in Equation 25:

$$df_d = \frac{K}{[1 + S_d(K-1)]^2}$$

Thus, substituting Equation 26 into 25, and solving for $f_d$ we arrive at an equation for the fractional flow of the displacing fluid (CO$_2$) at the producing well in the linear system after breakthrough (i.e., the time at which CO$_2$ reaches the production well):

$$f_d = -\frac{K - \sqrt{K/V_{i, pv}}}{(K-1)}$$

where, $f_d$ is referred to as the “cut” of the displacing fluid (e.g., $f_c$ is referred to as the CO$_2$ cut). Breakthrough occurs after the injection of $1/K$ pore volumes of CO$_2$ based on the solution of Equation 27 with $f_d$ equal to zero.

To arrive at the pore volume of oil produced from the linear reservoir, equivalent to $E_dE_v$, Equation 27 must be integrated and added to the pore volumes produced prior to breakthrough.

$$E_dE_v = V_{i, pv} \left[ \frac{1}{K} + \int_{V_{i, pv}}^{V_{i, pv}} \left\{ \frac{K - \sqrt{K/V_{i, pv}}}{(K-1)} \right\} dV_{i, pv} \right]$$

$$= \frac{1}{K} + \int_{V_{i, pv}}^{V_{i, pv}} \left\{ \frac{K - \sqrt{K/V_{i, pv}}}{(K-1)} \right\} dV_{i, pv}$$

$$= 2\sqrt{KV_{i, pv}} - V_{i, pv} - 1 \quad (K-1)$$
Thus, after CO$_2$ breakthrough, the product of displacement efficiency and vertical sweep efficiency in a linear flood is given by Equation 28.

Areal sweep, $E_a$ in Equation 16, is the fraction of the well pattern swept by the displacing fluid. To estimate areal sweep, the model uses Claridge’s modification of Koval’s method [5]. Claridge’s method estimates the areal sweep for a 5-spot well pattern (or inverted 5-spot, shown in Figure ) and is based on the concept of apparent pore volumes injected. Claridge defines apparent pore volumes injected, $V_{a, PV}$, as:

$$V_{a, PV} = \frac{V_{i, PV}}{E_d E_v}$$

(29)

Where the product, $E_v E_d$, is calculated using Equation 28, using the pore volumes of fluid injected relative to the volume fraction swept by the injected fluid, $V_{d, PV}$, in place of $V_{i, PV}$:

$$V_{d, PV} = \frac{V_{i, PV}}{E_A} = \left(\frac{E_v E_d}{E_A}\right) V_{a, PV}$$

(30)

Figure 28. The iteration scheme used to calculate $E_a$ and $E_v E_d$

Areal sweep in Equation 30 is calculated based on the set of equations given below as Equation 31.

Equations 28, 29, 30 and 31, can be used to estimate the fraction of total oil recovered, i.e., $E_r$, as a function of the fraction of CO$_2$ in the produced fluid, $f_d$. Unfortunately, there is no analytical solution to calculate $E_v E_d$ and $E_a$ as a function of $f_d$ (or $V_{pvi}$) using these equations. Thus, the model uses the iteration scheme presented in Figure 28 to arrive at the values of $E_i, E_{a,0}, E_a$, and $V_{pvi}$. 
Estimating Net CO₂ Injected—The CO₂ Mass Balance

The amount of CO₂ injected (i.e., gross CO₂ injected) in traditional CO₂-flooding is many times greater than the actual amount of CO₂ stored (i.e., net CO₂ injected minus any leakage to the atmosphere) because CO₂ produced with oil is traditionally recycled and re-injected. The amount of CO₂ stored at the end of the economic life of the field must be estimated from a mass balance on CO₂ in the system. In this case, we consider pressure and temperatures to be constant, thus the mass balance can be written in terms of volume. Figure 29 shows the process streams required for a volumetric balance.

All of the volumetric flow rates in the following equations are written in terms of volumes at reservoir conditions (e.g., reservoir barrels, denoted RB). Conversions between reservoir volumes and surface volumes (e.g., stock-tank barrels, denoted STB) can be made by using the formation volume factor, defined for fluid \(x\) (i.e., oil or CO₂) as:

\[
B_x = \frac{\rho_x(T_{res}, P_{res})}{\rho_x(T_{std}, P_{std})}
\]

where the density is measured at petroleum industry standard conditions, which are 60 °F (289 K) and 1 atm (101 kPa).

The EOR performance model requires the gross injection rate, \(q_{gross}\), be specified. Thus from Figure 29 flow rates for the process streams of interest can be written:
\[ q_{\text{prod}} = q_{\text{gross}} (1 - \tau) \]
\[ q_{\text{recy}} = q_{\text{gross}} f_d (1 - \tau)(1 - \eta) \]
\[ q_{\text{net}} = q_{\text{gross}} [1 - f_d (1 - \tau)(1 - \eta)] \quad (33) \]

where \( \tau \) specifies the rate of \( \text{CO}_2 \) escaping from the pattern, and \( \eta \) specifies the rate with which \( \text{CO}_2 \) is lost to the atmosphere from the separator.

Note that both loss rates imply that \( \text{CO}_2 \) leaves the process through some mechanism; however, only the loss rate to the atmosphere reduces the greenhouse gas mitigation efficiency of \( \text{CO}_2 \)-flooding. Losses of \( \text{CO}_2 \) in the reservoir may result from poor injection well conformance, i.e., where injected fluids, in this case \( \text{CO}_2 \), that do not enter the intended zone in the reservoir [39]. In addition, some of the injected \( \text{CO}_2 \) will dissolve in residual water and oil, or escape into adjacent non-productive zones of the reservoir. This lost \( \text{CO}_2 \), the flow rate of which is represented by \( q_{\text{loss}} \), is assumed to remain in the reservoir and not reach the atmosphere.

The fraction of \( \text{CO}_2 \) produced at the surface that escapes from processing facilities (the stream \( q_{\text{atm}} \)) is specified by \( \eta \)—the efficiency of surface processing. Emissions in this stream are fugitive emissions from the surface processing steps, occurring due to leaks in valves and flanges and the imperfect separation of \( \text{CO}_2 \) from produced oil and water.

To estimate the net \( \text{CO}_2 \) stored, the mass balance equations (33) must be rewritten in terms of cumulative volumes of \( \text{CO}_2 \). Following the nomenclature established in Figure 29, the gross volume of \( \text{CO}_2 \) injected is:

\[ V_{\text{gross}} = \frac{V_{\text{prod}}}{(1 - \eta)} \quad (34) \]

The produced volume, \( V_{\text{prod}} \), is the sum of the volumes of oil produced and \( \text{CO}_2 \) produced, \( V_{\text{CO}_2} \):

\[ V_{\text{prod}} = V_{\text{pv}} A h \phi (1 - S_w) = E_a E_r A h \phi (1 - S_w) + V_{\text{CO}_2} \]

where, \( A \) is the pattern area, \( h \) is net pay, \( \phi \) is the reservoir porosity, and \( S_w \) is the average water saturation in the reservoir (i.e. the fraction of the pore space saturated with water).

The displaceable pore volumes\(^{12} \) of \( \text{CO}_2 \) produced after breakthrough, \( V_{\text{pvd}} \), is calculated by integrating Equation 27:

\[ V_{\text{pvd, CO}_2} = \int_{V_{\text{pvd, br}}}^{V_{\text{pvd}}} \frac{K - \sqrt[3]{V_{i, PV}}}{(K - 1) dV_{i, PV}} \]
\[ = KV_{\text{pvd}} - 2\sqrt{KV_{\text{pvd}} + 1} \]

\[ K - 1 \]

Thus, the actual pore volumes of \( \text{CO}_2 \) injected can be written (via Equation 30) as:

\[ V_{\text{CO}_2} = E_a A h \phi (1 - S_w) V_{\text{pvd, CO}_2} \]

Now the remaining equations required for the mass balance can be written:

\[ V_{\text{recy}} = V_{\text{CO}_2} (1 - \eta) \]
\[ V_{\text{net}} = \frac{V_{\text{prod}}}{(1 - \eta)} - V_{\text{CO}_2} (1 - \eta) \quad (35) \]

\(^{12}\) The displaceable pore volume is the fraction of the total hydrocarbon pore volume (HCPV) that can be displaced by \( \text{CO}_2 \)-flooding. The actual pore volume is just that, i.e. the hydrocarbon pore volume.
Recovery of CO$_2$—Surface Facility Engineering

The prior production history of an oil field significantly influences all aspects of a CO$_2$ flood, including changes to surface facilities. The equipment already in place at the field determines what new equipment will be needed and generally depends on whether CO$_2$-flooding is being used as a secondary or tertiary recovery method. Equipment already in place and adopted for use in CO$_2$-flooding will have performance that is different from that which is new. Table 1

Table 11, modified from Jarrell et al. [39], summarizes the categories of surface facilities required for a CO$_2$ flood and whether equipment already in place is required and can be used as is, or modified for use in CO$_2$-flooding, or if new equipment is required.

<table>
<thead>
<tr>
<th>Equipment Category</th>
<th>Secondary Recovery</th>
<th>Tertiary Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas Processing Plant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dehydration/compression</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>CO$_2$ removal</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>H$_2$S removal</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>NGL separation</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>Production Facilities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central tank battery</td>
<td>NC</td>
<td>Upsize</td>
</tr>
<tr>
<td>Satellite batteries</td>
<td>Upsize</td>
<td>Upsize</td>
</tr>
<tr>
<td>Fluid gathering</td>
<td>NC</td>
<td>Upsize</td>
</tr>
<tr>
<td>Gas gathering</td>
<td>Upsize</td>
<td>Upsize</td>
</tr>
<tr>
<td>Water Injection Facilities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Makeup water</td>
<td>NR</td>
<td>Downsize</td>
</tr>
<tr>
<td>Disposal</td>
<td>NC</td>
<td>New</td>
</tr>
<tr>
<td>Distribution system</td>
<td>NC</td>
<td>NC*</td>
</tr>
<tr>
<td>CO$_2$ Injection System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection skids</td>
<td>New</td>
<td>NR*</td>
</tr>
<tr>
<td>Distribution lines</td>
<td>New</td>
<td>NR*</td>
</tr>
<tr>
<td>Production Wells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wellhead</td>
<td>Upsize/NC</td>
<td>Upsize/NC</td>
</tr>
<tr>
<td>Lift equipment</td>
<td>NC+</td>
<td>Downsize§</td>
</tr>
<tr>
<td>Injection Wells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wellhead</td>
<td>New</td>
<td>Upsize/NC</td>
</tr>
<tr>
<td>Downhole equipment</td>
<td>New</td>
<td>Upsize/NC</td>
</tr>
</tbody>
</table>

* Assumes existing water distribution system and water injection wells can be converted to CO$_2$ injectors
§ Gas production increase
§§ Water production decrease—gas production increase

The most significant differences between CO$_2$-flooding (and specifically continuous CO$_2$-injection) applied as secondary and tertiary recovery methods are changes in water production and requirements for well workover$^{13}$. In secondary production, produced water rates should not significantly increase; thus, changes to water disposal facilities are not required. Conversely, in tertiary CO$_2$ flooding, produced water that would otherwise have been re-injected in the

$^{13}$ A workover is maintenance on a well where the tubing string may be pulled and replaced.
waterflood must now be disposed. Additionally, because water injection wells have already been drilled and completed during waterflooding, they will likely only require minor modifications, such as a new wellhead, for CO₂ injection [39].

Regardless of the previous history of the field, gas processing facilities will be required. Moreover, these are the most costly facilities in the CO₂ flood [39]. The gas processing facilities must, at a bare minimum dehydrate and compress the produced CO₂ for re-injection; however, there are many other processes that can be incorporated, such as removal of H₂S and separation of NGLs prior to re-injection [39, 40]. The design of the gas processing plant depends on purity requirements for the injected gas (based on the effect of impurities on MMP), regulatory requirements, and markets for byproducts (e.g. sulfur and NGLs).

Ideally a performance model would estimate sizes of separator vessels, absorption columns, pumps, and compressors, allowing both capital and operating costs (as well as energy requirements and the associated CO₂ emissions) to be estimated. However, the dependence of surface facilities requirements on the prior production history of the field, and the variety and complexity of options for surface facilities means that it is difficult to develop a generic performance model for surface facilities. For example, in the case of the gas processing facilities, there are at least two broad classes of processes for gas dehydration in use, three for H₂S removal, and four for NGL separation [40].

The EOR performance model must, however, estimate the energy requirements for CO₂ compression, as this is an energy intensive process common to all CO₂ floods. The compression energy requirement is based on compressing the recycle stream of CO₂ from atmospheric pressure to the required wellhead pressure. The energy requirement is calculated based on the method discussed in the Modeling CO₂ Transport by Pipeline chapter.

**Illustrative Performance Model Results**

Performance model results have been generated for four illustrative case study reservoirs, selected from successful projects that currently are (or were) operating and have published reservoir descriptions [41-46]. These four reservoirs cover a range of performance parameter values—\( kh \) from 1,500 to 5200 md·ft and pattern areas from 40 acres to 160 acres—and two lithologies—sandstone and limestone. The model performance inputs and other pertinent data are shown in Table 12.

![Figure 30. Cumulative oil recovery as a fraction of OOIP for a typical pattern in the four illustrative case studies listed in Table 12.](image)

Each of the case studies was evaluated at a constant injection rate of 600 mscf (thousand standard cubic feet) per CO₂ per day per pattern (32 tonnes CO₂ per day) with the exception of the Joffre-Viking, where injection was modeled at a constant 300 mscf CO₂ per day (16 tonnes per day) due to the extremely high permeability of the Viking pool. Injection rates on the order of hundreds of mscf per day per pattern are typical of current practice [1] and, for comparison, are 200
times smaller than the amount of CO\(_2\) captured from a 500 MW pulverized coal power plant. The cumulative oil production as a percent of the original oil in place (OOIP) over time for a single typical pattern in each of the four CO\(_2\) floods is shown in Figure 30.

*Table 12. Key performance model parameters for the four case study reservoirs as well as residual oil in place (ROIP) prior to CO\(_2\)-flooding and the original oil in place (OOIP) at discovery [41-46].*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Northeast Purdy Unit</th>
<th>SACROC Unit, Kelly-Snyder Field</th>
<th>Ford Geraldine Unit</th>
<th>Joffre Viking Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Oklahoma</td>
<td>Texas</td>
<td>Texas</td>
<td>Alberta</td>
</tr>
<tr>
<td>Reservoir</td>
<td>Purdy Springer A</td>
<td>Canyon Reef</td>
<td>Ramsey</td>
<td>Viking</td>
</tr>
<tr>
<td>Lithology</td>
<td>Sandstone</td>
<td>Limestone</td>
<td>Sandstone</td>
<td>Sandstone</td>
</tr>
<tr>
<td>Previous Recovery</td>
<td>Primary &amp; Waterflood</td>
<td>Primary &amp; Waterflood</td>
<td>Primary &amp; Waterflood</td>
<td>Primary &amp; Waterflood</td>
</tr>
<tr>
<td>Productive Area (acres)</td>
<td>9,177</td>
<td>49,900</td>
<td>5,280</td>
<td>16,611</td>
</tr>
<tr>
<td>Number of Patterns</td>
<td>229</td>
<td>1,248</td>
<td>132</td>
<td>208</td>
</tr>
<tr>
<td>Pattern Area (acres)</td>
<td>80</td>
<td>40</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>Depth (m)</td>
<td>2,499</td>
<td>2,042</td>
<td>2,680</td>
<td>1,500</td>
</tr>
<tr>
<td>p(_{res}) (MPa)</td>
<td>20.7</td>
<td>18.6</td>
<td>9.7</td>
<td>14.0</td>
</tr>
<tr>
<td>MMP (MPa)</td>
<td>14.5</td>
<td>11.0</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>T(_{res}) (K)</td>
<td>338</td>
<td>328</td>
<td>301</td>
<td>329</td>
</tr>
<tr>
<td>Net Pay (m)</td>
<td>12.2</td>
<td>81.7</td>
<td>7.6</td>
<td>3.0</td>
</tr>
<tr>
<td>k(_h) (md)</td>
<td>44</td>
<td>19</td>
<td>60</td>
<td>507</td>
</tr>
<tr>
<td>k(_h)/k(_h)</td>
<td>0.18</td>
<td>0.40</td>
<td>0.10*</td>
<td>0.10</td>
</tr>
<tr>
<td>(\phi) (%)</td>
<td>13.0</td>
<td>3.9</td>
<td>23.3</td>
<td>13.0</td>
</tr>
<tr>
<td>(V_{DP})</td>
<td>0.80</td>
<td>0.68</td>
<td>0.70*</td>
<td>0.70*</td>
</tr>
<tr>
<td>S(_{ore}) (%)</td>
<td>47</td>
<td>42</td>
<td>41</td>
<td>35</td>
</tr>
<tr>
<td>(\gamma_{API})</td>
<td>35</td>
<td>41</td>
<td>40</td>
<td>42</td>
</tr>
<tr>
<td>(\mu_\gamma) (cp)</td>
<td>1.4</td>
<td>0.4</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>B(_g) (RB/STB)</td>
<td>1.2</td>
<td>1.5</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>R(_f) (scf/STB)</td>
<td>400</td>
<td>1,000</td>
<td>575</td>
<td>264</td>
</tr>
<tr>
<td>p(_b) (MPa)</td>
<td>19.3</td>
<td>12.8</td>
<td>9.5</td>
<td>-</td>
</tr>
<tr>
<td>(\gamma_\gamma) (air = 1)</td>
<td>-</td>
<td>1.03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ROIP (MMSTB)</td>
<td>146</td>
<td>1,163</td>
<td>76</td>
<td>47</td>
</tr>
<tr>
<td>OOIP (MMSTB)</td>
<td>220</td>
<td>2,163</td>
<td>97</td>
<td>93</td>
</tr>
</tbody>
</table>

*Estimated parameter value*

Figure 30 shows that, of the four illustrative cases, a typical pattern in the Joffre-Viking field could be expected to have the highest incremental recovery under CO\(_2\)-flooding, followed by Ford Geraldine, SACROC Kelly-Snyder, and North Purdy cases. In addition, the life of a typical pattern in each case was set by specifying a maximum CO\(_2\) cut, \(f_{c,max}\), of approximately 0.9 (see Equation 27). The CO\(_2\) cut over time is given in Figure 31.
Summary results for typical patterns in each of the four case studies are shown in Table 21. The results from the four case studies are considerably different from one another. In general, the gross utilization of CO₂ is somewhat higher than the typical rule-of-thumb for West-Texas (i.e., 7-10 mscf/STB [47]); however, the estimated net CO₂ utilization does agree with numbers predicted for operating CO₂ floods, summarized in Table 14 [46-48]. Note that changing the CO₂ cut will change both oil recovery and CO₂ utilization; thus, reported CO₂ utilizations are a function of the expected life the field. Because of this, caution must be exercised in comparing the model results in Table 13 and predicted values in Table 14 as they are not be directly comparable.

Table 13. End-of-life summary results from the EOR performance model for a typical pattern in the four illustrative case studies listed in Table 12.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Northeast Purdy Unit</th>
<th>SACROC Unit, Kelly-Snyder Field</th>
<th>Ford Geraldine Unit</th>
<th>Joffre Viking Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern Life (years)</td>
<td>9.24</td>
<td>21.35</td>
<td>5.04</td>
<td>14.62</td>
</tr>
<tr>
<td>Oil Recovery (10³ STB)</td>
<td>157</td>
<td>322</td>
<td>95</td>
<td>112</td>
</tr>
<tr>
<td>Recovery (% OOIP)</td>
<td>8</td>
<td>19</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>Gross Utilization (mscf/STB)</td>
<td>13</td>
<td>15</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>Net Utilization (mscf/STB)</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>CO₂ Stored (kt)</td>
<td>25</td>
<td>67</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>CO₂ Storage Rate (tonne/STB)</td>
<td>0.16</td>
<td>0.21</td>
<td>0.18</td>
<td>0.14</td>
</tr>
</tbody>
</table>

The sensitivity of the cumulative oil recovery at the pattern end-of-life to changes in model parameters using the SACROC Kelly-Snyder case is illustrated in Figure 32. The parameters varied in this single-parameter sensitivity analysis are the reservoir temperature, pressure, permeability, Dystra-Parsons coefficient, oil viscosity, and oil API gravity. Because the pattern area, reservoir net pay, porosity, initial oil saturation and formation volume factor were not changed, the ROIP at the beginning of the CO₂ flood remains constant. Thus, changes in the cumulative oil produced shown in Figure 32 are directly proportional to changes in displacement efficiency.
Table 14. Predicted ultimate net utilization and gross utilization of CO₂ and the incremental oil recovery reported in the literature for the four case study fields and eight other projects [46-48].

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Net Utilization (mscf/STB)</th>
<th>Gross Utilization (mscf/STB)</th>
<th>Incremental Oil (% OOIP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case Studies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast Purdy Unit</td>
<td>4.6</td>
<td>6.5</td>
<td>7.5</td>
</tr>
<tr>
<td>SACROC-4PA &amp; 17PA</td>
<td>3.2-6.5</td>
<td>9.5-9.7</td>
<td>7.5</td>
</tr>
<tr>
<td>Ford Geraldine</td>
<td>5</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>Joffre Viking</td>
<td>5.4-6.9</td>
<td></td>
<td>14-18</td>
</tr>
<tr>
<td>Other Reported Values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dollarhide Devonian</td>
<td>2.4</td>
<td></td>
<td>14</td>
</tr>
<tr>
<td>East Vacuum Grayburg-San Andres</td>
<td>6.3</td>
<td>11.1</td>
<td></td>
</tr>
<tr>
<td>Means San Andres</td>
<td></td>
<td>15</td>
<td>9.2</td>
</tr>
<tr>
<td>North Cross</td>
<td>7.8</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>Rangely Weber</td>
<td>4-6</td>
<td>9.2</td>
<td>7.5</td>
</tr>
<tr>
<td>Twofreds</td>
<td>8</td>
<td></td>
<td>15.6</td>
</tr>
<tr>
<td>Wertz</td>
<td></td>
<td>13-15</td>
<td>16.6</td>
</tr>
<tr>
<td>Wasson-Denver</td>
<td>5.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 32. Sensitivity of cumulative oil recovery at the pattern end-of-life using the SACROC Kelly-Snyder parameter values as defined in Table 12, highlighting the temperatures over which oil production changes rapidly.

The strong sensitivity of the cumulative oil production to decreases in reservoir temperature is because CO₂ density and viscosity undergo rapid changes in the vicinity of the critical temperature of CO₂ (304 K). The net CO₂ utilization also exhibits the same strong sensitivity to small changes in temperature, as shown in Figure 33; however, unlike oil recovery, net CO₂ utilization is insensitive to changes in reservoir permeability, Dykstra-Parsons coefficient, oil viscosity, and API gravity.
Enhanced Oil Recovery Economics Model

The economics model developed for EOR storage of CO$_2$ takes a number of inputs (shown in Figure 23), along with the performance model results, to estimate the profitability of the CO$_2$ flood, measured by net present value (NPV) and return on investment (ROI). The model estimates NPV and ROI by performing a discounted cash flow analysis using the oil production rates and CO$_2$ consumption rates from the performance model.

The model estimates the annual revenues and costs from the field from both oil production and (if applicable) CO$_2$ storage. The revenues from oil production are subject to royalties, severance taxes, and ad valorem taxes specified by the user. Expenses are incurred for normal field operating and maintenance costs, as well as fluid lifting, and processing of recycled CO$_2$.

The capital cost of the project is estimated based on the requirements for field production equipment, field CO$_2$ processing equipment, new pattern injection and production equipment, drilling and completion costs for new wells, and workovers for existing wells. These capital costs are amortized over the life of the field using the project discount rate.

The following sections describe how capital, O&M, fluid lifting, and CO$_2$ processing costs are estimated. In addition, the relationship used to estimate the first purchase price of crude oil based on market standard oil prices (e.g., the West Texas Intermediate) is described.

Lease Equipment Capital Cost

Converting a producing lease$^{14}$ to CO$_2$-flooding requires a number of changes to existing equipment, as shown in Table 11. Lewin & Associates developed a regression equation to estimate the costs of lease equipment for 12 regions of the United States in 1981 [49]. The lease equipment category covers the costs of adding or modifying production equipment for CO$_2$ service. When updated to 2004 dollars using the EIA Oil and Gas Lease Equipment and Operating Cost index [50], cost predicted by the Lewin & Associates regressions compare well with cost estimates in more recent reports (e.g., see [51]).

---

$^{14}$ In this context, a parcel of land—including underlying mineral rights—that the operator leases for oil production, usually consisting of more than one pattern.

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AK</td>
<td>50362</td>
<td>$3 \times 10^{-5}$</td>
</tr>
<tr>
<td>2</td>
<td>CA, OR, WA</td>
<td>50362</td>
<td>$3 \times 10^{-5}$</td>
</tr>
<tr>
<td>2A</td>
<td>Pacific Coast-Offshore, ID, NV, UT</td>
<td>50362</td>
<td>$3 \times 10^{-5}$</td>
</tr>
<tr>
<td>3</td>
<td>CO, AZ, NM-West</td>
<td>34774</td>
<td>$3 \times 10^{-5}$</td>
</tr>
<tr>
<td>4</td>
<td>WY, MT, ND, SD</td>
<td>34774</td>
<td>$3 \times 10^{-5}$</td>
</tr>
<tr>
<td>5</td>
<td>TX-West, NM-East</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>6</td>
<td>TX-East, AR, LA, MS, AL</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>6A</td>
<td>Gulf Cost-Offshore</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>7</td>
<td>OK, KS, NE, MO, IA, MN</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>8</td>
<td>MI, WI</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>9</td>
<td>IL, IN, KY, TN</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>10</td>
<td>OH, PA, WV, NY, VA, NC</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>11A</td>
<td>SC, GA, FL</td>
<td>29211</td>
<td>$4 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

The Lewin & Associates cost regressions take the form:

$$C = a_1 e^{a_2 d}$$

where $C$ represents cost and $d$ is depth in ft. The regression coefficients (where the $a_1$ parameter values have been updated to 2004 dollars) are listed by region in Table 15.

The costs for CO$_2$ processing equipment—also considered as lease equipment, but not included in the Lewin & Associates regression—vary widely depending on the type of processing required. The capital cost is generally lower for simple compression and dehydration equipment than for more complex facilities incorporating NGL separation. For simple compression and dehydration systems, a regression has been developed based on 12 point estimates presented in the literature [3, 10, 27, 39, 51]. The regression equation takes the form:

$$\log(C_{CPE}) = a_0 + a_1 \log(N_p q_{rcy,\text{max}})$$

where $C_{CPE}$ is the capital cost of CO$_2$ processing equipment, $N_p$ is the number of patterns, and $q_{rcy,\text{max}}$ is the pattern recycle rate (at the maximum CO$_2$ cut) in mmSCF (million standard cubic feet) per day. If construction is staggered (e.g., 10 patterns in year zero, 12 patterns in year 1), $N_p$ would in this case be equal to the maximum number of patterns constructed in a given year (i.e., 12).

Parameter estimates for the coefficients in the CO$_2$ processing equipment cost correlation are given in Table 16. The generalized regression model given in Equation 37 accounts for a large proportion of the variation in the data set as reflected by an adjusted-$r^2$ value of 0.72.

Table 16. Regression coefficient estimates for the CO$_2$ processing equipment cost correlation, Equation 37, where standard errors are reported in parentheses.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$9.374 \times 10^{-1}$ ** (1.855 \times 10^{-1})</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$5.851 \times 10^{0}$ ** (3.109 \times 10^{-1})</td>
</tr>
</tbody>
</table>

** Significant at the 1% level
Use of the regression coefficients presented in Table 16 in Equation 37 results in costs ranging from $6,187,000 for compression and dehydration train handling 10 mmscf per day to $53,570,000 for a train handling 100 mmscf per day.

### Pattern Equipment Capital Cost

Pattern equipment includes both production related-equipment (e.g., rods, pumps, wellheads, etc.) and injection-related equipment (e.g., injection skids, wellheads, etc.). This category does not include the drilling and completion (i.e., installation of tubing and downhole equipment) of new injection or production wells, which is treated in Drilling and Completion Capital Cost.

The cost models for production equipment and injection equipment associated with new wells are taken from the Lewin & Associates [49], and updated to 2004 dollars using the EIA Oil and Gas Lease Equipment and Operating Cost index [50]. The form of the Lewin & Associates cost model is presented in Equation 36, and the regression coefficients are listed by region in Table 17 (where the \( a_i \) parameter values have been updated to 2004 dollars).

**Table 17. Regression coefficients for production equipment and injection equipment from Lewin and Associates [49] updated to 2004 dollars for use in Equation 36.**

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>Production Equipment</th>
<th>Injection Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( a_1 )</td>
<td>( a_2 )</td>
</tr>
<tr>
<td>1</td>
<td>AK</td>
<td>48328</td>
<td>( 1.1 \times 10^4 )</td>
</tr>
<tr>
<td>2</td>
<td>CA, OR, WA</td>
<td>48328</td>
<td>( 1.1 \times 10^4 )</td>
</tr>
<tr>
<td>2A</td>
<td>Pacific Coast-Offshore, ID, NV, UT</td>
<td>48328</td>
<td>( 1.1 \times 10^4 )</td>
</tr>
<tr>
<td>3</td>
<td>CO, AZ, NM-West</td>
<td>31130</td>
<td>( 1.5 \times 10^4 )</td>
</tr>
<tr>
<td>4</td>
<td>WY, MT, ND, SD</td>
<td>31130</td>
<td>( 1.5 \times 10^4 )</td>
</tr>
<tr>
<td>5</td>
<td>TX-West, NM-East</td>
<td>36049</td>
<td>( 1.5 \times 10^4 )</td>
</tr>
<tr>
<td>6</td>
<td>TX-East, AR, LA, MS, AL</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>6A</td>
<td>Gulf Cost-Offshore</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>7</td>
<td>OK, KS, NE, MO, IA, MN</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>8</td>
<td>MI, WI</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>9</td>
<td>IL, IN, KY, TN</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>10</td>
<td>OH, PA, WV, NY, VA, NC</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
<tr>
<td>11A</td>
<td>SC, GA, FL</td>
<td>36049</td>
<td>( 1.4 \times 10^4 )</td>
</tr>
</tbody>
</table>

For wells that are already in place and only require a well workover (i.e., tubing and downhole equipment replacement) prior to CO\(_2\)-flooding, the cost is expressed as a sum of a fraction of the production or injection equipment cost (depending on whether the well is a producer or injector) and Drilling and Completion Capital Cost (next section). The expression for workover cost is [49]:

\[
C_{WO} = 0.48C_{D&C} + 0.50C_{PE} \tag{38}
\]

where \( C_{D&C} \) are the drilling and completion capital cost (discussed in the following section) and \( C_{PE} \) is the cost of production equipment.

### Drilling and Completion Capital Cost

Drilling and completion (D&C) costs include the cost of physically drilling an injection well, running casing, hanging tubing, and installing any downhole equipment (e.g., chokes and packers). D&C costs are well documented by the annual Joint Association Survey (JAS) on Well Drilling Costs [52], which lists the average cost of wells drilled and completed each year by depth interval and state. A regression based on these costs was also developed by Lewin & Associates [49] in 1981, and has been updated to 2004 dollars using the using the EIA Oil and Gas Lease Equipment and Operating Cost
The form of the Lewin & Associates cost model is presented in Equation 36, and the regression coefficients are listed by region in Table 18 (with the \( a_i \) parameter values updated to 2004 dollars).

Note that recent increases in oil price have spurred a large increase in drilling activity. Thus, similar to increases in lease, production, and injection equipment costs (driven by materials cost increases), D&C costs in years after 2004 can be expected to be considerably higher. The EIA Oil and Gas Lease Equipment and Operating Cost index [50] can be used to update these costs for future periods.

**Table 18.** Regression coefficients for well drilling and completion from Lewin and Associates [49] updated to 2004 dollars for use in Equation 36.

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AK</td>
<td>70123</td>
<td>( 3.2 \times 10^{-4} )</td>
</tr>
<tr>
<td>2</td>
<td>CA, OR, WA</td>
<td>18581.9</td>
<td>( 3.2 \times 10^{-4} )</td>
</tr>
<tr>
<td>2A</td>
<td>Pacific Coast-Offshore, ID, NV, UT</td>
<td>80086</td>
<td>( 2.7 \times 10^{-4} )</td>
</tr>
<tr>
<td>3</td>
<td>CO, AZ, NM-West</td>
<td>74808</td>
<td>( 2.8 \times 10^{-4} )</td>
</tr>
<tr>
<td>4</td>
<td>WY, MT, ND, SD</td>
<td>43986</td>
<td>( 3.4 \times 10^{-4} )</td>
</tr>
<tr>
<td>5</td>
<td>TX-West, NM-East</td>
<td>44041</td>
<td>( 3.5 \times 10^{-4} )</td>
</tr>
<tr>
<td>6</td>
<td>TX-East, AR, LA, MS, AL</td>
<td>99648</td>
<td>( 1.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>6A</td>
<td>Gulf Cost-Offshore</td>
<td>42493</td>
<td>( 3.5 \times 10^{-4} )</td>
</tr>
<tr>
<td>8</td>
<td>MI, WI</td>
<td>34362</td>
<td>( 3.9 \times 10^{-4} )</td>
</tr>
<tr>
<td>9</td>
<td>IL, IN, KY, TN</td>
<td>23529</td>
<td>( 5.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>10</td>
<td>OH, PA, WV, NY, VA, NC</td>
<td>21612</td>
<td>( 3.0 \times 10^{-4} )</td>
</tr>
<tr>
<td>11A</td>
<td>SC, GA, FL</td>
<td>28577</td>
<td>( 1.3 \times 10^{-4} )</td>
</tr>
</tbody>
</table>

### Operating & Maintenance Cost Model

Operating and maintenance (O&M) costs for CO\(_2\)-flooding includes operating expenses for labor, consumables, surface equipment maintenance, and subsurface equipment maintenance, including periodic well workovers. Lewin & Associates [49] have estimated O&M costs as a function of well depth and region and these costs have been updated to 2004 dollars using the EIA Oil and Gas Lease Equipment and Operating Cost index [50]. The form of the Lewin & Associates cost model is presented in Equation 36, and the regression coefficients are listed by region in Table 19 (with the \( a_i \) parameter values updated to 2004 dollars).

**Table 19.** Regression coefficients for O&M costs from Lewin and Associates [49] updated to 2004 dollars for use in Equation 36.

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AK</td>
<td>28577</td>
<td>( 1.3 \times 10^{-4} )</td>
</tr>
<tr>
<td>2</td>
<td>CA, OR, WA</td>
<td>28577</td>
<td>( 1.3 \times 10^{-4} )</td>
</tr>
<tr>
<td>2A</td>
<td>Pacific Coast-Offshore, ID, NV, UT</td>
<td>28577</td>
<td>( 1.3 \times 10^{-4} )</td>
</tr>
<tr>
<td>3</td>
<td>CO, AZ, NM-West</td>
<td>26847</td>
<td>( 1.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>4</td>
<td>WY, MT, ND, SD</td>
<td>26847</td>
<td>( 1.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>5</td>
<td>TX-West, NM-East</td>
<td>26878</td>
<td>( 1.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>6</td>
<td>TX-East, AR, LA, MS, AL</td>
<td>26878</td>
<td>( 1.1 \times 10^{-4} )</td>
</tr>
<tr>
<td>6A</td>
<td>Gulf Cost-Offshore</td>
<td>26878</td>
<td>( 1.1 \times 10^{-4} )</td>
</tr>
</tbody>
</table>
Fluid Pumping and CO₂ Processing Cost

The unit cost of lifting liquids to the surface and processing recycled CO₂ (i.e. dehydration and compression) are model parameters provided by the user. Default values are Advanced Resources International estimates, which are $0.25 per STB of fluid for lifting and 1% of the oil price [51] per mscf CO₂ for processing.

Illustrative Economics Model Capital and O&M Cost Results

Results from the economics model for the capital cost of an inverted 5-sport injection pattern are illustrated in Figure 34. This figure shows the capital cost of pattern equipment for a project in West Texas or Eastern New Mexico (i.e., model region 5) for three separate cases: no new wells required to convert a pattern to a CO₂-flood; four new producers drilled and completed to develop a flooding-pattern; and, four new producers and a new injector drilled and completed. As indicated by Equation 36, the cost is an exponential function of depth.

Figure 34. Cost of completing one inverted five-spot pattern in West Texas or Eastern New Mexico for three different cases.

The lease equipment cost for a field in West Texas or Eastern New Mexico (i.e., model region 5) as a function of the maximum CO₂ recycle rate and number of injection patterns is shown in Figure 35. The lease equipment cost is not highly sensitive to reservoir depth because the depth-dependent capital cost of production equipment is only a small fraction of the non-depth dependent lease equipment cost. The majority of the lease equipment cost is the cost of CO₂ processing equipment, which a function of the maximum CO₂ recycle rate.
Figure 35. Lease equipment capital cost in West Texas or Eastern New Mexico as a function of CO₂ recycle rate for differing numbers of patterns.

Similar to pattern cost, O&M cost is an exponential function of depth, as shown in Figure 36 for a field in West Texas or Eastern New Mexico (i.e., model region 5).

Figure 36. Field O&M cost in West Texas or Eastern New Mexico as a function of well depth for differing numbers of patterns.

The total pattern capital cost is the cost for one pattern (shown in Figure 34) multiplied by the number of patterns; thus, it scales linearly with number of patterns. The annual O&M cost also scales linearly with the number of patterns. Conversely, the lease capital cost does not scale linearly with the number of patterns because the dominant component of the lease capital cost is the CO₂ processing equipment cost (Equation 37), which is a non-linear function of the maximum CO₂ recycle rate. In addition, the maximum recycle rate for the project can be decreased by spreading pattern construction out over a number of years. Table 20 shows the breakdown of capital costs associated with the development
of a 50 pattern CO₂ flood, with a maximum recycle rate of 500 mscf per pattern and a 2000 m deep reservoir for two extreme cases: no wells initially present, and all required wells (and associated production equipment) present.

Table 20. The capital and O&M cost in 2004 US dollars for a lease with 50 injection patterns where all wells are new—corresponding to a greenfield development—and all wells are already in place—corresponding to tertiary recovery.

<table>
<thead>
<tr>
<th>Cost Item</th>
<th>All New Wells</th>
<th>No New Wells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern Capital Cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well Drilling &amp; Completion ($)</td>
<td>$47,000,000</td>
<td>$0</td>
</tr>
<tr>
<td>Production Well Equipment ($)</td>
<td>$9,000,000</td>
<td>$0</td>
</tr>
<tr>
<td>Injection Well Equipment ($)</td>
<td>$3,000,000</td>
<td>$0</td>
</tr>
<tr>
<td>Production Well Workovers ($)</td>
<td>$0</td>
<td>$16,000,000</td>
</tr>
<tr>
<td>Injection Well Workovers ($)</td>
<td>$0</td>
<td>$11,000,000</td>
</tr>
<tr>
<td>Producer-Injector Conversions ($)</td>
<td>$0</td>
<td>$0</td>
</tr>
<tr>
<td>Subtotal ($)</td>
<td>$59,000,000</td>
<td>$27,000,000</td>
</tr>
<tr>
<td>Lease Equipment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Production Lease Equipment ($)</td>
<td>$3,000,000</td>
<td>$0</td>
</tr>
<tr>
<td>CO₂ Processing Equipment ($)</td>
<td>$8,000,000</td>
<td>$8,000,000</td>
</tr>
<tr>
<td>Subtotal ($)</td>
<td>$10,000,000</td>
<td>$8,000,000</td>
</tr>
<tr>
<td>Total Cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O&amp;M Cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual O&amp;M Cost ($/year)</td>
<td>$4,000,000</td>
<td>$4,000,000</td>
</tr>
</tbody>
</table>

**Oil Purchase Price Adjustment**

The price in dollars per barrel a lease owner receives for the crude oil produced from their lease, including CO₂-flooding projects, is known as the “first purchase price.” This price is a function of the oil stream (i.e., the type of oil categorized by reservoir or general area) and is corrected for oil gravity, where heavier oils (i.e. those with lower API gravities) have correspondingly lower first purchase prices. Generally, gravity corrections only apply to oils below 40.0° API.

Estimating revenues from crude oil production requires a relationship between a commonly used benchmark oil price and the first purchase price. This relationship has been developed using a dataset containing the first purchase price of domestic crude oil, binned by API gravity, between January 1993 and November 2006 and a second dataset containing the West Texas Intermediate (WTI) price over the same period. West Texas Intermediate is a 39.6° API oil, with 0.24% sulfur, priced free on board at Cushing, Oklahoma. Both of these datasets were collected and published by the Energy Information Administration (EIA). The fitted correlation takes the form:

\[
P_{\text{FPP}} = a_0 + a_1 P_{\text{WTI}} + a_2 G_{20} + a_3 G_{25} + a_4 G_{30} + a_5 G_{35} + a_6 G_{40} \quad (39)
\]

where: \( P_{\text{FPP}} \) is the first purchase price of crude oil, \( P_{\text{WTI}} \) is the WTI price, and \( G_{20} \) through \( G_{40} \) are binary variables indicating API gravity. The binary variables take the value of one for oil with API gravities in the ranges shown in Table 21, and zero otherwise. For example, for a 32.0° API oil, the variable \( G_{35} \) takes the value of one, while all the other binary variables take the value of zero.

Parameter estimates for the coefficients in the first purchase price correlation are given in Table 22. The regression model given in Equation 39 accounts for a large proportion of the variation in the data set as reflected by having an adjusted-\( r^2 \) value greater than 0.99.
Table 21. API gravity ranges corresponding to the binary variables in Equation 39

<table>
<thead>
<tr>
<th>Binary Variable</th>
<th>API Gravity (γ_{API}) Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>G_{20}</td>
<td>γ_{API} ≤ 20.0</td>
</tr>
<tr>
<td>G_{25}</td>
<td>20.0 &lt; γ_{API} ≤ 25.0</td>
</tr>
<tr>
<td>G_{30}</td>
<td>25.0 &lt; γ_{API} ≤ 30.0</td>
</tr>
<tr>
<td>G_{35}</td>
<td>30.0 &lt; γ_{API} ≤ 35.0</td>
</tr>
<tr>
<td>G_{40}</td>
<td>40.0 ≤ γ_{API}</td>
</tr>
</tbody>
</table>

Table 22. Regression coefficient estimates for the first purchase price correlation, Equation 39, where standard errors are reported in parentheses.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_0</td>
<td>-4.754 × 10^{-1} ** (9.756 × 10^{-2})</td>
</tr>
<tr>
<td>a_1</td>
<td>0.954 × 10^{-1} ** (2.190 × 10^{-3})</td>
</tr>
<tr>
<td>a_2</td>
<td>-4.842 × 10^{0} ** (1.007 × 10^{-1})</td>
</tr>
<tr>
<td>a_3</td>
<td>-3.643 × 10^{0} ** (1.003 × 10^{-1})</td>
</tr>
<tr>
<td>a_4</td>
<td>-5.986 × 10^{0} ** (9.921 × 10^{-2})</td>
</tr>
<tr>
<td>a_5</td>
<td>-1.152 × 10^{0} ** (9.856 × 10^{-2})</td>
</tr>
<tr>
<td>a_6</td>
<td>-6.309 × 10^{-1} ** (9.824 × 10^{-2})</td>
</tr>
</tbody>
</table>

** Significant at the 1% level

The results of the first purchase price correlation for a range of WTI prices and API gravity ranges is shown in Figure 37. For example, for a WTI price of 75$ per barrel, a lease owner can expect to receive $70/bbl for the 37° API oil produced from their lease, while an owner with a lease producing 66° API oil can expect to receive $65/bbl.
Combining Performance and Cost

As shown in Figure 23, the maximum CO\(_2\) cut, \(f_{\text{CO}_2,\text{max}}\), is specified in the economics model. The performance model uses this CO\(_2\) cut to determine the pattern life, which defines the ultimate amount of oil recovered and CO\(_2\) stored for a pattern. The performance of a single pattern is then multiplied by the total number of patterns completed and operating (allowing for staged construction) to arrive at the overall field performance.

The annual cash flow (in real dollars) is estimated by subtracting costs from annual oil revenues, which are calculated as the annual oil production estimated by the performance model multiplied by the real first purchase price (inflated using the real cost escalation rate for the oil price specified by the user). This real cash flow is discounted using the project discount rate to arrive at the NPV and ROI for the project. The costs considered by the model are:

- royalties and taxes, the rates for both of which are user specified and subject to escalation rates;
- the annual cost of purchasing CO\(_2\), calculated by multiplying the annual CO\(_2\) requirement calculated by the performance model and the specified CO\(_2\) price (subject to the real cost escalation rate for CO\(_2\));
- the O&M cost, calculated by the methods discussed in Operating & Maintenance Cost Model, and subject to a real cost escalation rate;
- CO\(_2\) processing cost and fluid lifting cost, calculated as discussed in Fluid Pumping and CO\(_2\) Processing Cost, and subject to real cost escalation rates;
- M&V cost, which is a user supplied value in real dollars and subject to real escalation rates;
- Capital costs as discussed in Lease Equipment Capital Cost, Pattern Equipment Capital Cost and Drilling and Completion Capital Cost, and are subject to capital cost escalation factors that can be used to scale the capital costs predicted by the model; and,
- Debt service on capital expenditures, calculated based on the project discount rate.
Illustrative Case Studies

The performance model parameters for the four illustrative cases were given in Table 12 and were previously used to illustrate the behavior of the performance model. Economics model parameter values used in the case studies are listed in Table 23 and are the same for each case, making comparisons among the four cases simpler. The WTI oil price is varied parametrically in the estimation of the breakeven cost for CO₂. The breakeven cost for CO₂ is the CO₂ purchase price at which the project net present value (NPV) equals zero.

Table 23. Economics model parameter values used in the four case studies

<table>
<thead>
<tr>
<th>Project Parameter</th>
<th>Deterministic Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTI Oil Price ($/STB)</td>
<td>50.00</td>
</tr>
<tr>
<td>CO₂ Purchase Price ($/mscf)†</td>
<td>2.00</td>
</tr>
<tr>
<td>Real Discount Rate (%)</td>
<td>12</td>
</tr>
<tr>
<td>CO₂ Processing O&amp;M Cost ($/mscf)†</td>
<td>0.50</td>
</tr>
<tr>
<td>Lifting O&amp;M Cost ($/STB)</td>
<td>0.60</td>
</tr>
<tr>
<td>Operating Monitoring &amp; Verification ($/y)</td>
<td>0</td>
</tr>
<tr>
<td>Closure Cost ($)</td>
<td>0</td>
</tr>
<tr>
<td>Taxes &amp; Royalties</td>
<td></td>
</tr>
<tr>
<td>Royalty Rate (%)</td>
<td>12.5</td>
</tr>
<tr>
<td>Severance Tax Rate (%)</td>
<td>5.0</td>
</tr>
<tr>
<td>AD Valorum Tax Rate (%)</td>
<td>2.0</td>
</tr>
<tr>
<td>CO₂ Tax ($/tonne)</td>
<td>0.00</td>
</tr>
<tr>
<td>Real Escalation Rates</td>
<td></td>
</tr>
<tr>
<td>Oil Price (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>CO₂ Tax (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>CO₂ Cost (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>CO₂ Processing O&amp;M Cost (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>Lifting O&amp;M Cost (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>M&amp;V Cost (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>Lease O&amp;M Cost (%/year)</td>
<td>1</td>
</tr>
<tr>
<td>Capital Cost Escalation Factors</td>
<td></td>
</tr>
<tr>
<td>Drilling &amp; Completion</td>
<td>1</td>
</tr>
<tr>
<td>Production Well Equipment</td>
<td>1</td>
</tr>
<tr>
<td>Injection Well Equipment</td>
<td>1</td>
</tr>
<tr>
<td>Production Lease Equipment</td>
<td>1</td>
</tr>
<tr>
<td>CO₂ Processing Equipment</td>
<td>1</td>
</tr>
<tr>
<td>Producer Breakdown</td>
<td></td>
</tr>
<tr>
<td>Existing Producers</td>
<td>n²</td>
</tr>
<tr>
<td>New Producers</td>
<td>0</td>
</tr>
<tr>
<td>Producer Workovers</td>
<td>n²</td>
</tr>
<tr>
<td>Injector Breakdown</td>
<td></td>
</tr>
<tr>
<td>Existing Injectors</td>
<td>n + [√4n − 3] + 2³</td>
</tr>
<tr>
<td>Producer-Injector Conversions</td>
<td>0</td>
</tr>
<tr>
<td>New Injectors</td>
<td>0</td>
</tr>
<tr>
<td>Injector Workovers</td>
<td>n + [√4n − 3] + 2³</td>
</tr>
</tbody>
</table>

† The CO₂ Price Conversion Table chapter lists price conversions from $/mscf to $/tonne
² n is the number of patterns, thus there is one injector per pattern
³ Number of production wells in a five-spot flooding network
The pattern construction schedule used for all of the cases assumes 50% of the patterns built in the year prior to the start of injection (year zero); 30% of the patterns built in the first year; and, 20% of the patterns built in the second year. Using this pattern schedule, the performance parameters in Table 12, and economics parameter values in Table 23, results in the CO$_2$-flood performance summarized in Table 24.

Table 24. Results for the four illustrative cases described in Table 12

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Northeast Purdy Unit</th>
<th>SACROC Unit, Kelly-Snyder Field</th>
<th>Ford/Geraldine Unit</th>
<th>Joffre Viking Pool</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{c,\text{max}}$</td>
<td>0.90</td>
<td>0.88</td>
<td>0.87</td>
<td>0.93</td>
</tr>
<tr>
<td>Oil Produced (MMSTB)</td>
<td>36</td>
<td>402</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>CO$_2$ Stored (Mt)</td>
<td>5.8</td>
<td>83.3</td>
<td>2.3</td>
<td>3.3</td>
</tr>
<tr>
<td>Capital Cost (million 2004 US Dollars)</td>
<td>$231</td>
<td>$787</td>
<td>$155</td>
<td>$80</td>
</tr>
<tr>
<td>NPV (million 2004 US Dollars)</td>
<td>$175</td>
<td>$3,247</td>
<td>-$7</td>
<td>$162</td>
</tr>
<tr>
<td>ROI</td>
<td>53%</td>
<td>162%</td>
<td>7%</td>
<td>110%</td>
</tr>
</tbody>
</table>

As previously noted, the $f_{c,\text{max}}$ values shown in Table 22 maximize the NPV for each project and were isolated using parabolic interpolation and refined with bisection [53]. Increasing the value of the maximum CO$_2$-cut increases the project life, increasing the payback time for the project capital; however, this may also result in negative cash-flows towards the end of the project. The effect of changing the maximum CO$_2$ cut on NPV is shown for the Northeast Purdy and Ford Geraldine Units in Figure 38. This figure shows that values of $f_c$ of approximately 0.90 and 0.88 maximize the NPV of the respective projects, correspond to project lifetimes of 12 years and 8 years, respectively, under the case study assumptions.

Figure 38. NPV as a function of changing maximum CO$_2$ cut for the Northeast Purdy Unit and the Ford Geraldine Units

The results in Table 24 show that, from the standpoint of large-scale CO$_2$ sequestration, projects similar to Northeast Purdy, Ford Geraldine or Joffre Viking would be of limited value as stand-alone projects, as they store small amounts of CO$_2$ relative to the amount of CO$_2$ produced from a large point source such as a power plant over its lifetime of operation.
(e.g. 500 MW coal fired plant over 30 years produces emissions of 90 Mt). Moreover, the rate at which these three projects store CO$_2$ is much lower than the rate that a large point source produces CO$_2$ (e.g. 500 MW coal fired plant produces emissions of 2-3 Mt per year), as illustrated in Figure 39. Conversely, a large field similar to the SACROC Kelly-Snyder field in Texas (developed rapidly, as in the case study) could sequester large amounts of CO$_2$ at rates compatible with a large point source.

Figure 39. CO$_2$ storage rates for the four illustrative cases.

![CO$_2$ storage rates graph]

Figure 40. The breakeven CO$_2$ price for the four illustrative cases.

The breakeven CO$_2$ price can also be calculated by the model, as shown in Figure 40. The breakeven CO$_2$ price can be interpreted as the highest price a CO$_2$-flood developer would be willing to pay for CO$_2$ delivered to the site, based on the assumed benchmark oil price (and numerous other factors).
As would be expected based on pattern performance, there is considerable variation between breakeven costs for each case. However, at recent oil prices (i.e., greater than $50/bbl) all of the case study projects would be able to breakeven paying at least $1 per mscf CO$_2$ ($19 per tonne CO$_2$). The breakeven costs shown in Figure 40 are somewhat more pessimistic than those estimated in the literature [54] for generic sandstone and carbonate west-Texas reservoirs, but this may be the result of a number of factors: the model here uses higher capital costs compared to earlier studies; operation of the field can increase recovery (and the amount of CO$_2$ stored [55]) for example, by “shutting-in” patterns, drilling additional wells, and inverting injection patterns; and, improved mobility control in traditional water alternating gas (WAG) CO$_2$-floods results in lower CO$_2$ utilization rates. Both the addition of a third mobile phase to the reservoir (as occurs in WAG CO$_2$-floods) and the effects of operational decisions can not modeled analytically.

Model Sensitivity Analysis Results

To assess the sensitivity of the model to changes in multiple performance and economic parameters, uniform distributions were assigned to a number of parameters and the model was used to estimate the breakeven price for CO$_2$ over a series of Monte Carlo trials for the SACROC Kelly-Snyder case. The uniform distribution was selected to represent uncertainty or variability because there is no prior information that would suggest choosing a more complex distribution (such as a triangular or lognormal distribution). Twelve performance model parameters and seven economic model parameters were assigned distributions; both the parameters and the distributions for the parameter values are listed in Table 25.

Of all the performance parameters in the model, those in Table 25 were selected because they are parameters that are likely to vary over a large reservoir such as the Kelly-Snyder Canyon Reef. Parameters that directly affect the amount of oil in place at the beginning of the project were assumed to vary less from their deterministic values than those that vary considerably over the life of the project (e.g. reservoir pressure), or those that are largely speculative (i.e., loss fractions), because the amount of oil in place would likely be quite well known at the beginning of a tertiary CO$_2$-flood. All performance and economic model parameters not listed in Table 25 were treated as constants (with the values listed in Table 12 and Table 23) and the optimum NPV-maximizing CO$_2$ cut of 0.89 for the SACROC Kelly-Snyder deterministic case was used. For this analysis, 1,000 trials were conducted. From these trials, three cumulative distribution functions (CDF) were generated showing the breakeven CO$_2$ price, the net CO$_2$ utilization, and the cumulative mass of CO$_2$ stored.

Table 25. Assumed uncertainty distributions for parameters considered in the sensitivity analysis of the SACROC Kelly-Snyder case.
Lifting O&M Cost ($/STB) | Uniform (0.50, 0.70)
---|---
Oil Price Real Escalation Rate (%/year) | Uniform (-1, 2)^e
Capital Cost Escalation Factors
Production Well Equipment | Uniform (0.75, 1.00)
Injection Well Equipment | Uniform (0.75, 1.00)
Production Lease Equipment | Uniform (0.75, 1.00)
CO₂ Processing Equipment | Uniform (0.75, 1.00)

^e Distribution bounds 25% above and below deterministic value (see Table 12)
^f Distribution bounds 10% above and below deterministic value (see Table 12)
^g Distribution bounds 100% above and below deterministic value (see Table 12)
^h Distribution bounds 20% above and below deterministic value (see Table 23)
^i Starting with an oil price of $50/bbl in 2006, real escalation rates between -1% and 2% per year result in 2004 constant dollar oil prices between $40/bbl and $80/bbl in 2030. For reference, the most recent EIA Annual Energy Outlook projects oil prices of approximately $30/bbl (low price case) and $90/bbl (high price case) in 2030 (2004 constant dollars) [56].

Figure 41 shows the CDF for the breakeven CO₂ price based on an oil price of $50/bbl with the uncertain real price escalation rate given in Table 25. The median breakeven price of CO₂ from the sensitivity analysis is $6.39 per mscf CO₂ ($121 per tonne CO₂), with a 90% confidence interval of $4.78 to $8.60 per mscf CO₂ ($90 to $163 per tonne CO₂, respectively).
Figure 42. Rank-order correlation between the results of the Monte Carlo sensitivity analysis and the parameters assigned uniform distributions.

These results show that the breakeven CO₂ price is highly sensitive to a number of factors. In practice, however, the uncertainty around these parameters should be relatively small. While factors such as reservoir pressure, temperature, and initial oil saturation (i.e., residual to waterflooding) may vary from area to area within the field, they will be well characterized by the time tertiary CO₂ flooding is being planned. Moreover, reservoir pressure and reservoir loss rates can be controlled to some extent. In contrast, the uncertainty associated surrounding future oil prices over the operating life of the field is far and away the most difficult parameter to estimate. In this analysis the real oil price at the start of the CO₂-flood has been assumed to be well known compared to the nominal oil price in some future year of operation; thus, the real oil price escalation rate has been assigned uncertainty.

The CDF for net CO₂ utilization for the SACROC Kelly-Snyder case is shown in Figure 43. The median value is 4 mscf CO₂ per STB (0.21 tonnes CO₂ per STB), with a 90% confidence interval between 3 and 5 mscf CO₂ per STB (0.16 and 0.26 tonnes CO₂ per STB). The CO₂ utilization is most sensitive to the reservoir loss rate ($r_s = 0.77$), reservoir pressure ($r_s = 0.54$), reservoir temperature ($r_s = -0.27$), and the surface loss rate ($r_s = 0.21$). The net CO₂ utilization is strictly a function of the performance model and is unaffected by factors such as oil price (at a constant maximum CO₂ cut).
The CDF for the net CO₂ stored (i.e. the net mass CO₂ injected minus losses to the atmosphere) resulting from the sensitivity analysis is shown in Figure 44. The median amount of CO₂ stored is 81 Mt of CO₂, with a 90% confidence interval between 54 and 126 Mt of CO₂ stored. For a fixed maximum CO₂ cut, the amount of CO₂ stored is most sensitive to reservoir pressure ($r_s = 0.57$), reservoir loss rate ($r_s = 0.45$), Dykstra-Parsons coefficient ($r_s = -0.39$), reservoir temperature ($r_s = -0.32$), and reservoir porosity ($r_s = 0.21$).

The rank-order correlation results show (for this case) that the reservoir pressure, reservoir temperature and the reservoir loss rate are consistently have a strong impact on the breakeven CO₂ price, the net CO₂ utilization, and the amount of CO₂ stored. In addition, the results appear to be more sensitive to permeability variations than absolute permeability. Both the breakeven CO₂ price and the amount of CO₂ stored are also impacted by CO₂ losses from surface processing. Unlike the reservoir parameters, which are to a large extent unchangeable for a given reservoir, losses from surface
processing equipment could be minimized though design decisions and maintenance. However, because CO₂ has traditionally been a commodity in EOR, it would stand to reason that losses to the atmosphere are currently monitored. Unfortunately this data is not reported in the literature.

**Comparison with Other Models**

It is difficult to quantitatively compare the model developed here with other EOR screening models discussed earlier such as the DOE sponsored CO₂-PM [36] or CO₂-Prophet [7] models for a number of reasons. While both of these models are designed to be “screening” models, they take different approaches, require different sets of input parameters, have been presented in the literature using different cases, and are meant for different groups of users (i.e. reservoir engineers versus strategic planners) than the model developed here.

The CO₂-PM model is based on the same correlations for vertical and aerial sweep efficiency as used here; however the CO₂-PM displacement efficiency calculations account for three flowing phases (oil, water, and CO₂) and thus requires input characterizing the relative permeability curves for each of the flowing phases which at a screening level would likely be unavailable to the user. The CO₂-Prophet model is a stream tube model, allowing the model to account for irregular injection patterns and varying production rates from each well in the pattern but does not perform any economic analysis. Like CO₂-PM, CO₂-Prophet requires inputs for the relative permeability curves for each of the flowing phases (i.e., for CO₂-Prophet, this is a set of 14 parameters [7]) that would likely be unavailable to the user.

Despite the differences in the level of detail (e.g., the model presented here doesn’t treat water as a mobile phase), the relative shape of the oil recovery curves generated by the model presented here and the CO₂-PM and CO₂-Prophet models are similar. Moreover, they reach similar endpoint recoveries at roughly similar pore volumes (see Paul et al. [36] for CO₂-PM example results and Dobitz and Freiditis [7] for CO₂-Prophet example results).

Kinder Morgan (KM) has also developed a public CO₂-flood scoping model based on typical WAG CO₂-flooding performance from the San Andres formation in the Permian Basin (see [39]). The core of the KM model is a set of dimensionless curves that are scaled based on user inputs to provide results for a specific case. As illustrated by the sensitivity analysis shown earlier, and acknowledged by KM\(^{15}\), this approach does not consider a number of important factors that are reservoir specific. Nonetheless, the KM dimensionless curves are compared to results for both dimensionless oil production and CO₂ production generated by the model presented here in Figure 45 and Figure 46.

Figure 45 shows that compared to the KM-WAG curve, the model developed here reaches similar oil recoveries at similar volumes of CO₂ injected for the Joffre-Viking and Ford Geraldine cases. The smaller area under the KM-WAG curve than the illustrative case curves in Figure 46 implies that the KM-WAG model recycles less CO₂ of the life of the project compared to the model developed here. Thus, the KM-WAG model would predict lower gross CO₂ utilizations, which translates into lower operating costs over the life of the field. However, as both figures show, the KM-WAG curves end at 0.75 HCPV of CO₂ injected while two of the illustrative cases inject almost twice as much.

\(^{15}\) The KM model is provided with the disclaimer that “the data and processes contained hereon are intended to provide example results for data only and should not be relied on for any specific case or application. Results may vary depending on numerous variables.”
Figure 45. A comparison of dimensionless results for oil production obtained from the four cases presented here and the KM-WAG curve.

Figure 46. A comparison of dimensionless results for CO₂ production obtained from the four cases presented here and the KM-WAG curve.
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Saline Aquifers

A saline aquifer is a geologic formation with sufficient porosity and permeability to transmit significant quantities of water with a dissolved solids content that makes the water unfit for consumption, agricultural, or industrial uses, and is referred to as “brine” or “formation water”. Moreover, this formation should be of sufficient depth to ensure that injected \( \text{CO}_2 \) remains in the supercritical phase [1]. As of late 2007, there are three planned or operating projects injecting \( \text{CO}_2 \) into saline aquifers and one other project injecting \( \text{CO}_2 \) into the water leg of a hydrocarbon reservoir for the purpose of \( \text{CO}_2 \) storage (see Table 1.3).

While there are many analogues to \( \text{CO}_2 \) storage, such as acid gas injection [2, 3], natural gas storage [4, 5], disposal of treated wastewater [5, 6], and disposal of hazardous waste [5], there are still many gaps in our understanding of \( \text{CO}_2 \) storage processes, including the cost of storage [7]. The objective of this chapter is to present the development of a model that will allow the cost of \( \text{CO}_2 \) storage to be estimated given the specifics of a storage site.

A limited number of studies have examined the cost of aquifer storage [8-10]. None of these studies have developed a comprehensive model that estimates performance of a storage project from wellhead to subsurface and bases cost on the project performance. The earliest study by Hendriks [8] estimated costs based on petroleum engineering rules-of-thumb for a hypothetical aquifer and performed single parameter sensitivity analysis on the depth. Bock et al. [9] performed a cost analysis on three hypothetical cases using a correlation for single-well injectivity developed by Law [11] and costs based on data from secondary oil production. The work by Bock et al. also contained a sensitivity analysis on four parameters [9]. Studies have also been performed for the IEA Greenhouse Gas Programme (e.g., see [12]) that have applied relatively crude rules-of-thumb to estimate costs for a large number of aquifers.

In this chapter, an analytical model is developed to estimate the cost of geological storage of \( \text{CO}_2 \) in aquifers for a range of geological settings and \( \text{CO}_2 \) injection rates. The cost estimates for \( \text{CO}_2 \) storage are embodied in an engineering-economic that is used to assess the sensitivity of storage cost to changes in geological settings and other assumptions. This analysis will also show the potential range of costs that could occur and the probability associated with these costs for a given scenario.

The Aquifer Storage Process

The aquifer storage process, the steps of which are shown in Figure 47, is considerably simpler than the EOR process modeled in the Enhanced Oil Recovery (EOR) chapter. In the aquifer storage process, \( \text{CO}_2 \) is received at the storage site and compressed if the pressure is not high enough for injection. Following recompression (if necessary), \( \text{CO}_2 \) is distributed to the injection wells which transport it to the target formation.
In the aquifer injected CO₂ will spread radially away from the wellbore under the imposed pressure gradient. The rate at which CO₂ moves away from the wellbore is given by Darcy’s law [13, 14], in which the fluid flux is proportional to the permeability of the formation to CO₂, \( k \). On a larger scale (both spatially and temporally), to avoid the release of CO₂ to the atmosphere, the injected fluid must be trapped in the formation. Trapping mechanisms can be either physical, where CO₂ remains as a separate phase, or chemical, in which CO₂ dissolves into the formation water and may react with minerals present in the formation to become immobilized—processes typically occurring on a scale of decades to centuries [7, 15]. Thus, in the short term, the rate at which CO₂ can be injected as well as the storage site capacity are functions of the imposed pressure gradient and aquifer permeability. Conversely, the security of CO₂ storage with respect to leakage and the long term capacity of the aquifer are functions of fluid trapping mechanisms.

The aquifer storage model developed here can be applied to any aquifer; however, the capacity of that aquifer to accept CO₂ may be less than implied by the model should the aquifer not meet certain technical constraints, such as caprock integrity or continuity. Figure 48 shows the reserve-resource pyramid developed by the Carbon Sequestration Leadership
Aquifer Storage Performance Model

The model of the aquifer storage process presented here can be separated into two parts: a performance model, and a cost model. As shown in Figure 49, the performance model takes inputs that describe reservoir and brine properties, the development of the storage field, and the time horizon of interest. From these inputs the model estimates the number of wells required to achieve the desired injection over the planning horizon, the required wellhead pressure to achieve this rate, and the additional compression energy required (if any) to meet this wellhead pressure.

![Figure 49. Schematic of the Aquifer storage engineering-economic model parameters.](Image)

In the first four sections (see Approximate Solution to Injectivity of a Doublet System through Injectivity and Sensitivity to Boundary Conditions) the approximate solution to injectivity for a doublet system is developed, extended to a multi-well system, and sensitivity of the multi-well system to boundary conditions is examined. This analysis is followed by development of a wellbore flow model for CO$_2$ (see Establishing the BHIP – Flow in the Wellbore), treatment of reservoir heterogeneity (see Describing Reservoir Heterogeneity), generation of a generic multi-well geometry (see Generating the System Geometry for Multi-Well Scenarios), and concludes with illustrative results (see Illustrative Performance Model Results).

Approximate Solution to Injectivity of a Doublet System

Injection of millions of tonnes per year of CO$_2$ into an aquifer will require multiple injection wells in many cases. For example, the developers of the Australian Gorgon project (which is summarized in Table 1.3) estimate that seven injection wells will be required to handle a cumulative injection rate of more than 3 million metric tonnes (Mt) per year CO$_2$ [16]. A scenario with multiple injection wells (i.e. injectors) is more complex than a similar scenario with only one injector because the pressure field generated by any well will interact with the pressure field of every other injector.

Forum (CSLF) [15], where the available storage capacity decreases as constraints are applied to the physical storage capacity of the geological system (i.e. theoretical capacity). Following this nomenclature, the model developed here is a tool that can be used to estimate the practical, or economic, capacity of a system [15].
Thus, the interactions between multiple injection wells injecting CO$_2$ into the same confined aquifer must be considered when estimating the injectivity of the injection well system. Injectivity, $I$, is the injection rate of fluid normalized to the difference between the bottom-hole injection pressure (BHIP) and a reference pressure—usually the initial aquifer pressure. The behavior of a multi-well system can be derived from the behavior of a two-well system, referred to as a doublet [17].

For a single injection well, the governing equation is given as Equation 40, written in terms of radial coordinates and pressure (as opposed to fluid head) [14]:

$$\frac{\partial^2 p}{\partial r^2} + \frac{1}{r} \frac{\partial p}{\partial r} = \frac{c \mu}{k_{h,\text{eff}} b} \frac{\partial p}{\partial t}$$

(40)

where, $p$ refers to pressure (Pa), $r$ refers to radial distance from the injection well (m), $c$ is compressibility of the rock-fluid system (1/Pa$^1$), $\mu$ is viscosity (Pa·s), $k_{h,\text{eff}}$ is effective permeability in the horizontal direction (m$^2$), $b$ is thickness of the aquifer (m), and $t$ is time (s).

For a confined homogeneous aquifer—an aquifer confined between two aquitards (i.e., formations that do not permit flow of water) with spatially invariant permeability—Equation 40 was solved by Thies (see, for example [14]) to give:

$$p(X,t) - p_i = \frac{q \mu}{4\pi k_{h,\text{eff}} b} W(u)$$

(41)

where $W(u)$ is the well function evaluated at $u$ for a confined aquifer and $p(X,t)$ is the pressure at time $t$, and point $X(x,y)$. The well function is the exponential integral, and is tabulated in many textbooks (e.g., [14], [13]) or can be calculated from the evaluation of a power series expansion [18]. The variable $u$ is defined in Equation 42, where $r$ refers to the distance between $X$ and the injector:

$$u = \frac{r^2 c \mu}{4 k_{h,\text{eff}} t}$$

(42)

Using Equation 41 the pressure at any point in the system can be estimated as a function of time. Moreover, the applicability of Equation 41 can be expanded to a multi-well system by writing:

$$\frac{4\pi k_{h,\text{eff}} b}{\mu} \left[p(X,t) - p_i\right] = \sum_{i=1}^{n} q_i W(u_i)$$

(43)

where the right hand side of Equation 43 is the superposition of the well effects from $n$ wells on the pressure at point $X$.

However, for the purpose of the performance model, the steady state solution for injection rates as a function of system geometry, well pressure, and reservoir pressure is desirable. To arrive at a steady state solution for Equation 40, terms from the power series expansion for $W(u)$ can be used. The first few terms from the expansion are [19]:

$$W(u) = -0.5772 - \ln u + u - \frac{1}{4} u^2 + \frac{1}{18} u^3 - \frac{1}{96} u^4 + \frac{1}{600} u^5 + ...$$

(44)

The values of the well function corresponding to the truncated power series using the first two (i.e., -0.5772-ln $u$) to six terms is given in Figure 50.

Given typical ranges for permeability (10$^{-14}$ to 10$^{-16}$ m$^2$), compressibility (10$^{-9}$ to 10$^{-10}$ Pa$^{-1}$), and viscosity (10$^{-3}$ to 10$^{-5}$ cP), the values for $u$ of practical interest for the CO$_2$ injection problem (i.e., where $r$ is on the order of years and $r$ on the order of kilometers) will usually be less than 0.1. Only at very large distances and short times will the values of $u$ be on the order of 1. Thus, use of only the first two terms of the power series expansion are adequate for this analysis and will result in a steady state solution for the incompressible system on a finite but expanding spatial domain, as described by Nordbotten et al. [20] (for an analogous problem).

$^{16}$ Note that this compressibility, $c$, is different from the unitless compressibility factor, $z$. In this context, $c$ equals $1/\nu \cdot \partial \nu/\partial p$, where $\nu$ is specific volume.
Using this approximation in Equation 43 for a two well system \((n = 2)\) results in:

\[
\frac{4\pi k_{h,eff} b}{\mu} \left( p(X,t) - p_1 \right) = q_1 \left[ -0.5772 - \ln \left( \frac{r_{X,1} c \mu}{4k_{h,eff} t} \right) \right] + q_2 \left[ -0.5772 - \ln \left( \frac{r_{X,2} c \mu}{4k_{h,eff} t} \right) \right]
\]

To arrive at a steady state solution for this equation, one well must be an injector and the other must be a producer, and the flow rates in the two wells must be equal. This generic type of two well system is referred to as a doublet system [17]. With these conditions met, the equation for the system can be reduced to:

\[
\frac{4\pi k_{h,eff} b}{q \mu} \left( p(X,t) - p_1 \right) = \ln \left( \frac{r_{X,2}^2}{r_{X,1}^2} \right) = \ln(K) \tag{45}
\]

Thus, Equation 45 is the steady state solution for the pressure at any point \(X\) in the doublet system. The logarithmic term on the right hand side is a constant, \(K\), and thus the locus of points where \(p = p(X, t)\) form circles of constant pressure [17].

### Extending the Doublet Solution to a Two Injector System

The solution presented in Equation 45 is only for a doublet system—one producer and one injector—not a system of multiple injectors. To arrive at a solution for a system with multiple wells where the pressure is defined as a constant at a given radius, several additional steps must be taken. These steps are summarized following the approach taken by Brigham [17].

The first step in the solution is to define the relationship for a single well near a constant pressure boundary, shown in Figure 51.
Figure 51. The doublet system used to derive the pressure-flow relationship for pressure at an injection or production well near a constant pressure boundary, where \( p = p_e \), modified from Brigham [17].

Writing the equations in terms of the pressure at well 1, the distance from well 1 to \( X \) is \( r_w \) (i.e., the radius of the wells) while the distance from well 2 to \( X \) is \( 2l \) (assuming that \( l \gg r_w \)). Thus, the equation for well 1 (or well 2, if signs are flipped) is:

\[
\frac{4\pi k_{h, eff}}{q\mu} \ln \left( \frac{r_w}{2l} \right) = (p_{wb,1} - p_1) 
\]

Equation 46 does not contain any reference to parameters at well 2 and, in fact, well 2 serves only as an “image” well and need not exist in the system [13]. Equation 46 forms the basis for the second step in the multi-well solution, which is the equation for the pressure of a well off-center in a constant-pressure circle. The geometry of this system is shown in Figure 52.

Figure 52. The doublet system used to define the pressure-flow relationship for a well located \( d \) units off center in the constant pressure circle defined by \( r_w \), modified from Brigham [17].
To derive the equation for pressure at well 1 in terms of the pressure at $r_e$, the difference in pressure between the constant pressure circle (at $p_e$) and the constant pressure line (at $p_i$) must be derived. This result is then subtracted from the equation for the difference in pressure between the well and the constant pressure line (Equation 46).

The solution for the pressure difference between any point on the constant pressure circle and the constant pressure line is in the form of Equation 45:

$$\frac{2\pi k_{h,\text{eff}} b}{q \mu} (p_e - p_i) = \ln \left( \sqrt{K} \right)$$

(47)

Subtracting the equation for the constant pressure line (Equation 46) from Equation 47 and simplifying, we arrive at:

$$\frac{2\pi k_{h,\text{eff}} b}{q \mu} (p_e - p_{wb,1}) = \ln \left( \frac{2l \sqrt{K}}{r_w} \right)$$

(48)

$K$ must be eliminated from the above equation by writing the equation of the constant pressure circle of Figure 52 in terms of $l$ and $K$. As defined in Equation 45, $K$ can be written as the ratio of the square distances between point X (on the constant pressure circle) and the two wells:

$$K = \frac{(l-x)^2 + y^2}{(l+x)^2 + y^2}$$

This can then be manipulated to give the equation for the circle with radius $r_e$:

$$\left[ x - \frac{l(l+K)}{l-K} \right]^2 + y^2 = \frac{4l^2 K}{(l-K)^2}$$

Therefore, the radius of the circle is:

$$r_e = \frac{2l \sqrt{K}}{1-K}$$

Writing $d$ in terms of $l$ and $K$, we get:

$$d = \frac{2lK}{1-K}$$

Taking the ratio of of $r_e$ and $d$ we can solve for $K$:

$$K = \frac{d^2}{r_e^2}$$

and, from the previous three equations:

$$\sqrt{K} = \frac{r_e}{2l} \left( 1 - \frac{d^2}{r_e^2} \right)$$

Therefore, the equation for a well producing (or injecting, with a change of sign) off-center in a constant pressure circle is:

$$\frac{2\pi k_{h,\text{eff}} b}{q \mu} \left( p_e - p_{wb,1} \right) = \ln \left[ \frac{r_e}{r_w} \left( 1 - \frac{d^2}{r_e^2} \right) \right]$$

(49)
If \( d = 0 \), Equation 49 reduces to the commonly applied equation for a well on center in a constant pressure circle \([13, 21]\). This on-center equation can also be derived from the integration of the radial form of Darcy’s law. A number of studies have used the on-center solution (Equation 49) to estimate aquifer injectivity in CO\(_2\) storage \([8, 9, 11, 22]\), and this solution will be used in the following sections as a comparison to the multi-well solution derived here.

The final step involves the extension of the single well off-center result to a multi-well system injecting into a constant pressure circle. This requires the estimation of the pressure effect of one well in the constant pressure circle on another. The geometry of the system is defined in Figure 53.

![Figure 53. The geometry of the system used to develop the relationship pressure-flow relationship for multiple wells injecting into a constant pressure circle, modified from Brigham [17].](image)

The equation for the effect of one well on another (i.e., well 2 on well 1) injecting in a constant pressure circle is derived by writing the pressure drop between the two constant pressure circles defined by \( r_{e,1} \) and \( r_{e,2} \), via two different approaches and solving for the logarithmic terms. From the geometry of the system in Figure 53 it is clear that well 2 can be anywhere on the circle defined by \( r_{e,1} \).

The first two equations are for well 1, off center by \( d_3 \) in the circle formed by \( r_{e,1} \) and off center by \( d_1 \) in the circle formed by \( r_{e,2} \). These equations are written using the off-center result presented in Equation 49 (note that the sign of the left hand side has been flipped because well 1 is an injector):

\[
\frac{2\pi k_{h,eff}}{q\mu} \left( \Delta p_{w,1} - \Delta p_{e,1} \right) = \ln \left[ \frac{r_{e,1}}{r_{w}} \left( \frac{1 - \frac{d_1^2}{r_{e,1}^2}}{1 - \frac{d_2^2}{r_{e,1}^2}} \right) \right]
\]

\[
\frac{2\pi k_{h,eff}}{q\mu} \left( \Delta p_{w,2} - \Delta p_{e,2} \right) = \ln \left[ \frac{r_{e,2}}{r_{w}} \left( \frac{1 - \frac{d_1^2}{r_{e,2}^2}}{1 - \frac{d_1^2}{r_{e,2}^2}} \right) \right]
\]

The result of subtracting the second equation from the first is:

\[
\frac{2\pi k_{h,eff}}{q\mu} \left( \Delta p_{e,2} - \Delta p_{e,1} \right) = \ln \left[ \frac{r_{e,2}}{r_{e,1}} \left( \frac{\frac{d_1^2}{r_{e,2}^2} - \frac{d_1^2}{r_{e,1}^2}}{\frac{d_1^2}{r_{e,2}^2} - \frac{d_1^2}{r_{e,1}^2}} \right) \right]
\]

(50)

The second set of equations is for the pressure difference between the line of constant pressure at the center of the system and each of the circles (Equation 47), as:
\[
\frac{2\pi k_{h,eff}}{q\mu}(p_{c,1} - p_1) = \ln \left( \frac{r_{c,1}}{d_3} \right)
\]

\[
\frac{2\pi k_{h,eff}}{q\mu}(p_{c,2} - p_1) = \ln \left( \frac{r_{c,2}}{d_1} \right)
\]

Subtracting the second equation from the first results in a statement of the pressure effect of well 2 on well 1 (or vice versa):

\[
\frac{2\pi k_{h,eff}}{q\mu}(p_{c,1} - p_{c,2}) = \ln \left( \frac{r_{c,1}}{d_3} \frac{d_1}{r_{c,2}} \right)
\] (51)

Since neither \(r_{c,i}\) or \(d_i\) should appear in the solution, we would like to eliminate these terms from Equation 51. The left hand side of Equations 50 and 51 are equal, thus we can set the logarithmic terms equal, and isolate the ratio of \(r_{c,1}\) to \(d_3\):

\[
\left( \frac{r_{c,1}}{d_3} \right)^2 = \frac{d_1 d_2^2 + d_1 (d_1 - d_3)^2 - (d_1 - d_2) (d_2^2 + d_1^2 - r_{c,2}^2)}{d_1 d_3^2}
\]

The ratio \(r_{c,1}\) to \(d_3\) can also be written from the system geometry using the cosine law:

\[
\left( \frac{r_{c,1}}{d_3} \right)^2 = \frac{d_1^2 d_2^2 + d_1 d_2 (r_{c,2}^2 - d_2^2 - d_1^2 + r_{c,2}^2)}{r_{c,2}^2 d_1^4}
\]

Setting the two previous equations equal, solving for \(d_1 d_2\), and back substituting results in:

\[
\left( \frac{r_{c,1}}{d_3} \right)^2 = \frac{d_1^2 d_2^2 + d_1 d_2 (r_{c,2}^2 - d_2^2 - d_1^2 + r_{c,2}^2)}{r_{c,2}^2 d_1^4}
\]

Substituting this relationship back into Equation 51, where the logarithmic terms are squared and the logarithm is multiplied by \(\frac{1}{2}\) yields:

\[
\frac{2\pi k_{h,eff}}{q\mu}(p_{c,1} - p_{c,2}) = \frac{1}{2} \ln \left[ \frac{d_1^2 d_2^2 + r_{c,2}^2 (r_{c,2}^2 - d_2^2 - d_1^2 + r_{c,2}^2)}{r_{c,2}^2 r_{c,1}^2} \right]
\] (52)

This is final expression for the effect of well 2 on well 1 (or vice versa). Thus, for well 1 the sum of the effects of injecting off-center into a constant pressure circle and of well 2 on well 1 is:

\[
\frac{2\pi k_{h,eff}}{\mu}(p_{w,1} - p_e) = q_1 \ln \left( \frac{r_e}{r_w} \left( 1 - \frac{d_1^2}{r_e^2} \right) \right) + q_2 \ln \left( \frac{d_1^2 d_2^2 + r_{c,2}^2 (r_{c,2}^2 - d_2^2 - d_1^2 + r_{c,2}^2)}{r_{c,2}^2 r_{c,1}^2} \right)
\] (53)

Similarly for well 2, the above equation can be written:

\[
\frac{2\pi k_{h,eff}}{\mu}(p_{w,2} - p_e) = q_2 \ln \left( \frac{r_e}{r_w} \left( 1 - \frac{d_2^2}{r_e^2} \right) \right) + q_1 \ln \left( \frac{d_1^2 d_2^2 + r_{c,2}^2 (r_{c,2}^2 - d_2^2 - d_1^2 + r_{c,2}^2)}{r_{c,2}^2 r_{c,1}^2} \right)
\] (54)

where, in both of the above equations, \(r_{c,i}\) and \(p_{c,i}\) have been replaced with \(r_e\) and \(p_e\), respectively.
A General Multi-Well Model

Equations 53 and 54 form a linear system that allows the BHIP to be related to the system geometry, aquifer properties, and injection rates for the two-well example. This linear system can be extended to a generic system of \( n \) wells by writing the equation \( \mathbf{A} \cdot \mathbf{x} = \mathbf{b} \), where:

\[
\mathbf{A} = \begin{bmatrix}
\alpha_1 & \beta_{1,2} & L & \beta_{1,n} \\
\beta_{2,1} & \alpha_2 & M & \beta_{2,n} \\
\beta_{n,1} & \beta_{n,2} & L & \alpha_n
\end{bmatrix}
\]  \quad (55)

\[
\mathbf{v} \cdot x = \begin{bmatrix}
q_1 \\
q_2 \\
q_n
\end{bmatrix}
\]  \quad (56)

\[
\mathbf{v} \cdot b = \begin{bmatrix}
\frac{2\pi kb}{\mu} (p_{wb,1} - p_e) \\
\frac{2\pi kb}{\mu} (p_{wb,2} - p_e) \\
\frac{2\pi kb}{\mu} (p_{wb,n} - p_e)
\end{bmatrix}
\]  \quad (57)

In equation 55, \( \alpha_n \) is the off-center logarithm term written for well \( n \) (i.e. the term multiplied by \( q_1 \) in Equation 53 is \( \alpha_1 \)) and \( \beta_{n,k} \) is the pressure effect of well \( k \) on well \( n \) (i.e., the term multiplied by \( q_2 \) in Equation 53 is \( \beta_{1,2} \)). It is clear from the two well system that \( \beta_{n,k} \) is equal to \( \beta_{k,n} \). Therefore, for a specified geometry, BHIP for each of \( n \)-wells, and aquifer properties, the injection rate for each of \( n \)-wells can be calculated by inversion of \( \mathbf{A} \) followed by multiplication by \( \mathbf{b} \) or a number of alternative methods, such as Gauss-Jordan elimination or LU-factorization with substitution [18].

The injectivity of the linear system as a function of the number of wells and system geometry can be generalized to any set of aquifer properties by using the dimensionless injectivity, \( i_d \). For well \( n \), the dimensionless injectivity is defined as [23]:

\[
i_{d,n} = \frac{q_n \mu}{2\pi kh_{\text{eff}} h (p_{wb,n} - p_e)}
\]  \quad (58)

If it is assumed that the BHIP, \( p_{wb,n} \), at each injection well is equal—which appears to be the configuration that maximizes the sum of the \( i_{d,n} \) for the \( n \)-well system—the dimensionless injectivity for each well can easily be calculated by setting each element of \( \mathbf{b} \) (Equation 57) to 1 and solving for \( \mathbf{x} \) (Equation 56), which now contains \( i_{d,n} \). Figure 54 shows the average, minimum, and maximum dimensionless well injectivity in systems with 1 to 100 wells with 40-acre well spacing.
Figure 54. The average, minimum, and maximum injectivity for systems with 1 to 100 wells on 40 acre spacing, and a constant pressure radius where $p_e = p_i$ at 10 km.

This figure clearly shows that the addition of wells to the system decreases the average, minimum, and maximum well injectivity in the system. The well with the minimum injectivity is always the well at the center of the system, while the well with the maximum is always on the perimeter of the system. The decrease in the average injectivity of individual wells with the addition of more wells (Figure 54) means that there are diminishing returns from adding wells to a system. Figure 55 shows the total (cumulative) injectivity of systems with 1 to 100 wells for three different well spacings.

Figure 55. The total injectivity for systems with 1 to 100 wells on 40, 80, and 160 acre spacing with a constant pressure radius where $p_e = p_i$ at 10 km.

The results shown in both Figure 54 and Figure 55 are based on a constant pressure radius, $r_e$, of 10 km. The selection of an appropriate value for $r_e$ and the sensitivity of the injectivity to $r_e$ are discussed in the following section.
Injectivity and Sensitivity to Boundary Conditions

Describing the behavior of a well injecting to a constant pressure circle containing other injectors requires that the pressure ($p_e$) at radius ($r_e$) is known, as shown in Equation 53. Typically, the pressure, $p_e$, is assumed to be the initial reservoir pressure, $p_i$, prior to injection, in which case $r_e$ is referred to as the drainage radius of the system. However, this radius will increase with time [20] and the transient behavior of the system cannot be derived from the steady-state solution presented in Approximate Solution to Injectivity of a Doublet System. Thus, Equation 43 must be solved numerically to arrive at a solution. A five-well system shown in Figure 56 is used to illustrate the numerical solution.

![Figure 56](image)

*Figure 56. An illustrative 40-acre, 5-well injection pattern used to calculate the change in pressure field with time.*

The resulting pressure distribution is shown in Figure 57 for cuts a-b, and Figure 58 for cut c-d based on injection of 1 million tonnes of CO$_2$ per year. The aquifer parameters are representative of a medium-permeability aquifer ($k_h = 50$ md), at a depth of approximately 1000 m.
Figure 57. Pressure distribution in a confined aquifer for an illustrative set of parameters along cut a-b (shown in Figure 56) at times ranging from 0.1 years (i.e., 30 days) to 50 years.

Figure 58. Pressure distribution in a confined aquifer for an illustrative set of parameters along cut c-d (shown in Figure 1.5) at times ranging from 0.1 years (i.e., 30 days) to 50 years.

Figure 57 and Figure 58 both show that over time the pressure at any given radius in the system increases over time for a case with a fixed injection rate. Note that over time the BHIP required to maintain the fixed injection rate increases. In this example, at 0.1 years (i.e., 30 days) the aquifer pressure is equal to the initial pressure at a radial distance of approximately 1,000 m (1 km). As time passes, the pressure transient moves further outwards, and the radial distance at which the current pressure equals the initial pressure increases.

The rate at which the pressure transient moves outwards will vary from system to system but the general behavior of every system will be the same, i.e., the pressure transient will move radially away from the well(s) over time. Nordbotten et al. [20] have shown that the rate at which the pressure transient moves outwards is proportional to the square root of...
time. Following Nordbotten et al. [20], the definition of $u$ (Equation 42) can be rearranged to calculate the radius at which the pressure is approximately equal to the initial pressure:

$$r_c = \sqrt{\frac{4k_{h,eff} u_c}{c \mu}}$$

(Equation 59)

where $u_c$ is the cut-off value of $u$ chosen such that the value of $W(u)$ is acceptably close to zero. If a truncated power series expansion with an even number of terms is used to approximate $W(u)$, as done here, the value for $u_c$ at which $W(u) = 0$ can be calculated (see Figure 50). For the two-term expansion, this value of $u_c$ is 0.5615. Thus, for a specified set of aquifer parameters the value of $r_c$ can be calculated, as illustrated in Figure 59.

Based on these results, if the solution for injectivity were desired for a time of approximately 10 years, the appropriate value of $r_c$ (where $p = p_i$) would be approximately 10 km. While these results suggest the magnitude of $r_c$, its exact value will depend on parameter values for the aquifer of interest. Thus, it is of interest to determine whether a general result for $r_c$ will suffice by examining the sensitivity of the simplified system (Equation 53) to $r_c$. The sensitivity of $i_{d,n}$ is its derivative with respect to $r_c$, which is solved for via:

$$\mathcal{V} = \mathcal{X}^{-1} \left( - \mathcal{X} \mathcal{X}^\top \mathcal{V} \right)$$

where $\mathcal{X}$ represents $\frac{\partial}{\partial r_c} \mathcal{X}$ and $\mathcal{V}$ represents $\frac{\partial}{\partial r_c} \mathcal{V}$.

For a five-well system with geometry corresponding to that show in Figure 56, Figure 60 shows clearly that the sensitivity of dimensionless injectivity to changes in $r_c$ falls non-linearly with $r_c$. For example, an increase in $r_c$ from 10 km to 11 km would result in a decrease to the dimensionless injectivity of approximately 2%, whereas the same increase at 20 km would result in an injectivity decrease of less than 1%.

Comparing the illustrative results shown in Figure 59 and the general results from Figure 60 suggest that for a planning horizon of 10 to 20 years in a CO$_2$ storage project, the appropriate drainage radius is between 10 and 20 km; and, the injectivity calculated with this assumptions will be relatively insensitive to $r_c$. 

![Figure 59. The radius at which $p = p_i$ for the example system above calculated using Equation 59](image-url)
Establishing the BHIP—Flow in the Wellbore

Equation 53 shows that the injection rates in the system are a function of the wellbore pressure. Thus, knowledge of the BHIP is necessary to estimate the number of wells required for a specified injection rate.

The BHIP will be limited to some fraction of the reservoir fracture pressure, as it would be undesirable to fracture the wellbore environment in a CO\textsubscript{2} storage operation. In the absence of field data, the fracture pressure can be estimated from a correlation presented by Heller and Taber [24]:

\[ G_f = \gamma - \beta e^{-\alpha d} \]

where, \( G_f \) is the fracture gradient (Pa/m); \( \alpha \), \( \beta \) and \( \gamma \) are coefficients with the values 4.36 \times 10^{-4} \text{ m}^{-1}, 9.24 \text{ kPa/m}, and 22.62 \text{ kPa/m}, respectively; and, \( p_f \) is the fracture pressure at depth (Pa).

Once the BHIP is known, the wellhead pressure needed to generate the BHIP can be calculated. The design of CO\textsubscript{2} injection wells for aquifer storage will likely be nearly identical to those designed for EOR, shown in Figure 3.5. The Numerical Modeling of the Wellbore Environment chapter describes a numerical model that can be used to calculate the pressure gradient in a CO\textsubscript{2} injection well considering pressure changes due to hydrostatic head, friction losses, and heat transfer. However, as in the EOR performance model, the complexity introduced by such a model is undesirable in the context of an aquifer storage performance model. Thus, a response surface model (the same as that used for the EOR performance model) based on the full numerical model described in the Numerical Modeling of the Wellbore Environment chapter is used to estimate the wellhead pressure in the aquifer storage performance model. The description in this section mirrors that in From the Surface to the Reservoir – Modeling the Wellbore section in the Enhanced Oil Recovery (EOR) chapter.

The response surface model assumes that the pressure gradient in the wellbore is a linear function of depth and, thus, that the BHIP can be written as:

\[ p_{wb} = \frac{\Delta p}{\Delta L} L + p_{wh} \]

where, \( p_{wb} \) is the BHIP pressure, \( p_{wh} \) is the wellhead pressure, and \( L \) is the wellbore length.
Because Equation 61 can represent only pressure gradients linear with depth, it is valid only for flow rates below approximately 1 Mt CO$_2$ per year per well at temperatures less than 30°C and wellhead pressures greater than 8 MPa for the 3-inch (0.076 m) inside diameter tubing modeled. The form of the regression equation for pressure gradient is:

$$\frac{\Delta p}{L} = a_1 q^2 + a_2 \log(p_{wh})^2$$  \hspace{1cm} (62)

where, $p_{wh}$ is the wellhead pressure (Pa), and $q$ is the volumetric flow rate ($\text{m}^3/\text{d}$) at wellhead conditions.

Parameter estimates for the regression coefficients are given in Table 26. The complete set of parameters used to generate the dataset upon which the regression is based are listed in the Numerical Modeling of the Wellbore Environment chapter. The regression model given in Equation 62 accounts for a large proportion of the variation in the set of 2895 data points generated by the numerical model, reflected by an adjusted-$r^2$ value of 0.99.

**Table 26. Regression coefficient estimates for the pressure drop correlation, Equation 62, where standard errors are reported in parentheses.**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
</table>
| $a_1$       | -7.008 × 10$^{-4}$ **
|             | (3.100 × 10$^{-6}$) |
| $a_2$       | 1.812 × 10$^2$ **
|             | (2.692 × 10$^{-1}$) |

** Significant at the 1% level

The regression coefficients in Table 26 show that the wellbore pressure gradient is negatively correlated with the volumetric flow rate, and positively correlated with the square of the base-ten logarithm of pressure. In addition, wellhead temperature influences the pressure gradient predicted by Equation 62 through its effect on volumetric flow rate. Figure 3.6 shows the pressure gradient predicted by Equation 61 using the coefficients listed in Table 26.

**Describing Reservoir Heterogeneity**

Equation 43 and the approximate solution for the multi-well system (e.g., for the two-well case, Equations 53 and 54) were derived for a reservoir with homogeneous permeability. This means that the permeability in the direction of flow—primarily horizontal—is spatially invariant. However, this is rarely the case in a real aquifer. The variation in permeability can be described by the Dykstra-Parsons coefficient, $V_{DP}$, which is defined as [25]:

$$V_{DP} = \frac{k_{0.5} - k_{0.16}}{k_{0.5}}$$  \hspace{1cm} (63)

where $k_{0.5}$ is the median permeability and $k_{0.16}$ is the 16th percentile permeability based on the distribution of measured permeability values. A $V_{DP}$ value of zero corresponds to a homogeneous reservoir and values approaching 1.0 correspond to increasingly heterogeneous reservoirs. Willhite concludes that the value of $V_{DP}$ falls between 0.5 and 0.9 for most oil reservoirs [26].

Because $V_{DP}$ describes the variation in the underlying distribution of permeability, if the mean permeability, $k_{avg}$, and distribution of permeability measurements are known, a number of reservoirs can be generated that have an equal prior probability of representing the actual aquifer. The definition of $V_{DP}$ (Equation 63), however, does not imply any specific permeability distribution for $k$. Jensen et al. [27] conclude that permeability measurements tend to follow a power-normal distribution [28] and, in practice it is commonly assumed that permeability measurements are log-normally distributed, which is a limiting case of the power-normal distribution.

The aquifer storage model developed here assumes that permeabilities are drawn from a log-normal distribution and that the aquifer can be represented by a series of horizontal layers, each with uniform permeability, $k$, and thickness, $h_i$ (see Figure 61). Thus, given $k_{avg}$, $V_{DP}$, the aquifer net thickness (i.e. the thickness that available for fluid flow), $b$, and the number of layers in the formation, the model will generate the effective permeability, $k_{avg}$, that characterizes the aquifer. Figure 61 shows the generic layered aquifer generated by the model.
Figure 61. Generic layered aquifer model.

The effective permeability characterizing the formation shown in Figure 61 is given by [13]:

\[
  k_{h,\text{eff}} = \frac{\sum_{i=1}^{n} k_i h_i}{b}
\]

(64)

where \( k_i \) and \( h_i \) are the permeability and thickness of layer \( i \), and \( n \) is the number of layers in the system.

Figure 62. The arrangement of wells in an n-well system used by the model
Generating the System Geometry for Multi-Well Scenarios

When more than two injection wells are required, the arrangement of these wells inside the constant pressure circle must be specified. Unfortunately, Equation 53 shows that the positioning of these wells relative to one another and to the drainage radius influences the injectivity of the system. To make the problem of positioning the wells manageable, the model assumes that the wells are located at the vertices of a square lattice. The lengths of the edges in the lattice are a function of the area associated with each injection well, referred to as the pattern spacing. Figure 62 shows the typical arrangement of wells in an n-well system.

Wells are added to the system at unoccupied lattice points in order of increasing radial distance from the center of the system, thus minimizing the surface area required for an n-well system.

Illustrative Performance Model Results

Results from the performance model have been generated for four illustrative cases. The Oklahoma North Purdy, Springer A and Alberta Joffre-Viking cases were used in the Enhanced Oil Recovery (EOR) chapter to illustrate the behavior of the CO₂-flood EOR model. These two oil fields are treated as aquifers with equivalent petrophysical properties for this case study. The Texas South Liberty-Frio and Alberta Lake Wabamun-Manniville cases have been identified as potential targets for large-scale geological sequestration [11, 29-31]. These four aquifers are all sandstone bodies, with depths greater than 1 km and \( k_h \) values (i.e. the product of permeability and net sand thickness) from 4,500 to 940,000 md·ft. The performance inputs and other pertinent data have been collected from a number of sources [32-38], and are shown in Table 27. The parameters for the Mannville Aquifer were derived from an analysis of the datasets provided by the Alberta Geological Survey as part of their “Test Case for Comparative Modeling of CO₂ Injection, Migration and Possible Leakage—Wabamun Lake Area, Alberta, Canada” [38].

Table 27. Key performance model parameters for the four case study reservoirs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Northeast Purdy Unit</th>
<th>Joffre Viking Pool</th>
<th>South Liberty</th>
<th>Lake Wabamun Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Oklahoma</td>
<td>Alberta</td>
<td>Texas</td>
<td>Alberta</td>
</tr>
<tr>
<td>Unit</td>
<td>Springer &quot;A&quot; Sandstone</td>
<td>Viking Aquifer</td>
<td>Frio Formation</td>
<td>Mannville Aquifer</td>
</tr>
<tr>
<td>Lithology</td>
<td>Sandstone</td>
<td>Sandstone</td>
<td>Sandstone</td>
<td>Sandstone</td>
</tr>
<tr>
<td>Well Spacing (acres)</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>CO₂ supply pressure (MPa)</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>( P_{\text{wmax}} ) % of ( p_{\text{frac}} )</td>
<td>90%</td>
<td>90%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td>( r_w ) (m)</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Depth (m)</td>
<td>2,499</td>
<td>1,500</td>
<td>1,850</td>
<td>1,514</td>
</tr>
<tr>
<td>( p_{\text{res}} ) (MPa)</td>
<td>21.0</td>
<td>7.8</td>
<td>15.2</td>
<td>14.4</td>
</tr>
<tr>
<td>( T_{\text{res}} ) (K)</td>
<td>338</td>
<td>329</td>
<td>329</td>
<td>327</td>
</tr>
<tr>
<td>( k_0 ) (md)</td>
<td>44</td>
<td>507</td>
<td>944</td>
<td>23</td>
</tr>
<tr>
<td>Net Sand (m)</td>
<td>91</td>
<td>30</td>
<td>300</td>
<td>59</td>
</tr>
<tr>
<td>( \phi ) (%)</td>
<td>13.0%</td>
<td>13.0%</td>
<td>27%</td>
<td>11.2%</td>
</tr>
<tr>
<td>( S_{\text{hmax}} ) ppm whole</td>
<td>100,000</td>
<td>40,000</td>
<td>100,000</td>
<td>68,074</td>
</tr>
<tr>
<td>( S_{\text{w}} )</td>
<td>0.20</td>
<td>0.30</td>
<td>0.30</td>
<td>0.66</td>
</tr>
<tr>
<td>( k_{\text{rw,c}} )</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.80</td>
</tr>
<tr>
<td>( k_{\text{rc,w}} )</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.12</td>
</tr>
<tr>
<td>( V_{\text{DP}} )</td>
<td>0.82</td>
<td>0.70</td>
<td>0.67</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Each of the cases was evaluated with a project capacity factor (i.e. the percentage of the design capacity actually used on an annual basis) of 100% across a range of injection rates—3 Mt CO₂ per year being roughly equivalent to the amount of CO₂ captured from a 500 GW coal-fired power plant—with a time horizon of 10 years used to calculate the drainage
radius as described in Injectivity and Sensitivity to Boundary Conditions. The number of wells required for each of the illustrative cases is shown in Figure 63.

![Graph](image-url)

**Figure 63.** Number of wells required for each of the cases described in Table 27; note that the same number of wells is required across almost the entire range of injection rates for all four cases.

The number of injection wells predicted for each of the cases is the same despite the differing reservoir descriptions across the range of injection rates shown in Figure 63. This is not indicative of a broad trend that applies to all aquifers, as other sets of realistic aquifer parameters results in different numbers of wells being required than presented in Figure 63. However, at larger injection rates, the number of wells required for each of the sites begins to diverge. For example, for over 11 Mt CO$_2$ per year—comparable to the emissions from 2500 GW of pulverized coal capacity—the Lake Wabamun-Mannville site requires more injection wells than the other three sites. Nonlinearities in the number of injection wells are difficult to discern because of the 1 Mt CO$_2$ per year per well limit imposed by the wellbore model. Nonetheless, a second-order polynomial is the best fit curve to the data points in Figure 63.

The four cases are better differentiated by the required difference between the BHIP, $p_{wb}$, and initial aquifer pressure, $p_i$, required to match the specified injection rates, as shown in Figure 64. These results clearly show that to obtain the same injection rate, the pressure rise around the wellbore is highest for the Lake Wabamun-Mannville case—the aquifer with the lowest value of $kh$—and lowest for the Liberty-Frio case—the aquifer with the highest $kh$. In addition, the data points clearly show the non-linear interplay of pressure and injection rates in a multi-well system.

Figure 65 shows the required wellhead pressure estimated by the model for each of the cases across a range of injection rates. The wellhead pressure required by the Joffre-Viking case is lower than the minimum pressure allowable by the wellbore model, thus it is not shown in Figure 65. The relative order of the data points for a given flow rate reflect the required BHIP for each of the cases that were shown in the previous figure. The discontinuous “saw tooth” curves shown in both Figure 64 and Figure 65 are the result of the model being able to add only integer number of wells. Only a small range of flow rates can be handled by a given number of wells and, within this range, the required BHIP and corresponding wellhead pressure increase with increasing flow rates until the maximum BHIP is reached, at which point the number of wells increases.
Saline Aquifer Storage Cost Model

The capital costs for saline aquifer storage consist of four elements: site characterization costs; project capital costs; operating and maintenance (O&M) cost; and, monitoring, verification, and closure costs. The capital cost model structure, shown earlier in Figure 49, combines results from the performance model with specified cost factors to estimate the total capital cost of an aquifer storage project reported as a levelized cost in 2004.
US dollars per tonne CO₂. The capital cost of a storage project include the cost of any additional CO₂ compression (where necessary to increase the pressure of CO₂ prior to injection), the cost of surface equipment required for each well (e.g. the wellhead, CO₂ metering equipment, etc.), and the cost of drilling and completion of injection wells. The capital cost also includes a one-time cost of site characterization. Annual expenses include the costs of normal field operation and maintenance (including periodic well workovers), and compression of CO₂ prior to injection. The following sections describe how the costs associated with each of these categories were estimated.

Site Characterization Cost

The cost of site characterization is highly dependent on the requirements of the regulatory regime to which the project is subject. However, given that CO₂ should be isolated from the atmosphere for long timescales, it would be prudent to characterize the subsurface over the area which the injected CO₂ is likely to spread over a set time horizon to ensure that conduits to the surface, natural or otherwise, do not exist. Thus, the main factor affecting the cost of site characterization will be the area of review. Nordbotten et al. have proposed a method to estimate the aerial extent of plume spread in CO₂ storage [39] and, this method, described in the CO₂ Price Conversion Table chapter, is used to estimate the required area of review for a storage project over the specified planning horizon. Tombari suggests the approximate costs associated with characterizing this area to be: $100,000 per square mile (mi², $38,610 per km² ) for geophysical characterization (3-D seismic); $3,000,000 to drill and log a well; and an additional 30% of these total costs for data processing, modeling, and other services [40]. One well would be required for every 25 mi² (65 km²) of the review area [40].

Project Capital Costs—Drilling and Completion

The capital cost of an aquifer storage project can be classified into three main areas: well drilling and completion (D&C); injection equipment costs (e.g., wellhead, flow and control equipment, distribution piping, etc.); and, compression equipment costs. D&C costs are discussed in this section, while injection and compression equipment costs are described in the Project Capital Costs – Injection Well Equipment and Project Capital Costs – Compression Equipment sections, respectively.

D&C costs include the cost of physically drilling an injection well, running casing, hanging tubing, and installing any downhole equipment (e.g., chokes and packers, as shown in the figure earlier in From the Surface to the Reservoir—Modeling the Wellbore Environment section). D&C costs are well documented by the annual Joint Association Survey (JAS) on Well Drilling Costs [41], which lists the average cost of oil and gas wells drilled and completed each year by depth interval and state. A regression model based on these costs was developed by Lewin & Associates [42], and updated to 2004 dollars in this research using the using the EIA Oil and Gas Lease Equipment and Operating Cost index [43]. This is the same regression model used to estimate D&C cost in the EOR model (see Drilling and Completion Capital Cost in the Enhanced Oil Recovery (EOR) chapter), except that the regions have been aggregated to be consistent with those used in the injection equipment cost model by taking the highest state-level cost as representative of the region. The form of the Lewin & Associates cost model is:

$$C = a_1 e^{a_2 d}$$

where $C$ is cost in 2004 US dollars per well, $a_1$ and $a_2$ are regression coefficients and $d$ is the well depth in feet. The value of the regression coefficients (where the $a_1$ parameter values have been updated to 2004 dollars) are listed by region in Table 28.

The recent increase in oil prices has spurred a large increase in drilling activity. Thus, as with recent increases in injection equipment costs (driven by materials cost increases), D&C costs in years after 2004 can be expected to be considerably higher. D&C costs for future periods can be estimated using the EIA in the Oil and Gas Lease Equipment and Operating Cost [43].
**Table 28.** Regression coefficients for use in Equation 65 for well drilling and completion (D&C) adapted from Lewin and Associates [42] and updated to 2004 US dollars.

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 West Texas</td>
<td>43986</td>
<td>$3.4 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>2 South Texas</td>
<td>44041</td>
<td>$3.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>3 South Louisiana</td>
<td>44041</td>
<td>$3.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>4 Mid-Continent Region</td>
<td>42493</td>
<td>$3.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>5 Rocky-Mountain Region</td>
<td>80086</td>
<td>$2.7 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>6 California</td>
<td>70123</td>
<td>$3.2 \times 10^{-4}$</td>
<td></td>
</tr>
</tbody>
</table>

**Project Capital Costs—Injection Well Equipment**

The cost of equipping injection wells for CO$_2$ for aquifer storage is assumed to be comparable to the cost of equipping wells for water injection. This assumption is consistent with those made by Bock et al. [9] to assess the cost of aquifer storage and by Advanced Resources International for the cost of CO$_2$-flood EOR [44]. The incremental cost of water injection equipment associated with adding new wells to a producing oil field in West Texas is estimated annually by the EIA for 2,000 ft (610 m), 4,000 ft (1219 m) and 8,000 ft (2438 m) deep wells [43]. A regression equation developed in this research has the same form as Equation 65, with coefficients values described in Table 29.

The EIA cost for water injection wells has been extended to other regions by scaling the West Texas incremental cost using the ratio of primary production equipment cost in the region of interest to the cost in West Texas. The EIA estimates the cost of primary production equipment for oil fields located in six regions: West Texas, South Texas, South Louisiana, the Mid-Continent Region (i.e., Oklahoma, Kansas, Nebraska, Iowa, Missouri), the Rocky-Mountain Region (i.e., Western New Mexico, Colorado, Wyoming, Montana), and California [43]. The regression coefficients for the cost (in 2004 US dollars) of equipping an incremental injection well in each of these regions is presented in Table 29.

**Table 29.** Regression coefficients for use in Equation 65 for the incremental cost of equipping an injection well for CO$_2$ storage in 2004 US dollars.

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 West Texas</td>
<td>31226</td>
<td>$8.57 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>2 South Texas</td>
<td>37040</td>
<td>$3.54 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>3 South Louisiana</td>
<td>39876</td>
<td>$3.45 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>4 Mid-Continent Region</td>
<td>39876</td>
<td>$3.45 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>5 Rocky-Mountain Region</td>
<td>29611</td>
<td>$7.92 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>6 California</td>
<td>38931</td>
<td>$6.39 \times 10^{-5}$</td>
<td></td>
</tr>
</tbody>
</table>

The costs predicted by using the above regression are the cost of equipping an injection well in a developed field. The EIA cost estimates are for the addition of eleven water injection wells to a field with ten production wells. Thus, the costs derived from this data should be scaled to represent the cost associated with projects where some infrastructure already exists. In the case of a new aquifer storage project, no prior infrastructure would exist. Thus, the average cost per well of installing $n$ injection wells would be somewhat higher than the unit cost of installing $n+1$ injection wells. The scaling equation used in the aquifer model is based on a power-law scaling rule [45], where the exponent of 0.5 is from Bock et al. [9]:

$$C_{IE,n} = \begin{cases} C_{IE} \left( \frac{21}{n} \right)^{0.5} , & n \leq 21 \\ C_{IE} , & n > 21 \end{cases}$$

(66)
where $C_{IE}$ is the scaled average cost of injection well equipment cost for $n$ wells ($\$/per well) and $C_{US}$ is the un-scaled average cost calculated from Equation 65 with coefficients from Table 29 ($\$/per well). Equation 66 shows that maximum economies of scale are assumed to be reached by 21 wells—the total number of wells in the EIA cost estimate—after which it is assumed that the cost no longer scales with the number of wells.

**Project Capital Costs—Compression Equipment**

In the case where the pipeline pressure is insufficient for CO$_2$ injection, a compressor must be added at the storage site. The total capital cost of a reciprocating compressor station has been estimated by the International Energy Agency (IEA) in a European study of the pipeline transmission of CO$_2$ [46]. That compressor cost model was also used in earlier in the pipeline transport model (see the Compressor Capital Cost Model section found in the Modeling CO$_2$ Transport by Pipeline chapter), and is given by Equation 67:

$$C = 8.35P + 0.49 \quad (67)$$

where, $C$ is the compressor capital cost in millions of US dollars (2004) and $P$ is the installed booster station power in MW. This correlation yields a unit cost of $8,346 per kW of installed capacity.

**Operating and Maintenance Costs**

Operating and maintenance (O&M) costs for an aquifer storage project include expenses for labor, chemicals, and other consumables, plus expenses for surface equipment and subsurface equipment maintenance, including periodic well workovers. If CO$_2$ recompression is required, the cost of energy to operate the compressors is also an O&M cost.

O&M costs for CO$_2$ injection are assumed to be comparable to the costs of water injection for secondary oil recovery. This is consistent with the assumption made by Bock et al. [9] to assess the cost of aquifer storage and by Advanced Resources International for the cost of CO$_2$-flood EOR [44]. The O&M cost of water injection in secondary oil recovery at a field in West Texas is estimated annually by the EIA for 2,000 ft (610 m), 4,000 ft (1219 m) and 8,000 ft (2438 m) deep wells [43]. The form of the equation developed in this research to fit these data points again is given by Equation 65, shown earlier, with coefficient values given in Table 30.

The EIA O&M cost for water injection has been extended to other regions by scaling the West Texas O&M cost using the ratio of primary production O&M cost in the region of interest to the cost in West Texas. The EIA estimates the O&M cost of primary production for oil fields located in six regions: West Texas, South Texas, South Louisiana, the Mid-Continent Region (i.e., Oklahoma, Kansas, Nebraska, Iowa, Missouri), and the Rocky-Mountain Region (i.e., Western New Mexico, Colorado, Wyoming, Montana) [43]. The regression coefficients for the O&M cost (in 2004 US dollars) in each of these regions is presented in Table 30.

### Table 30. Regression coefficients for use in Equation 65 for O&M cost in 2004 US dollars per well.

<table>
<thead>
<tr>
<th>Region</th>
<th>States</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>West Texas</td>
<td>26873</td>
<td>$1.03 \times 10^4$</td>
</tr>
<tr>
<td>2</td>
<td>South Texas</td>
<td>38954</td>
<td>$9.60 \times 10^5$</td>
</tr>
<tr>
<td>3</td>
<td>South Louisiana</td>
<td>38853</td>
<td>$1.03 \times 10^4$</td>
</tr>
<tr>
<td>4</td>
<td>Mid-Continent Region</td>
<td>26790</td>
<td>$1.34 \times 10^5$</td>
</tr>
<tr>
<td>5</td>
<td>Rocky-Mountain Region</td>
<td>32893</td>
<td>$8.78 \times 10^5$</td>
</tr>
<tr>
<td>6</td>
<td>California</td>
<td>29537</td>
<td>$1.67 \times 10^4$</td>
</tr>
</tbody>
</table>

**Monitoring, Verification and Closure Costs**

Like the cost of site characterization, the costs of monitoring and verification (M&V) and site closure will be highly dependent on the requirements of a regulatory regime, which has yet to be developed (e.g., see Wilson et al. [47]). Benson et al. [48] have estimated the cost of M&V for two hypothetical scenarios. In both cases it was assumed that 258 million tonnes of CO$_2$ was injected into an aquifer over a 30 year period, and seismic surveys are performed in the each
of the first two years, the fifth-year, and every fifth year thereafter for 80 years. One scenario assumed a low residual gas saturation, leading to a large CO$_2$ plume; the second scenario, a high residual gas saturation, leading to a small plume size. From these two scenarios Benson et al. [48] estimate the levelized cost of site characterization, operational M&V, and post-closure M&V to be between $0.05 and $0.08 per tonne of CO$_2$ injected. If the effects of discounting are ignored, the prorated share of the total cost estimated by Benson et al. [48] attributable to operating M&V is approximately $0.02 per tonne CO$_2$.

Additional cost of site closure to the operator could range from zero—for example, if the site performs as predicted and responsibility is transferred to the government—to many times the original capital cost—for example, if the site does not perform as predicted and responsibility for the stored CO$_2$ remains with the site owner or operator for an extended period of time. The analysis by Benson et al. [48] implicitly assumed that the site operator would be responsible for the cost of post-closure monitoring, and based on the total levelized of $0.05 to $0.08 per tonne, the levelized cost of post-closure M&V is very small. This suggests that a one-time charge (in real dollars) associated with closure could be very small, particularly considering that the charge occurs at the end of the project life, although there are no empirical basis for such estimates. Given these uncertainties, for purposes of cost estimation the model allows for either a lump-sum (real dollar) charge for the closure or a fee to be levied on each tonne of CO$_2$ injected that could be paid into a fund over the operating life of the project to cover the closure cost. Default values for both of these parameters are zero, but can be adjusted to explore other assumptions.

**Illustrative Cost Model Results**

Model Results for the cost of well drilling, completion and equipping for a project in West Texas with up to 40 injection wells are illustrated in Figure 66 for depths between 1000 and 3000 m. As shown earlier by the illustrative performance model results, the wellhead pressure (and thus the compressor power requirement) depends on depth and other performance model results. Thus, the cost shown in Figure 66 does not include the capital cost of compression equipment, which is shown in Figure 67, as a function of the compressor power requirement, which is determined from the performance model.

![Figure 66](image_url)

*Figure 66. Capital cost of well drilling, completion, and equipping for a project located in West Texas with up to 40 injection wells for depths of 1000, 2000, and 3000 m.*
The cost of site characterization is shown in Figure 68. The steps in cost at radii of approximately 4.5 and 6.5 km are caused by the addition of a well to the characterization requirements.

The site characterization cost found here are considerably larger than that of some prior estimates for aquifer storage, where the cost was only $1.7 million (2003) dollars [49], and applied without consideration of project size [9, 50]. However, the costs in Figure 68 are similar to a more recent estimate by Benson et al. [48].

The operating and maintenance cost for a West Texas project, excluding the cost of any additional energy associated with compression and any M&V costs, are shown in Figure 69. The additional annual cost of M&V and site closure would depend on the CO$_2$ injection rate, much as the site characterization cost depends on injection rate, as well as the unit cost of monitoring activities. Assuming an injection rate of 3 Mt CO$_2$ per year—roughly equivalent to emissions
from a 500 MW coal fired power plant—and a combined cost of $0.03 per tonne CO₂ for M&V and site closure, the additional O&M cost would be approximately $0.1 million per year.

**Figure 69. O&M cost for a West Texas project, excluding the cost of any required compression energy and any M&V costs**

---

**Combining Performance and Cost**

The performance model takes inputs from the user, as shown in Figure 49, and calculates the number of wells required for the specified geology, injection rate, and limits on the BHIP via the methods discussed in Approximate Solution to Injectivity of a Doublet System. The number of wells is then adjusted upwards if the resulting injection rate for any single well is greater than 1 million tonnes CO₂ per year, which is the limit for the wellbore flow model (see Establishing the BHIP – Flow in the Wellbore). The adjusted number of wells, compressor power requirement (calculated via the method discussed in the Modeling CO₂ Transport by Pipeline chapter), and user inputs are used to estimate the capital cost of the project, as well as the O&M costs. Both capital and O&M costs are subject to capital cost escalation factors (i.e., multipliers) that can be adjusted to change the capital costs estimated by the model. The levelized cost of CO₂ storage is estimated by dividing the sum of the annualized capital costs (arrived at using a capital recovery factor) and the annual O&M cost by the product of the capacity factor and the design flow rate and adding any additional M&V cost and injection fees associated with site closure.

**Illustrative Case Studies**

The reservoir descriptions used in the performance model for the four illustrative case studies are listed in Table 27 and were previously used to illustrate the behavior of the performance model. The cost model parameters used in the case study are listed in Table 31 and are the same for each case for ease of comparisons. The design CO₂ flow rate and the capital recovery factor will be varied parametrically as part of the analysis.

The levelized cost of CO₂ storage predicted by the aquifer storage model is presented in Figure 70 for the four cases across a range of mass flow rates. For a design injection rate of 5 Mt CO₂ per year, the levelized cost of CO₂ storage is $0.82 per tonne CO₂ for the Purdy-Springer case; $8.85 per tonne CO₂ for the Joffre-Viking case; $0.35 per tonne CO₂ for the Liberty-Frio case; and, $0.75 per tonne CO₂ for the Lake Wabamun-Mannville case. Figure 71 shows the same results on an expanded scale for the three lowest-cost sites.

*Table 31. Cost model parameter values used in the four case studies.*
<table>
<thead>
<tr>
<th>Project Parameter</th>
<th>Deterministic Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital Recovery Factor (%)</td>
<td>15</td>
</tr>
<tr>
<td>O&amp;M Costs</td>
<td></td>
</tr>
<tr>
<td>Compression Energy Cost ($/MWh)</td>
<td>40</td>
</tr>
<tr>
<td>Operating Monitoring &amp; Verification ($/tonne)</td>
<td>0.02</td>
</tr>
<tr>
<td>Injection Fee ($/tonne)</td>
<td>0</td>
</tr>
<tr>
<td>Closure Cost ($)</td>
<td>0</td>
</tr>
<tr>
<td>Site Characterization Cost</td>
<td></td>
</tr>
<tr>
<td>Geophysical Cost ($/km²)</td>
<td>38,610</td>
</tr>
<tr>
<td>Test Well Spacing (km²/well)</td>
<td>65</td>
</tr>
<tr>
<td>Test Well Cost ($/well)</td>
<td>3,000,000</td>
</tr>
<tr>
<td>Consulting Services (% of Total)</td>
<td>30</td>
</tr>
<tr>
<td>Capital Cost Escalation Factors</td>
<td></td>
</tr>
<tr>
<td>Drilling &amp; Completion</td>
<td>1.0</td>
</tr>
<tr>
<td>Injection Well Equipment</td>
<td>1.0</td>
</tr>
<tr>
<td>Compression Equipment</td>
<td>1.0</td>
</tr>
<tr>
<td>O &amp; M Cost</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Several observations can be made from Figure 70 and Figure 71. First, the levelized cost of storage in the Joffre-Viking case is substantially higher than for any of the other cases. Second, the three “low-cost” cases show different behavior with increasing injection rates: the storage cost for the Liberty-Frio case continually declines over the range shown, whereas the cost for both Lake Wabamun-Mannville case and the Purdy-Springer case goes through a minimum at between 2 and 3 Mt CO₂ per year (shown most clearly by the smoothed curves). These differences in cost can be explained largely by examining the breakdown of total capital cost for each of the projects, shown in Figure 72 for 5 Mt CO₂ per year.
Figure 71. Levelized cost of CO\textsubscript{2} storage for the three low-cost cases shown in Figure 70 across a range of design injection rates. Smoothed curves are shown in grey for the Purdy-Springer and the Lake Wabamun-Mannville cases.

Figure 72. Breakdown of capital cost for each of the four cases at 5 Mt per year CO\textsubscript{2}. Note the logarithmic scale.

As the CO\textsubscript{2} injection rate increases, a trade-off between site characterization cost and compression cost (including resulting energy cost) occurs in the two intermediate cases, resulting in the minimums shown in Figure 71. For all four cases at 5 Mt CO\textsubscript{2} per year, Figure 72 shows that the capital cost of site characterization dominates the total capital cost. For the Joffre-Viking case the cost of site characterization represents nearly all of the capital cost because the aquifer properties (i.e., underpressured, relatively thin net sand, and high porosity) results in an abnormally large footprint for site characterization (i.e., almost 2600 km\textsuperscript{2}). Conversely, the cost of site characterization for the Liberty-Frio site is much lower despite the high permeability of the Frio Sandstone because of the expansive net sand (i.e. aquifer net thickness),
which translates into a relatively small footprint (i.e., less than 50 km$^2$).\textsuperscript{17} The Purdy-Springer and Wabamun Mannville cases are intermediate between these two cases; the cost of compression equipment being a more significant factor.

**Model Sensitivity Analysis Results**

To assess the sensitivity of the model to changes in multiple performance and economic parameters, uniform distributions were assigned to a number of parameters and the model was used to estimate the levelized cost of CO$_2$ storage over a Monte Carlo simulation for the Lake Wabamun-Mannville case. Uniform distributions were selected to represent uncertainty or variability because there is no prior information that would suggest choosing a more complex distribution (such as a triangular or lognormal distribution). Twelve performance model parameters and seven cost model parameters were assigned distributions; both the parameters and the distributions for the parameter values are listed in Table 32.

*Table 32. The uncertainty distributions for parameters considered in the sensitivity analysis of the Lake Wabamun-Mannville case.*

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Uncertainty Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning Horizon (years)</td>
<td>Uniform (10,30)</td>
</tr>
<tr>
<td>$P_{w,\text{max}}$ (% of $P_{\text{frac}}$)</td>
<td>Uniform (80,90)</td>
</tr>
<tr>
<td>Depth (m)</td>
<td>Uniform (1435,1580)\textsuperscript{a}</td>
</tr>
<tr>
<td>$G_p$ (MPa/km)</td>
<td>Uniform (7.93,10.63)\textsuperscript{a}</td>
</tr>
<tr>
<td>$G_T$ (K/km)</td>
<td>Uniform (20,30)\textsuperscript{a}</td>
</tr>
<tr>
<td>Net Sand (m)</td>
<td>Uniform (35.5,74.2)\textsuperscript{a}</td>
</tr>
<tr>
<td>$\phi$ (%)</td>
<td>Uniform (8,15)\textsuperscript{c}</td>
</tr>
<tr>
<td>$X_{\text{brine}}$ (ppm $\text{w}$)</td>
<td>Uniform (53369,90639)\textsuperscript{a}</td>
</tr>
<tr>
<td>Geophysical Cost ($/km^2$)</td>
<td>Uniform (28958, 48263)\textsuperscript{d}</td>
</tr>
<tr>
<td>Test Well Cost ($/well)</td>
<td>Uniform (2250000, 3750000)\textsuperscript{d}</td>
</tr>
<tr>
<td>Capital Recovery Factor (%)</td>
<td>Uniform (10,20)</td>
</tr>
<tr>
<td>Energy Cost ($/\text{MWh}$)</td>
<td>Uniform (40,20)</td>
</tr>
<tr>
<td>Operating Monitoring &amp; Verification ($/\text{tonne}$)</td>
<td>Uniform (0.01,0.03)\textsuperscript{c}</td>
</tr>
<tr>
<td>Escalation Factor for Drilling &amp; Completion</td>
<td>Uniform(1.0,1.5)\textsuperscript{d}</td>
</tr>
<tr>
<td>Escalation Factor for Injection Well Equipment</td>
<td>Uniform(1.0,1.5)\textsuperscript{d}</td>
</tr>
<tr>
<td>Escalation Factor for O &amp; M Cost</td>
<td>Uniform(0.75,1.25)\textsuperscript{c}</td>
</tr>
<tr>
<td>Escalation Factor for Compression</td>
<td>Uniform(0.75,1.25)\textsuperscript{c}</td>
</tr>
</tbody>
</table>

\textsuperscript{17} The method used to estimate the aerial extent of the plume may not be appropriate for the Liberty-Frio case because the low velocity of the injected CO$_2$ means that buoyancy may be a large factor that can not be neglected [39]. Nordbotten et al [39] present a more complex alternative method that accounts for buoyancy which could be used in this scenario.
The Dykstra-Parsons coefficient was used as discussed in Describing Reservoir Heterogeneity to generate unique layered reservoirs for each of 1,000 Monte Carlo trials. The distributions for depth, geothermal and pressure gradients (\(G_p\) and \(G_T\), respectively), net sand, porosity (\(\phi\)), and total dissolved solids (\(X_{\text{brine}}\)) were derived from the Lake Wabamun dataset provided by the Alberta Geological Survey [38]. From these 1,000 trials cumulative distribution functions (CDF) were generated showing the breakeven CO\(_2\) price, the net CO\(_2\) utilization, and the cumulative mass of CO\(_2\) stored.

Figure 73 shows the CDF for the levelized cost of CO\(_2\) storage. The median cost of CO\(_2\) storage is $0.95 per tonne CO\(_2\), with a 90% confidence interval of $0.55 to $1.81 per tonne CO\(_2\). Note that these results exclude 429 cases where the model could not meet the required injection rate using fewer than 100 injectors. In such scenarios, a project developer would likely look at other sequestration targets or use horizontal drilling to reduce the number of wells required.
Results of the Monte Carlo trials can also be used to assess the sensitivity of storage cost to the model parameters assigned uniform distributions. The measure used to assess the sensitivity is the Spearman rank-order correlation ($r_s$) [51]. The value of the rank order correlation coefficient for each model parameter is shown in Figure 74. The dashed vertical lines to the left and the right of the y-axis indicate the 5% significance level ($r_s = \pm 0.07$); thus rank-order correlation coefficients smaller than this value are not statistically significant at the 5% level. Figure 74 shows that the strongest correlation with the levelized cost of CO$_2$ storage is the effect of the effective permeability ($r_s = -0.58$) and, followed by the capital recovery factor ($r_s = 0.41$), planning horizon ($r_s = 0.21$), and porosity ($r_s = -0.19$). Following these, other significant rank-order correlation coefficients (by decreasing magnitude) are net sand thickness and test well cost.

Comparison with Other Models

The IPCC Special Report on Carbon Capture and Storage (SRCCS) [7] cited three studies as the basis for their estimates of aquifer storage costs, which ranged from $0.2$ to $6.2$ per tonne CO$_2$ excluding monitoring, verification & closure costs. Of those studies, only Bock et al. present a method [9] that related cost to the geology of a target formation. Bock et al. [9] used a correlation presented by Law and Bachu [11] to estimate the number of wells required for a design flow rate. The correlation developed by Law and Bachu [11] relates mass injection rate to reservoir permeability, $k$; net aquifer thickness, $h$; pressure difference between the initial pressure, $p_i$, and the BHIIP, $p_{wb}$; and, CO$_2$ viscosity. That correlation, however, did not account for interactions between injection wells and, as Figure 47 shows, significantly overestimates the injectivity of a multi-well system.
The total injectivity for systems with 1 to 100 wells on 40, 80, and 160 acre spacing with a constant pressure radius where $p_e = p_i$ at 10 km, compared with results of the correlation developed by Law & Bachu [11].

The costs used by the Bock et al. model [9] for well drilling and completion, and for injection equipment are based on the same data used in the model presented here (i.e., the EIA Oil and Gas Lease Equipment and Operating Cost index [43]); however, the cost of site characterization used by Bock et al. [9] was a fixed value substantially smaller than the values typically found here. Nor do Bock et al. report the stand alone values of storage cost; rather, they report only a combined cost of CO$_2$ transport and storage, so that systematic comparisons are not possible.

Overall, the results presented here are generally similar to the IPCC cost ranges for onshore CO$_2$ storage in aquifers. However, the case studies used here to estimate the cost of aquifer storage are different than those used in the three publications cited by the IPCC. Based on those prior studies, however, the IPCC concluded that the largest component of the storage cost was the cost of well drilling, completion and equipping [7]. In contrast, the examples presented here show these to be the smallest portion of the total cost of storage when current site characterization costs are accounted for.
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Conclusions

In this report models have been developed to estimate the performance and cost of CO\textsubscript{2} transport by pipeline, CO\textsubscript{2} storage through enhanced oil recovery, and CO\textsubscript{2} storage in saline aquifers. Each of the models was used to estimate cost and performance for a range of cases involving CO\textsubscript{2} transport and storage. Moreover, the sensitivity of cost to input parameter changes was quantified using the probabilistic assessment capabilities of the models. Sections Pipeline Transport of CO\textsubscript{2} – Results and Implications through CO\textsubscript{2} Storage in Deep Saline Aquifers – Results and Implications summarize results from each of the models and discuss the implications of these results. Sections Limitations of These Results and Future Work review the limitations of the results and suggest several directions for future work.

Pipeline Transport of CO\textsubscript{2}—Results and Implications

Figure 76 summarizes results from the CO\textsubscript{2} pipeline transport model based on inputs listed in the Modeling CO\textsubscript{2} Transport by Pipeline chapter. This figure illustrates how the cost of pipeline transport varies with distance, design capacity, and region of construction. Economies of scale in CO\textsubscript{2} transport are clearly evident in Figure 76, suggesting that it may be more efficient to encourage hub-and-spoke transport systems rather than point-to-point systems to transport large amounts of CO\textsubscript{2}. In either case, current regulations for CO\textsubscript{2} pipelines may have to be revised and expanded to effectively regulate a large infrastructure for transport of CO\textsubscript{2}.

Figure 76. Illustrative results for the levelized cost of CO\textsubscript{2} transport (in constant 2004 US dollars) over a range of pipeline design capacities and pipeline distances.
CO₂ Storage through Enhanced Oil Recovery—Results and Implications

Unlike the cases of CO₂ transport or saline aquifer storage, it is not possible to estimate a meaningful levelized cost of CO₂ storage for CO₂-flood EOR. This is because the CO₂ storage function of this process has traditionally been a secondary effect of oil recovery—the main motivation for this process. However, the breakeven cost of CO₂ (i.e., the cost of CO₂ at which the project has a net present value of zero) can be interpreted as the highest price a CO₂-flood developer would be willing to pay for CO₂ delivered to the site based on the assumed benchmark oil price (and numerous other factors). The amount of oil produced, CO₂ stored, and the breakeven CO₂ prices for four cases examined with the EOR model are shown in Table 33.

Table 33. Results for the four EOR case studies from the Enhanced Oil Recovery (EOR) chapter showing cumulative oil produced in million barrels (mmbbl), cumulative CO₂ stored, the CO₂ storage rate (tonnes per barrel), and the breakeven CO₂ price for two West Texas Intermediate (WTI) oil prices.

<table>
<thead>
<tr>
<th>Field</th>
<th>Oil Produced (mmbbl)</th>
<th>CO₂ Stored (Mt)</th>
<th>CO₂ Storage Rate (t/bbl)</th>
<th>Breakeven CO₂ Price ($/tonne CO₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northeast Purdy Unit</td>
<td>36</td>
<td>5.8</td>
<td>0.16</td>
<td>$83/$100/bbl (WTI)</td>
</tr>
<tr>
<td>SACROC Unit, Kelly-Snyder Field</td>
<td>402</td>
<td>83.3</td>
<td>0.21</td>
<td>$120/$310/bbl (WTI)</td>
</tr>
<tr>
<td>Ford Geraldine Unit</td>
<td>13</td>
<td>2.3</td>
<td>0.18</td>
<td>$34/$243/bbl</td>
</tr>
<tr>
<td>Joffre Viking Pool</td>
<td>23</td>
<td>3.3</td>
<td>0.14</td>
<td>$123/$392/bbl</td>
</tr>
</tbody>
</table>

Across the range of oil prices experienced over the last several years (since about 2004), the breakeven prices for CO₂ estimated from the case studies range from a low of $34 per tonne CO₂ ($1.79 per mscf CO₂) to a high of $392 per tonne CO₂ ($20.75 per mscf CO₂). These results emphasize the wide range of EOR project profitability and the wide range in the amount of CO₂ that can be stored through EOR projects—although it should be noted that projects like the SACROC Unit, with fairly large CO₂ storage capacity are the exception; most operating EOR projects have smaller CO₂ storage capacities. These results also suggest that there is ample profit incentive to early entrants who are able to provide CO₂ for new EOR projects because typical CO₂ capture costs are much lower than the prices shown in Table 33.

The results from these case studies also highlight that, for many EOR projects, the rate of CO₂ storage and the total capacity for CO₂ storage are very small in relation to the rate and amount of CO₂ produced by a modern coal-fired power plant (i.e., 2 to 3 Mt CO₂ per year for 500 MW of coal fired capacity). This highlights that the viability of CO₂-flood EOR as a means to mitigate CO₂ emissions hinges on whether there are fields remaining that are amenable to CO₂-flooding that can accept these large amounts of CO₂ at practical rates. In a study of the Alberta and Williston Basins (Western Canada), Bachu and Shaw found that the majority of EOR-related CO₂ storage capacity is in a very small fraction of reservoirs and that when reservoirs with total capacities of less than 1 Mt CO₂ were excluded, only 2% of reservoirs were suitable for CO₂ storage [1]. The results would likely be similar for other sedimentary basins. Consequently, CO₂-flood EOR alone will not be the solution for mitigating emissions on a large-scale.

In addition, the results of the case studies show that the CO₂ storage rate in tonnes per bbl oil is relatively small compared to the CO₂ emissions produced from the consumption of the oil. One typical barrel of light oil18 contains approximately 0.7 tonnes C, which if fully oxidized produces 1.2 tonnes of CO₂ (excluding emissions associated with the additional energy used in oil refining, such as from hydrotreating). This compares to the CO₂ storage rates in Table 33 of 0.14 to 0.21 tonnes CO₂ per barrel of oil produced. Thus, CO₂ stored in any of the case study projects would not offset emissions from the combustion of oil produced from the project. On the other hand, if the marginal barrel of oil displaced by CO₂-flood EOR production were from a carbon-intensive source, oil sands for example [2], CO₂-flood EOR would result in a net emissions reduction compared with consumption of the marginal barrel. Thus, whether CO₂-flood EOR results in a net emission of CO₂ is sensitive to the source of the hydrocarbon that EOR production is assumed to displace on the supply curve.

18 Assuming that one kilogram of oil contains 0.84 kilograms of carbon with a gravity of 35 to 40°API (equivalent to the carbon content of decane, C₉₈H₂₂).
CO$_2$ Storage in Deep Saline Aquifers—Results and Implications

Results of the aquifer storage case studies show a large range of variability in the cost per tonne of CO$_2$ stored, driven primarily by differences in aquifer geology and petrophysical properties. For a design injection rate of 5 Mt CO$_2$ per year, the levelized cost of CO$_2$ storage ranged from $0.35 per tonne CO$_2$ for the Liberty-Frio case to $8.85 per tonne CO$_2$ for the Joffre-Viking case. Considering only the costs of well drilling and completion, and injection equipment, the capital cost of all of the cases was relatively similar; however, inclusion of the cost of site characterization changed the results greatly. For all of the cases, the largest portion of the total levelized cost (ranging from 45% for Liberty-Frio to 98% for Joffre-Viking) was the cost of site characterization. The importance of assumptions regarding site characterization cost (and the implied methods of site characterization) to the levelized cost of CO$_2$ storage in saline aquifers has not been previously demonstrated.

The large contribution of site characterization cost to the levelized cost of storage implies that requirements for site characterization imposed by a regulatory framework should be carefully considered. Requirements for high-resolution characterization methods (e.g. 3D-seismic, as assumed here) or larger areas of review will increase the levelized cost of storage. However, the upfront cost requirements for characterization could be managed by, for example, limiting the area of review to the area impacted for a specified time horizon (e.g., the planning horizon for a project), with provision for further characterization prior to extension of the operation past the original planning horizon.

Limitations of These Results

The results for CO$_2$ transport and storage costs presented here are based on a limited number of illustrative case studies. While the models can be applied to a wider range of cases, caution must be exercised when applying the results presented here to different situations. For example, the effect of pipeline routing on transport cost is not considered by the pipeline transport model. Thus, it is entirely possible that the cost of a pipeline in a nominally high-cost region (e.g., Northeast US) could be lower than the cost of a particular pipeline in a generally lower-cost region (e.g., Central US) depending on the pipeline routing because of factors such as complex terrain, river crossings, and high population densities. Other tools are available that allow such details of pipeline routing to be considered (e.g., Zhang et al. [3]), and can be used in conjunction with this model to develop more accurate cost estimates. Thus, cost differences between regions should be interpreted only as being broadly representative.

Similarly, the illustrative cases for both EOR and aquifer storage were selected based on available data. While descriptions of a large number of CO$_2$-flood EOR projects have been published, particularly in Society of Petroleum Engineers journals, the data available on saline aquifers suited to CO$_2$ injection are much sparser. Consequently, the four EOR cases represent a range of typical projects based on those that have been developed to date, while the two additional aquifer storage cases may not cover as broad a range of potential projects. Thus, it is possible that some storage projects, particularly aquifer storage projects, could exhibit considerably different cost behavior.

In addition, the CO$_2$-flood EOR model was developed to answer questions about the cost of EOR storage in cases where a reservoir-specific answer is desired but limited information is available; or, where an answer is desired with minimal effort and cost. Far more accurate estimates can be made using more advanced models [4], particularly if a history-matched model of the reservoir is available. Such estimates are far more time-consuming and costly to obtain, but, are necessary to support investment decisions on EOR projects. Conversely, where there is inadequate information to even apply the less-complex model presented here, rule-of-thumb based methods are more appropriate (e.g., see Bock et al. [5]). Similarly, the aquifer storage model presented here fills the niche where adequate data is available to apply the model, but the insufficient to support analysis using more complex simulators (e.g. see Pruess et al. [6]).

Future Work

All of the models developed here are suitable for use in addressing a variety of questions related to policies and projects for carbon capture and storage. Perhaps the most pressing need for future work, however, concerns the development of data needed to estimate CO$_2$ storage costs. Given the necessary geological data to allow storage cost from site to site to be differentiated, the models developed here could be used to perform source-sink matching and to generate regional cost
curves. However, data characterizing aquifers at the project-level scale appropriate for use of the screening model developed here are not widely available. While the US Department of Energy (DOE)—though its Regional Carbon Sequestration Partnerships—has produced a “Carbon Sequestration Atlas of the United States and Canada,” [7] the data in that atlas are too small-scale for use in the type of model developed here. Thus, it is currently difficult to estimate the practical capacity available for CO$_2$ storage at local scales [8], or to generate reliable cost curves (i.e., the cost of storing increasing amounts of CO$_2$) on a national scale. Thus, collection, aggregation, and application of the model to this required data is a significant area for future research.

The CO$_2$ transport and storage models presented here can also be used to assess the impact of regulatory requirements on the cost of CCS. Future work could analyze a number of alternative regulatory scenarios to examine their impact on cost. This type of analysis could be used as part of a benefit-cost analysis, or a cost-effectiveness analysis, of proposed regulations for CO$_2$ capture and storage. The models developed here would be valuable tools to help evaluate different proposals.
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Estimation of Physical Properties

Physical properties are the attributes of a substance that can be measured directly or indirectly through experimentation, such as density, enthalpy, and viscosity. Estimation of the physical properties of CO$_2$ and CO$_2$-containing mixtures is of critical importance in the design of transport and injection systems for carbon capture and storage as well as the behavior of injected CO$_2$ in the subsurface. Additionally, in the case of enhanced oil recovery (EOR), it is necessary to know the physical properties of crude oils at reservoir conditions. This appendix discusses the methods employed to estimate physical properties of both CO$_2$ and CO$_2$-containing mixtures and crude oils in the models developed in this report.

Physical Property Estimation for Pure Fluids and Fluid Mixtures

Fluids are a phase of matter, capable of flowing under an applied shear stress (i.e., they will flow from high pressure to low pressure) and can be either gaseous or liquid. A pure fluid consists of only one substance (e.g., Hg or CO$_2$). Conversely, a fluid mixture, such as acid gas, contains more than one substance (e.g., in the case of acid gas, H$_2$S, CO$_2$, and other minor constituents) and its physical properties are a function of composition. While crude oils are fluid mixtures, they contain on the order of hundreds of hydrocarbon components, as well as non-hydrocarbon impurities, and cannot easily be treated in the same way as a pure fluid or simple fluid mixture. Consequently, they are treated separately in Properties of Crude Oils. The following sections discuss pressure-volume-temperature relationships (PVT) for pure fluids and simple fluid mixtures, thermodynamic property and transport property estimation for these mixtures, and finishes by comparing the accuracy of different calculation methods.

Pressure-Volume-Temperature Relationships

Equations of state (EOS) relate the pressure, volume and temperature of pure fluids and fluid mixtures. The relationship between pressure, $p$, molar volume, $v$, and temperature, $T$, can be expressed by the compressibility, $Z$:

$$Z = \frac{pV}{RT}$$

(68)

where $R$ is the universal (or ideal) gas constant. When $Z = 1.0$, Equation 68 reduces to the familiar ideal gas law. However, for real gases (or liquids) $Z$ is generally less than 1, and near the critical point $Z$ changes rapidly with pressure and temperature. Thus for a typical single-phase, real-gas system where pressure and temperature are fixed, Equation 68 shows that the compressibility must be estimated to calculate the density of the system (or vice versa).

To describe both liquids and gases, an EOS must be at least cubic in $V$ and to be analytically tractable must be no greater than quartic in $V$ [1]. An EOS that fits these requirements was proposed by van der Waals over a century ago and was the first cubic EOS [2]. To date, there are over 400 parameterizations of the cubic EOS proposed in literature [2], however, only small number of these equations are commonly used.

A generalized cubic EOS can be written [1]:
\[ p = \frac{RT}{v-b} - \frac{\Theta(v-\eta)}{(v-b)(v^2 + \delta v + \varepsilon)} \]

For all of the parameterizations of the cubic EOS discussed here, \( \eta = b \), thus this generalized equation reduces to Equation 69.

\[ p = \frac{RT}{v-b} - \frac{\Theta}{v^2 + \delta v + \varepsilon} \]  \hspace{1cm} (69)

In Equation 69, \( b, \delta, \varepsilon, \) and \( \Theta \) are fluid specific parameters that may vary depending on the parameterization used.

To solve the cubic EOS analytically for compressibility using the cubic equation, it must be rewritten in terms of \( Z \), and set equal to zero:

\[ Z^3 + (\delta' - B' - 1)Z^2 + [\Theta' + \varepsilon' - \delta'(B' + 1)]Z - \varepsilon'(B' + 1) + \Theta'B' = 0 \]

where the dimensionless parameters are defined.

\[ B' = \frac{bp}{RT}, \quad \delta' = \frac{\delta p}{RT}, \quad \Theta' = \frac{\Theta p}{RT}, \quad \varepsilon' = \varepsilon \left( \frac{P}{RT} \right)^2 \]  \hspace{1cm} (70)

The parameterizations available in the models are listed in Table 34, Table 35, and Table 36. These parameterizations represent a range from those commonly used in the process and reservoir engineering fields, such as Soave, 1972 (commonly referred to as SRK) or Peng and Robinson, 1976, to more recent and less commonly used parameterizations, such as Twu et al, 1995. In the remainder of this discussion, the custom of referring to different parameterizations as EOS will be followed. For example, the Peng and Robinson parameterization will be referred to as the Peng and Robinson EOS.

Table 34. The seven cubic EOS available in the models developed for this report.

<table>
<thead>
<tr>
<th>EOS</th>
<th>( \delta )</th>
<th>( \varepsilon )</th>
<th>( \Theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redlich &amp; Kwong (1949)</td>
<td>( b )</td>
<td>0</td>
<td>( a(T_c) )</td>
</tr>
<tr>
<td>Wilson (1964)</td>
<td>( b )</td>
<td>0</td>
<td>( a(T_c) )</td>
</tr>
<tr>
<td>Soave (1972)</td>
<td>( b )</td>
<td>0</td>
<td>( a(T_c) )</td>
</tr>
<tr>
<td>Peng &amp; Robinson (1976)</td>
<td>( 2b )</td>
<td>( -b^2 )</td>
<td>( a(T_c) )</td>
</tr>
<tr>
<td>Soave (1984)</td>
<td>( 2c )</td>
<td>( c^2 )</td>
<td>( a(T_c) )</td>
</tr>
<tr>
<td>Patel, Teja &amp; Valderrama (1990)</td>
<td>( b+c )</td>
<td>( -bc )</td>
<td>( a(T_c) )</td>
</tr>
<tr>
<td>Twu et al. (1995)</td>
<td>( 2b )</td>
<td>( -b^2 )</td>
<td>( a(T_c) )</td>
</tr>
</tbody>
</table>

The \( a(T_c) \) term listed in Table 35 is referred to as the attractive term of the cubic EOS, and is the only temperature dependent term in the equations of state presented here. However, the attractive term is dependent on the reduced temperature, \( T_c \), which is the temperature relative to the fluid critical temperature, \( T_c \). In addition, the attractive term is a function of the Pitzer acentric factor, \( \omega \), which relates to the vapor pressure of a pure species measured at a fixed \( T_c \).
Table 35. The temperature-dependent attractive terms for the cubic EOS available in the models developed for this report.

<table>
<thead>
<tr>
<th>EOS</th>
<th>$\alpha(\omega, T_r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redlich &amp; Kwong (1949)</td>
<td>$\frac{1}{T_r^{1/2}}$</td>
</tr>
<tr>
<td>Wilson (1964)</td>
<td>$[1 + (0.57 + 1.62\omega)(1/T_r - 1)]^{1/2}$</td>
</tr>
<tr>
<td>Soave (1972)</td>
<td>$\left[1 + (0.48 + 1.574\omega - 0.176\omega^2)(1 - \sqrt{T_r})^2\right]$</td>
</tr>
<tr>
<td>Peng &amp; Robinson (1976)</td>
<td>$\left[1 + 0.37464 + 1.54226\omega - 0.2699\omega^2(1 - \sqrt{T_r})^2\right]$</td>
</tr>
<tr>
<td>Soave (1984)</td>
<td>$\left[1 + 0.4998 + 1.5928\omega - 0.19563\omega^2 + 0.025\omega^3(1 - \sqrt{T_r})^2\right]$</td>
</tr>
<tr>
<td>Patel, Teja &amp; Valderrama (1990)</td>
<td>$\left[1 + (0.46283 + 3.58230\omega, - 8.19417\omega^2 Z_c^2)(1 - \sqrt{T_r})^2\right]$</td>
</tr>
<tr>
<td>Twu et al. (1995)</td>
<td>$T_r^{0.171813} e^{0.125283(1 - T_r^{2.1764})}$...$e^{0.511614(1 - T_r^{2.2017})}$...</td>
</tr>
</tbody>
</table>

Table 36. Coefficients for the cubic EOS listed in Table 34.

<table>
<thead>
<tr>
<th>EOS</th>
<th>$a_{p_c}$ ((RT_c)^2)</th>
<th>$b_{p_c}$ (RT_c)</th>
<th>$c_{p_c}$ (RT_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redlich Kwong (1949)</td>
<td>0.42748</td>
<td>0.08664</td>
<td>-</td>
</tr>
<tr>
<td>Wilson (1964)</td>
<td>0.42748</td>
<td>0.08664</td>
<td>-</td>
</tr>
<tr>
<td>Soave (1972)</td>
<td>0.42748</td>
<td>0.08664</td>
<td>-</td>
</tr>
<tr>
<td>Peng &amp; Robinson (1976)</td>
<td>0.45724</td>
<td>0.0778</td>
<td>-</td>
</tr>
<tr>
<td>Soave (1984)</td>
<td>0.42188</td>
<td>0.08333</td>
<td>0.04167</td>
</tr>
<tr>
<td>Patel, Teja &amp; Valderrama (1990)</td>
<td>0.66121 – 0.76105Z_c</td>
<td>0.02207 + 0.20868Z_c</td>
<td>0.57765 – 1.87080Z_c</td>
</tr>
<tr>
<td>Twu et al. (1995)</td>
<td>0.457236</td>
<td>0.0778</td>
<td>-</td>
</tr>
</tbody>
</table>

All of the parameters for the cubic EOS discussed thus far have been in terms of pure component properties—$\omega$, $T_c$, and $P_c$. To accommodate fluid mixtures, mixing rules must be used that define the cubic EOS parameters based on the pure fluid parameters. While there are a number of more modern mixing rules available, many of which are reviewed by Valderrama [2], simple van der Waals-type rules [1, 3] have been used here.

$$b_m = \sum_{i=1}^{n} y_i b_i$$

$$\Theta_m = \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j \Theta_{ij}$$

$$\Theta_{ij} = \begin{cases} \Theta_i, & \text{if } i = j \\ \sqrt{\Theta_i \Theta_j (1 - k_{ij})}, & \text{if } i \neq j \end{cases}$$  \tag{71}$$

Where $y$ represents the mole fraction of the component, and $n$ is the number of components in the system.
Estimation of Real Fluid Thermodynamic Properties

Thermodynamic properties or potentials are a measure of the amount of energy stored in a system. In this context, properties of interest are the enthalpy, \( H \), entropy, \( S \), heat capacity at constant pressure, \( C_p \), and at constant volume \( C_v \). With the exception of ideal-gas heat capacity, \( C_{igp} \), these properties are not directly measurable; rather they are derived from pressure-volume-temperature relationships. Moreover, excepting \( C_p \), it is not possible to estimate absolute values of these properties; only differences can be defined. These properties are referred to as state properties.

For ease of calculation, these state properties are estimated as departures from the ideal gas value. For any generic thermodynamic state property, \( M \), the departure function is defined as:

\[
M^d = M^i - M
\]  

(72)

where \( M^i \) is the ideal gas value of the thermodynamic property and \( M \) is the real gas value.

The departure functions for enthalpy and entropy are generated from the departure function for Gibbs free energy, \( G^d \). It can be shown that [3]:

\[
\frac{d}{dT} \left( \frac{G^d}{RT} \right) = \frac{\nu^d}{RT} dp - \frac{H^d}{RT^2} dT
\]

Thus at constant temperature:

\[
\frac{d}{dT} \left( \frac{G^d}{RT} \right) = \frac{\nu^d}{RT} dp
\]

The departure function for volume is simply defined:

\[
\frac{\nu^d}{RT} = \left( \frac{1 - Z}{p} \right)
\]

and, making the appropriate substitution:

\[
\frac{G^d}{RT} = \int_{0}^{p} \left( \frac{1 - Z}{p} \right) dp
\]

The enthalpy departure function can then be derived:

\[
\frac{H^d}{RT} = -T \left[ \frac{\partial}{\partial T} \left( \frac{G^d}{RT} \right) \right]_p
\]

\[
= -T \left[ \frac{d}{dT} \left( \int_{0}^{p} \left( \frac{1 - Z}{p} \right) dp \right) \right]_p
\]

\[
= T \int_{0}^{p} \frac{dZ}{dT} \left| \frac{dp}{p} \right|
\]

And, from the definition of Gibbs free energy:

\[
\frac{S^d}{R} = T \int_{0}^{p} \frac{dZ}{dT} \left| \frac{dp}{p} \right| - \int_{0}^{p} \left( 1 - Z \right) \frac{dp}{p}
\]
Therefore, based on Equation 69:

\[ \frac{G^d}{RT} = -\frac{\Theta}{RT(\delta^2 - 4\varepsilon)\frac{1}{2}} \ln \left[ \frac{2v + \delta - \left(\delta^2 - 4\varepsilon\right)^{\frac{1}{2}}}{2v + \delta + \left(\delta^2 - 4\varepsilon\right)^{\frac{1}{2}}} \right] + \ln \left[ Z\left(1 - \frac{b}{v}\right)\right] - Z + 1 \]  

(73)

\[ \frac{H^d}{RT} = \frac{T \frac{d\Theta}{dT} - \Theta}{RT(\delta^2 - 4\varepsilon)\frac{1}{2}} \ln \left[ \frac{2v + \delta - \left(\delta^2 - 4\varepsilon\right)^{\frac{1}{2}}}{2v + \delta + \left(\delta^2 - 4\varepsilon\right)^{\frac{1}{2}}} \right] - Z + 1 \]  

(74)

\[ \frac{S^d}{R} = -\frac{\frac{d\Theta}{dT}}{R(\delta^2 - 4\varepsilon)^{\frac{1}{2}}} \ln \left[ \frac{2v + \delta - \left(\delta^2 - 4\varepsilon\right)^{\frac{1}{2}}}{2v + \delta + \left(\delta^2 - 4\varepsilon\right)^{\frac{1}{2}}} \right] + \ln \left[ Z\left(1 - \frac{b}{v}\right)\right] \]  

(75)

The derivative of \( \Theta \) is the product of \( a \) and the derivative of the attractive term, \( \alpha \). Table 37 shows the first derivatives of the attractive term for all of the equations of state discussed here. The \( f(\omega) \) term present in several of the derivatives represents the polynomial term containing the Pitzer acentric factor and can be identified by comparing the results with those in Table 35.

Table 37. Derivatives of the attractive term used in the estimation of thermodynamic properties

<table>
<thead>
<tr>
<th>EOS</th>
<th>( \frac{\partial \alpha}{\partial T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redlich &amp; Kwong (1949)</td>
<td>(-\frac{1}{2TT_e^{1/2}})</td>
</tr>
<tr>
<td>Wilson (1964)</td>
<td>(\frac{\alpha}{T} \cdot f(\omega))</td>
</tr>
<tr>
<td>Soave (1972)</td>
<td>(-f(\omega)\sqrt{\frac{\alpha}{TT_c}})</td>
</tr>
<tr>
<td>Peng &amp; Robinson (1976)</td>
<td>(-f(\omega)\sqrt{\frac{\alpha}{TT_c}})</td>
</tr>
<tr>
<td>Soave (1984)</td>
<td>(-f(\omega)\sqrt{\frac{\alpha}{TT_c}})</td>
</tr>
<tr>
<td>Patel, Teja &amp; Valderrama (1990)</td>
<td>(-f(\omega, T_c)\sqrt{\frac{\alpha}{TT_c}})</td>
</tr>
<tr>
<td>Twu et al. (1995)</td>
<td>(\frac{T_r^{-0.171813}}{T_c} \cdot e^{0.125283} T_r^{-0.77634} \left[ \frac{0.171813}{T_r} + 0.222545 T_r^{0.77634} \left(\omega - 1\right) - \ldots \right])</td>
</tr>
</tbody>
</table>

The equation for heat capacity at constant volume can be integrated following substitution of Equation 69 to arrive at the departure function for \( C_v \):
\[ C_v^d = T \int_v^\infty \left( \frac{\partial^2 p}{\partial T^2} \right) dv = T d^2 \Theta / dT^2 \ln \left[ \frac{2v + \delta - \left( \delta^2 - 4\epsilon \right)^{\frac{1}{2}}}{2v + \delta + \left( \delta^2 - 4\epsilon \right)^{\frac{1}{2}}} \right] \]

At ideal gas conditions, the difference between \( C_p \) and \( C_v \) simplifies to the ideal gas constant, \( R \). This relationship is written fully as [1]:

\[ C_p = C_v - T \left( \frac{\partial p}{\partial T} \right)_T \left( \frac{\partial p}{\partial V} \right)_T \]

Table 38. Second derivatives of the attractive term used in the estimation of heat capacity.

<table>
<thead>
<tr>
<th>EOS</th>
<th>( \frac{\partial \alpha}{\partial T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redlich &amp; Kwong (1949)</td>
<td>[-\frac{3}{4T^2 - 2}]</td>
</tr>
<tr>
<td>Wilson (1964)</td>
<td>0</td>
</tr>
<tr>
<td>Soave (1972)</td>
<td>[\frac{f(\alpha)}{2T} \left( \frac{f(\alpha)}{T_c} + \sqrt{\frac{\alpha}{TT_c}} \right)]</td>
</tr>
<tr>
<td>Peng &amp; Robinson (1976)</td>
<td>[\frac{f(\alpha)}{2T} \left( \frac{f(\alpha)}{T_c} + \sqrt{\frac{\alpha}{TT_c}} \right)]</td>
</tr>
<tr>
<td>Soave (1984)</td>
<td>[\frac{f(\alpha)}{2T} \left( \frac{f(\alpha)}{T_c} + \sqrt{\frac{\alpha}{TT_c}} \right)]</td>
</tr>
<tr>
<td>Patel, Teja &amp; Valderrama (1990)</td>
<td>[\frac{f(\alpha,Z_c)}{2T} \left( \frac{f(\alpha,Z_c)}{T_c} + \sqrt{\frac{\alpha}{TT_c}} \right)]</td>
</tr>
</tbody>
</table>
| Twu et al. (1995)          | \[\left( \frac{\omega-1}{T_c} \right) e^{0.125283 \left( \frac{1}{T_c} \right)^{0.73644}} \left\{ \frac{0.096298 T_r 0.604527}{0.0495267 T_r^{2.38087}} - \ldots \right\} \]
|                           | \[... \frac{0.201333 T_r^{-1.171813}}{T_c} + \omega e^{0.516144 \left( \frac{1}{T_c} \right)^{2.20817}} \left\{ \frac{0.010754 T_r 0.597818}{T_c} + \ldots \right\} \]
|                           | \[... 1.27283 T_r^{2.80299} + 0.976228 T_r^{-1.607352} \] |

Rewriting the above relationship in terms of departure functions results in the relation below, which can be integrated with the substitution of Equation 69 for \( p \):

\[ C_p^d = R + T \int_v^\infty \left[ \frac{\partial^2 p}{\partial T^2} \right] dv + T \left( \frac{\partial p}{\partial T} \right)_T \left( \frac{\partial p}{\partial V} \right)_T \]

\[ = R + T d^2 \Theta / dT^2 \ln \left[ \frac{2v + \delta - \left( \delta^2 - 4\epsilon \right)^{\frac{1}{2}}}{2v + \delta + \left( \delta^2 - 4\epsilon \right)^{\frac{1}{2}}} \right] T \left( \frac{R}{v-b} - \frac{\Theta / dT}{v^2 + \delta v + \epsilon} \right) \]

\[ = R \left( \frac{RT}{v-b} - \frac{\Theta (2v+\delta)}{(v-b)^2} \right) \]

(77)
Solving Equations 77 and 76 to arrive at the constant volume and pressure heat capacity requires the second derivative of the attractive term of the cubic equation of state. The second derivatives are given in Table 38.

To calculate thermodynamic properties of mixtures, the mixing rules presented as Equation 71 have to be expanded to include the first and second derivatives of the attractive parameter. The mixing rule for the first derivative of $T$ is given as Equation 78, while the second derivative is listed as Equation 79.

\[
\frac{d\Theta_m}{dT} = \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j \frac{d\Theta_{ij}}{dT}, \quad \text{if } i = j
\]

\[
\frac{d\Theta_{ij}}{dT} = \left\{ \begin{array}{ll}
\frac{d^2\Theta_i}{dT^2}, & \text{if } i = j \\
\frac{(1 - k_{ij})}{2\Theta_i \Theta_j} \left(\Theta_i \frac{d^2\Theta_j}{dT^2} + \Theta_j \frac{d^2\Theta_i}{dT^2} + \Theta_i \frac{d\Theta_j}{dT} + \Theta_j \frac{d\Theta_i}{dT}\right), & \text{if } i \neq j
\end{array} \right.
\]

\[
\frac{d^2\Theta_m}{dT^2} = \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j \frac{d^2\Theta_{ij}}{dT^2}
\]

\[
\frac{d^2\Theta_{ij}}{dT^2} = \left\{ \begin{array}{ll}
\frac{d^2\Theta_i}{dT^2}, & \text{if } i = j \\
\frac{(1 - k_{ij})}{4\Theta_i \Theta_j} \left(\Theta_i \frac{d\Theta_j}{dT} + \Theta_j \frac{d\Theta_i}{dT}\right)^2, & \text{if } i \neq j
\end{array} \right.
\]

**Estimation of Ideal Gas Properties**

As discussed in Estimation of Real Fluid Thermodynamic Properties, Thermodynamic properties of real fluids are calculated as departures from the ideal gas behavior. Thus, this section briefly identifies the methods used to calculate the ideal-gas values of enthalpy, entropy, and constant pressure heat capacity.

Aly and Lee [4] proposed a set of accurate self-consistent equations for to calculating enthalpy, entropy and heat capacity. The form of the Aly and Lee equations have been adopted by many organizations, such as the AIChE sponsored DIPPR® 801 project, which maintains a database of critically evaluated process design data. The equations for heat capacity, enthalpy, and entropy are reproduced below for convenience.

\[
C_p^{ig} = A + B \left[ \frac{C/\gamma}{\sinh[C/\gamma]} \right]^2 + D \left[ \frac{E/\gamma}{\cosh[E/\gamma]} \right]^2
\]

\[
H^{ig} = \int_0^T C_p^{ig} dT
\]

\[
= AT + BC \coth\left( \frac{C}{T} \right) - DE \tanh\left( \frac{E}{T} \right) + HCON
\]
\[ S_{ig} = \left[ \frac{\int_{0}^{\infty} C_{pg} dT}{T} \right] - \ln \left( \frac{P}{P_{o}} \right) \]

\[ = A \ln(T) + B \left[ \frac{C}{T} \coth \left( \frac{C}{T} \right) - \ln \left( \sinh \left( \frac{C}{T} \right) \right) \right] - \ldots \]

\[ \ldots + D \left[ \frac{E}{T} \tanh \left( \frac{E}{T} \right) - \ln \left( \cosh \left( \frac{E}{T} \right) \right) \right] + SCON - \ln \left( \frac{P}{P_{o}} \right) \tag{82} \]

In Equations 80, 81, and 82, tabulated constants are represented by variables A through E, and HCON and SCON are integration constants, the value of which depends on the reference enthalpy and entropy chosen. The tabulated constants can be found in a number of different data compilations such as the DIPPR® 801 database or National Institute of Standards and Technology TRC publications.

**Estimation of Transport Properties**

Estimation of transport properties is important for understating flow and heat transfer processes, such as those encountered in CO\(_2\) pipelines and injection strings. Transport properties of interest in this context are viscosity and thermal conductivity. The methods used to estimate viscosity and thermal conductivity of real gases in this work were proposed by Chung et al., [5] and modified for high pressure application by Reid, Prausnitz, and Poling [1]. However, the details of the calculation methods will be not be reproduced here as, while being relatively simple to implement, the calculation of thermal conductivity and viscosity involve over a dozen equations each.

**Comparison of Cubic EOS**

Designing CO\(_2\) transport and injection systems requires most accurate properties data available. Thus, the best cubic EOS for design applications will be the most accurate across the range of conditions that are encountered in transport and injection systems. As discussed in the Modeling CO\(_2\) Transport by Pipeline chapter, CO\(_2\) pipeline systems operates at pressures between approximately 8 MPa and 15 Mpa at roughly atmospheric temperatures. In the CO\(_2\) injection string, similar ranges of pressure would likely be encountered, but the temperatures will range from atmospheric to temperatures on the order of 100°C.

The accuracy of the EOS described here was assessed by comparing physical properties of pure-CO\(_2\) calculated by the parameterizations against the same properties calculated by the EOS of Span and Wagner[6] and the transport property correlations of Vesovic et al. [7]. The EOS of Span and Wagner is considered the “reference” EOS for pure CO\(_2\) and is estimated to be within ±0.03% to ±0.05% of the true value for compressibility. Similarly, the correlations of Vescovic et al. are the reference correlations for viscosity and thermal conductivity, and are estimated to have an error of less than 2% in range of conditions considered.

The physical properties compared for each cubic EOS in Figure 77 are, from left to right, the compressibility, enthalpy, entropy, heat capacity (at both constant pressure and constant volume), viscosity, and thermal conductivity. Each parameterization was assessed across the same range of pressure—7 MPa to 15 MPa—and the same range of temperature—between 270 K and 370 K.
Figure 77. Relative error (i.e., the difference between the estimated and actual values, divided by the actual value) for seven parameters, estimated with the seven cubic EOS presented here. For each EOS, the seven lines correspond to (from left to right) Z, H, S, Cp, Cv, η, and λ. The upper end of each line corresponds to the first quartile; the lower end to the third quartile; and, the dash-mark to the median.

The measures compared in Figure 77 are the medial, 25\textsuperscript{th} percentile, and 75\textsuperscript{th} percentile relative errors. The 25\textsuperscript{th} and 75\textsuperscript{th} percentile errors have been chosen as a basis for comparison as opposed to the minimum and maximum errors for two reasons: the range of temperatures includes the critical point where all EOS are notoriously inaccurate, and; the enthalpy crosses zero in this range of conditions, and thus is subject to extremely large relative errors (as the relative error is normalized to the absolute value of the enthalpy). Table 39 presents the numerical results in more detail.

Based on this analysis, the EOS proposed by Peng and Robinson (PR) is the most accurate, followed closely by the Patel-Teja-Valderamma (PTV) EOS. This agrees with general process engineering industry practice, in which the Peng-Robinson EOS is the standard. Thus, while all seven of the equations of state are available in each model developed in this report, all of the models default to using the PR EOS, and all of the results presented here are based on properties predicted with the PR EOS.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measure</th>
<th>PR</th>
<th>SRK</th>
<th>RK</th>
<th>W</th>
<th>S84</th>
<th>T95</th>
<th>PTV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z Error</td>
<td>Median</td>
<td>0.5</td>
<td>11.0</td>
<td>8.0</td>
<td>11.7</td>
<td>9.9</td>
<td>0.5</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>-1.5</td>
<td>4.4</td>
<td>-2.6</td>
<td>7.8</td>
<td>4.4</td>
<td>-1.7</td>
<td>-0.5</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>4.4</td>
<td>14.9</td>
<td>14.9</td>
<td>16.2</td>
<td>14.0</td>
<td>4.2</td>
<td>5.8</td>
</tr>
<tr>
<td>H Error</td>
<td>Median</td>
<td>-0.3</td>
<td>-0.9</td>
<td>-15.4</td>
<td>2.7</td>
<td>-0.8</td>
<td>-0.8</td>
<td>-0.8</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>-2.5</td>
<td>-3.1</td>
<td>-16.9</td>
<td>1.5</td>
<td>-3.0</td>
<td>-3.0</td>
<td>-2.8</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>3.7</td>
<td>0.4</td>
<td>-11.4</td>
<td>8.4</td>
<td>0.6</td>
<td>3.1</td>
<td>3.2</td>
</tr>
<tr>
<td>S Error</td>
<td>Median</td>
<td>-0.2</td>
<td>0.2</td>
<td>-5.7</td>
<td>1.9</td>
<td>0.3</td>
<td>-0.4</td>
<td>-0.3</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>-1.1</td>
<td>-0.7</td>
<td>-8.2</td>
<td>1.3</td>
<td>-0.6</td>
<td>-1.3</td>
<td>-1.2</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>0.5</td>
<td>0.7</td>
<td>-1.9</td>
<td>2.6</td>
<td>0.8</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>C P Error</td>
<td>Median</td>
<td>-0.9</td>
<td>-0.5</td>
<td>-7.5</td>
<td>-2.8</td>
<td>-12.9</td>
<td>-7.8</td>
<td>-1.1</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>-5.5</td>
<td>-4.3</td>
<td>-12.8</td>
<td>-6.4</td>
<td>-17.7</td>
<td>-11.3</td>
<td>-5.3</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>7.7</td>
<td>8.6</td>
<td>-5.4</td>
<td>4.0</td>
<td>-10.5</td>
<td>-3.3</td>
<td>6.7</td>
</tr>
<tr>
<td>C V Error</td>
<td>Median</td>
<td>-7.3</td>
<td>-5.2</td>
<td>-6.1</td>
<td>-28.9</td>
<td>-51.0</td>
<td>-30.7</td>
<td>-7.2</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>-11.5</td>
<td>-9.4</td>
<td>-9.7</td>
<td>-31.3</td>
<td>-62.5</td>
<td>-31.4</td>
<td>-11.3</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>-2.3</td>
<td>1.6</td>
<td>2.1</td>
<td>-20.5</td>
<td>-32.8</td>
<td>-22.6</td>
<td>-2.8</td>
</tr>
<tr>
<td>η Error</td>
<td>Median</td>
<td>4.0</td>
<td>-10.4</td>
<td>-3.6</td>
<td>-13.0</td>
<td>-10.0</td>
<td>3.8</td>
<td>-0.8</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>-3.8</td>
<td>-22.0</td>
<td>-24.6</td>
<td>-21.5</td>
<td>-20.3</td>
<td>-3.7</td>
<td>-6.9</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>9.0</td>
<td>6.7</td>
<td>10.2</td>
<td>5.4</td>
<td>6.7</td>
<td>9.2</td>
<td>8.7</td>
</tr>
<tr>
<td>λ Error</td>
<td>Median</td>
<td>6.5</td>
<td>-3.9</td>
<td>-3.1</td>
<td>-8.4</td>
<td>-12.2</td>
<td>0.7</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>1.8</td>
<td>-6.8</td>
<td>-8.2</td>
<td>-13.3</td>
<td>-17.3</td>
<td>-4.4</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>12.9</td>
<td>2.4</td>
<td>6.0</td>
<td>-4.7</td>
<td>-7.9</td>
<td>9.6</td>
<td>9.8</td>
</tr>
</tbody>
</table>

**Properties of Crude Oils**

Crude oils are complex mixtures of hydrocarbons, ranging from light ends (e.g., CH$_4$ and C$_2$H$_6$) to polyaromatic hydrocarbons (e.g., pyrene), organometalic compounds (e.g., porphyrins), and heteroatomic compounds (e.g., thiophene). While advances have been made in lumping large groups of constituents into pseudocomponents, and modeling crude oils using cubic EOS [2], this requires assay results for the specific oil. The alternative to using EOS is to use generic correlations for crude oil properties.

In the modeling work performed in this report, only two crude oil properties are of interest: oil viscosity and oil formation volume factor. Density of the crude oil (i.e., the API gravity), and the gas-oil ratio must be known to assess these properties.

**Estimation of Oil Viscosity**

Crude oil is categorized as “live” or “dead” depending on whether the oil contains gases in solution. At initial reservoir conditions, oil is considered to be live and, thus, contains light ends that are liberated as the reservoir pressure falls and oil is brought to the surface. Correlations for live-oil viscosity are based on the dead-oil viscosity, which is a correlated with temperature and API gravity. Live oil viscosity is then a function of the dead oil viscosity and the gas-oil ratio, $R_s$ (i.e., the ratio of produced gas to produced oil).

The correlations tested for the dead-oil viscosity are listed in Table 40, including the region of the oils used in developing the correlation. Typical results from at each correlation at two temperatures for a range of API gravities are shown in Figure 78.
Table 40. The correlations tested for dead-oil viscosity and the valid temperature and API gravity ranges for these correlations.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Oil Region</th>
<th>Temperature Range (°F)</th>
<th>API Gravity Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beal [8]</td>
<td>California</td>
<td>100 – 220</td>
<td>10.1 – 52.2</td>
</tr>
<tr>
<td>Beggs &amp; Robinson [9]</td>
<td>N/A</td>
<td>70 – 295</td>
<td>16 – 58</td>
</tr>
<tr>
<td>Glaso [10]</td>
<td>North Sea</td>
<td>100 – 300</td>
<td>20.1 – 45.8</td>
</tr>
<tr>
<td>Egbobah &amp; Ng [11]</td>
<td>N/A</td>
<td>41 – 176</td>
<td>5 – 58</td>
</tr>
<tr>
<td>Naseri et al. [16]</td>
<td>Iran</td>
<td>105 – 295</td>
<td>17 – 44</td>
</tr>
</tbody>
</table>

Figure 78. Typical results for the dead-oil viscosity correlations available in the models, showing the range of possible viscosities depending on the correlation chosen, the API gravity, and the system temperature.

The viscosity estimated with these correlations is strongly dependent on both the system temperature and the type of crude oil used to develop the correlation, as can be seen in Figure 78 (note the logarithmic scale). However, even when these factors are known, the estimated dead-oil viscosity can only be considered an order of magnitude estimate [17].

Correlations for live-oil viscosity are listed in Table 41, including the region of the oils used in developing the correlation and the valid range of gas-oil ratios for the correlation (in industry standard units of standard cubic feet, scf, per stock-tank barrel, STB). Typical results from each correlation for two temperatures and a range of gas-oil ratios are shown in Figure 79.

For a given dead oil viscosity and gas-oil ratio, variation in the predicted live-oil viscosity between correlations is much smaller than the corresponding variation for the dead-oil viscosity. Moreover, the large difference between dead-oil viscosities (for a given API gravity) estimated by the different correlations shown in Figure 78 is reduced somewhat in the calculation of the live-oil viscosity. For example, at 38 °C, a 30° API crude oil could have a viscosity ranging from 17 cp to 7 cp depending on the correlation used. Under saturated conditions, the same oil with a gas-oil ratio of 1100 scf/STB would have a live-oil viscosity between 1.6 cp and 0.7 cp, depending on the live-oil correlation chosen.

Table 41. The correlations tested for live-oil viscosity and the valid temperature and API gravity ranges for these correlations.
<table>
<thead>
<tr>
<th>Correlation</th>
<th>Number</th>
<th>Region</th>
<th>$R_s$ Range (scf/STB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chew &amp; Connally [18]</td>
<td>1</td>
<td>California</td>
<td>51 – 3544</td>
</tr>
<tr>
<td>Beggs &amp; Robinson [9]</td>
<td>2</td>
<td>N/A</td>
<td>20 – 2,070</td>
</tr>
<tr>
<td>Kartoatmodjo &amp; Schmidt [13]</td>
<td>3</td>
<td>North Sea</td>
<td>0 – 2,890</td>
</tr>
<tr>
<td>Petrosky &amp; Farshad [14]</td>
<td>4</td>
<td>Middle East</td>
<td>21 – 1,885</td>
</tr>
<tr>
<td>Dindoruk &amp; Christman [19]</td>
<td>6</td>
<td>Worldwide</td>
<td>133 – 3,050</td>
</tr>
</tbody>
</table>

**Figure 79.** Typical results for the live-oil viscosity correlations available in the models, showing the range of possible viscosities depending on the correlation chosen, $R_s$, and the system temperature.

## Estimation of Oil Formation Volume Factor

As discussed previously, oil at reservoir conditions contains dissolved gas (in proportion to the gas-oil ratio). At the surface, where the oil is under near-atmospheric pressures and temperatures (i.e., stock-tank conditions), gas is liberated from solution, and the volume of oil decreases relative to the volume at reservoir conditions. The ratio of oil volume at reservoir conditions to volume at stock-tank conditions is known as the formation volume factor, $B_o$.

The correlation for the formation volume factor used in this work is the Standing correlation (reproduced in [17]). Using the gas-oil ratio, $R_s$, the gas and oil specific gravities, $\gamma_g$ and $\gamma_o$, respectively, and the reservoir temperature in °F, $T_F$, the formation volume factor at or below the bubble point, $B_{ob}$, can be predicted:

$$B_{ob} = 0.9759 + 12\left[10^{-5}\right]^{1.2}$$

$$C_{Bob} = R_s \left(\frac{\gamma_g}{\gamma_o}\right) + 1.25T_F$$

(83)

At pressures above the bubble point, the formation volume factor can be estimated from Equation 83 using:

$$B_o = B_{ob} \exp\left[\kappa_o (p_b - p)\right]$$

(84)

Where, $p_b$ is the bubble point pressure in psia, and $\kappa_o$ is the isothermal compressibility of the oil (psia$^{-1}$).
When bubble point pressure and isothermal compressibility are not known, they can be calculated using Equations 85 and 86, developed by Standing, and Vazquez and Beggs [17].

\[
p_b = 18.2 \left( C_{pb} - 1.4 \right)
\]

\[
C_{pb} = 10^{(0.00091T_r - 0.0125\gamma_{sat}) \left( \frac{R_g}{\gamma_s} \right)^{0.83}}
\]

(85)

\[
\kappa_p = \frac{-1443 + 5R_g + 17.2 T_F - 1180\gamma_s + 12.61\gamma_{API}}{10^5 p}
\]

(86)

The estimated bubble point is estimated to and accuracy of approximately 15%, while the estimated isothermal compressibility may be in error by as much as 50% at high pressures (i.e., approaching the maximum pressure of the correlation, which is 9500 psia or 66 MPa) [17].
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Oil Recovery Methods

Oil recovery methods can be grouped into conventional and enhanced methods. Conventional recovery involves production of oil through natural reservoir pressure caused by gas expansion (i.e., gas drive) or water influx (i.e., waterdrive), through pumping (i.e., artificial lift). Conventional recovery also encompasses waterflooding, where water is injected into the reservoir to maintain reservoir pressure and displace residual oil. Conventional recovery ceases when the oil production rate is too low to offset the cost of operating the field. At this point, typically 40% to 60% of the original oil in place (OOIP) remains trapped in the reservoir [1].

Enhanced oil recovery (EOR) methods allow additional oil to be economically extracted from the reservoir above that extracted via conventional production, and can generally be categorized into three broad classes: thermal, chemical, and gas [2]. Thermal methods include steam and hot water injection, and in-situ combustion. Chemical recovery methods include polymer and surfactant flooding. Gas methods include injection of both miscible and immiscible gases, such as light hydrocarbons (e.g., propane, butane), CO$_2$, and flue gases.

CO$_2$ can be used in two distinct EOR processes: immiscible and miscible flooding. In the immiscible CO$_2$-flood process, the CO$_2$ acts to improve oil recovery by dissolving in the oil, causing it to swell, and reducing both density and viscosity of the oil [2]. In the miscible CO$_2$-flooding process, reservoir pressure is high enough to cause the CO$_2$ to become completely miscible with the reservoir oil, greatly increasing displacement efficiency in areas contacted by the displacing fluid [2, 3].

Under field conditions, miscible CO$_2$-flooding allows an additional 10 to 15% of the OOIP to be recovered [1]. Immiscible CO$_2$-flooding does not increase recovery efficiencies to the same extent as miscible flooding and, to date, has been employed infrequently [4]. However, the miscible CO$_2$-flooding process can only be implemented on reservoirs that meet a number of screening criteria. Table 42, describes screening criteria suggested by a number of authors.

For miscibility to develop between the reservoir oil and injected CO$_2$, the reservoir pressure must be greater than the minimum miscibility pressure (MMP) for the reservoir oil. This criteria is explicitly addressed by the criteria proposed by the National Petroleum Council [5] and Shaw and Bachu [5]. All of the other authors criteria presented in Table 42 imply that MMP must be greater than reservoir pressure. In addition to MMP, oil density (reflected by the API gravity) and residual saturation to waterflooding, $S_{or}$, are important screening criteria.

A large number of papers discuss methods to estimate MMP (e.g. Holm and Josendal [6], Yellig and Metcalfe [7], Wang and Orr [8]). Additionally, an overview of miscibility, laboratory measurement of MMP, and MMP predictive methods can be found in monographs by Stalkup [3] and Green and Willhite [2].
Table 42. Proposed screening criteria for miscible CO₂-flooding compiled by Shaw and Bachu [9], modified to include criteria proposed by Stalkup [3] and Kovscek [10], as well as a more recent NPC report [5].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Crude Oil Criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ (°API)</td>
<td>&gt;30</td>
<td>&gt;30</td>
<td>&gt;35</td>
<td>30-45</td>
<td>i) &lt;27 ii) 27-30 iii) &gt;30</td>
<td>&gt;40</td>
<td>&gt;27</td>
<td>&gt;26</td>
<td>&gt;25</td>
<td>i) 22-27.9 ii) 28-31.9 iii) 32-39.9 iv) &gt;40</td>
<td>27-48</td>
<td>&gt;22</td>
</tr>
<tr>
<td>μ (mPa s)</td>
<td>&lt;3</td>
<td>&lt;12</td>
<td>&lt;5</td>
<td>&lt;10</td>
<td>&lt;12</td>
<td>&lt;2</td>
<td>&lt;12</td>
<td>&lt;15</td>
<td>&lt;10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reservoir Criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T (°C)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;91</td>
<td>31-120</td>
</tr>
<tr>
<td>p (MPa)</td>
<td>7.6</td>
<td>10.3</td>
<td>8.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G (kPa/m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;17.4</td>
<td></td>
</tr>
<tr>
<td>k (md)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;5</td>
<td>&gt;10</td>
</tr>
<tr>
<td>d (m)</td>
<td>&gt;914</td>
<td>&gt;607</td>
<td>&gt;762</td>
<td>i) &gt;2195 ii) &gt;1676 iii) &gt;762</td>
<td>&lt; 2987</td>
<td>&gt;607</td>
<td></td>
<td>i) &gt;1219 ii) &gt;1006 iii) &gt;853 iv) &gt;762</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>So</td>
<td>&gt;0.25</td>
<td>&gt;0.25</td>
<td>&gt;0.25</td>
<td>&gt;0.25</td>
<td>&gt;0.30</td>
<td>&gt;0.20</td>
<td>&gt;0.30</td>
<td>&gt;0.20</td>
<td>&gt;0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C (kg/m³)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;10</td>
<td></td>
</tr>
<tr>
<td>kh (m³)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;10⁻¹⁴</td>
<td></td>
</tr>
<tr>
<td>SₜΦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;0.05</td>
<td></td>
</tr>
<tr>
<td>p/MMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;1</td>
<td>&gt;0.95</td>
</tr>
</tbody>
</table>
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Numerical Modeling of the Wellbore Environment

Estimating the pressure drop across a CO$_2$ injection well (or any segment of an injection well) begins with a total energy balance on the flowing fluid, which can be written:

$$dH + \frac{g}{g_c}dh + \frac{u}{g}du = dQ + dW$$  \hspace{1cm} (87)

In Equation 87: $H$ is the fluid enthalpy; $h$ is height relative to the well bottom; $g$ is acceleration due to gravity; $g_c$ is a conversion factor for converting force units (in SI, equal to unity); $u$ is fluid velocity; $Q$ is heat transfer; and, $W$ is flow work.

Because there is no flow work being done (i.e., pump or turbine work) and the kinetic energy change is negligible, both $dW$ and $du$ can be eliminated. Thus, Equation 87 accounts for pressure-volume work ($dH$), changes in potential energy ($dh$), and heat transfer. Equation 87 can then be integrated in the direction of flow (i.e., from point 1, upstream, to point 2, downstream) to yield:

$$H_2 - H_1 + \frac{g}{g_c}(h_2 - h_1) = Q$$  \hspace{1cm} (88)

Pressure does not appear explicitly in Equation 88; however, enthalpy is a function of pressure and temperature. Since the upstream pressure and temperature are known, the upstream enthalpy can be calculated (see the Estimation of Physical Properties chapter for the analytical relationship between enthalpy, pressure, temperature). Thus, assuming the heat transfer term is known, Equation 88 can be rearranged to solve for the enthalpy of the downstream fluid.

Because the downstream enthalpy is a function of pressure and temperature, a second energy balance must be used to determine the downstream pressure. Equation 89 shows the differential form of this mechanical energy balance.

$$\frac{c}{g_c}du + \frac{1}{v}dp + \frac{g}{g_c v^2}dh + \frac{2 f_r c^2}{g_c D_i}dL = 0$$  \hspace{1cm} (89)

In Equation 89: $c$ is a constant equal to the product of density, $\rho$, and fluid velocity, $u$; $g$ is acceleration due to gravity; $g_c$ is the conversion factor for converting force units (in the SI system of units, this is equal to unity); $v$ is the specific volume of fluid; $p$ is pressure; $f_r$ is the fanning friction factor; $D_i$ is the pipeline diameter; and $L$ is tubing length.

Following the derivation in Pipe Segment Engineering and Design in the Modeling CO$_2$ Transport by Pipeline chapter, Equation 89 is simplified (i.e., assuming kinetic energy changes are negligible and average compressibility), and solved for downstream pressure resulting in:
\[ p_2 = \sqrt{p_1^2 - \frac{2g \rho Z_{ave} M (h_2 - h_1)}{g_c Z_{ave} R T_{ave}} - 6 \frac{Z_{ave} R T_0 f_p \phi^2 \Delta L}{g_c \pi^2 D^4 M}} \]  

(90)

where: \( p_{ave} \) is average pressure; \( T_{ave} \) is average temperature; \( R \) is the ideal gas constant; \( M \) is the fluid molecular weight; \( Z_{ave} \) is the fluid compressibility calculated at \( p_{ave} \) and \( T_{ave} \); \( \dot{m} \) is the mass flow rate; and, \( \Delta L \) is the tubing segment length.

The average temperature, \( T_{ave} \), required in Equation 90 is calculated using Equation 91. Because pressure varies non-linearly along the pipeline, the average pressure, \( P_{ave} \), is calculated using Equation 92 [1].

\[ T_{ave} = \frac{T_1 + T_2}{2} \]  

(91)

\[ P_{ave} = \frac{2}{3} \left( p_2 + p_1 - \frac{p_2 p_1}{p_2 + p_1} \right) \]  

(92)

Using Equation 90, the downstream pressure can be calculated following the iterative method described in Pipe Segment Engineering and Design in the Modeling CO2 Transport by Pipeline chapter. Thus, both pressure and enthalpy are known at the well bottom, and temperature can therefore be estimated using a root finding algorithm (e.g., van Wijngaarden-Dekker-Brent) on Equation 91.

As noted previously, the heat transfer term in Equation 88 must also be calculated to arrive at the BHIP. The heat transfer calculations follow the approach outlined by Willhite [2] with the solution for transient radial heat transfer to the surrounding rock proposed by Ramey [3]. Figure.80 shows the important parameters relevant to the heat transfer problem over a cross-section of the wellbore.

As Figure.80 shows, the wellbore is simplified to: tubing, containing the flowing fluid; an annulus between the casing and tubing, filled with brine; cement between the formation and the sandface; and, the surrounding rock. Resistance to heat transfer from the tubing and casing is ignored, as the conductivity of the steel used in the tubing and casing is at least an order of magnitude larger than any other conductivity in the system.

If only radial heat transfer is considered, the heat transfer between the flowing fluid and the wellbore can be written as:

\[ Q = \frac{(T_s - T_b)}{\sum R_{th}} \]  

(93)

In Equation 93, \( T_s \) is the bulk temperature of the flowing fluid, \( T_b \) is the temperature of the undisturbed rock, and \( R_{th} \) is resistance to heat transfer. In this case, the bulk temperature of the flowing fluid is calculated as the average of the upstream and downstream temperatures (i.e, Equation 91). If the temperature of the rock is higher than the temperature of the flowing fluid, energy is transferred to the fluid, and \( q \) is greater than zero.

The temperature of the undisturbed rock at depth, \( d \), is calculated using the geothermal gradient, \( G \):

\[ T_r = T_s + G d \]  

(94)

where, \( T_s \) is the surface temperature and \( G \) is typically approximately 25 °C per kilometer [4, 5].

Neglecting radiative heat transfer between the tubing and casing, the expression for resistance to heat transfer needed in Equation 93 is derived by Willhite as [2]:

\[ \sum R_{th} = \frac{1}{\pi \Delta L k_b N_{it} D} + \frac{\ln(r_c / r_i)}{2\pi \Delta L k_p N_{it} g} + \frac{\ln(r_{th} / r_c)}{2\pi \Delta L k_r} + \frac{f(t)}{2\pi \Delta L k_r} \]  

(95)

where: \( k \) is the thermal conductivity of the bulk tubing fluid (b), annulus fluid (a), concrete (c), and rock (r); \( Nu \) is the Nusselt number with characteristic length of the tubing diameter \( D \) and tubing-annulus gap \( \delta \); \( r \) are the radii defined in Figure.80; and, \( f(t) \) is the time function developed by Ramey [3].
From left to right, the terms in Equation 95 account for heat transfer between the flowing fluid and the tubing (via forced convection), across the annular space (via natural convection), and across the cement into the formation (via conduction). The Nusselt number for forced convection is calculated using the correlation of Sieder & Tate [6] and the for natural convection, using the correlation of MacGregor & Emery [7]. Properties of the casing fluid, required to calculate the annular Nusselt number, are estimated using the correlations of Batzle & Wang presented by Adams & Bachu [8].

The BHIP and bottomhole temperature are calculated using a finite-difference method: the wellbore is broken into $n$ segments, and the pressure and temperature are calculated at the bottom of each segment (starting from the wellhead conditions) using Equations 88, 90, and 93. Because the heat transfer term (Equation 93) is a function of the flowing bulk fluid properties, which are related by temperature and pressure to the downstream enthalpy calculated from Equation 88, an iterative solution method is required for each segment. The iteration scheme is illustrated is Figure 81.
Thus, Equations 88, 90, 93 and the iteration scheme presented in Figure 81 combine to form the wellbore flow model. Using the wellbore flow model with the illustrative parameter values presented in Table 43 for different mass flow rates generates the pressure distribution shown in Figure 82.
Table 43. Illustrative values for the wellbore flow model parameters.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Deterministic Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well Completion</td>
<td></td>
</tr>
<tr>
<td>Wellbore Length (m)</td>
<td>1000</td>
</tr>
<tr>
<td>Wellbore Angle (θ)</td>
<td>90</td>
</tr>
<tr>
<td>Tubing Diameter (m)</td>
<td>0.076</td>
</tr>
<tr>
<td>Casing Diameter (m)</td>
<td>0.152</td>
</tr>
<tr>
<td>Wellbore Diameter (m)</td>
<td>0.254</td>
</tr>
<tr>
<td>Pipe Roughness (mm)</td>
<td>0.0457</td>
</tr>
<tr>
<td>Annulus Salt Concentration (ppm)</td>
<td>100000</td>
</tr>
<tr>
<td>Cement Thermal Conductivity (W/m K)</td>
<td>0.87</td>
</tr>
<tr>
<td>Geological</td>
<td></td>
</tr>
<tr>
<td>Ground Temperature (°C)</td>
<td>13.79</td>
</tr>
<tr>
<td>Geothermal Gradient (°C)</td>
<td>10.3</td>
</tr>
<tr>
<td>Rock Thermal Conductivity (W/m K)</td>
<td>2.6</td>
</tr>
<tr>
<td>Rock Thermal Diffusivity (m²/d)</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Figure 82. Results from the wellbore flow model for pressure as a function of depth for mass flow rates between 0.1 Mt CO₂ per year and 1.25 Mt CO₂ per year.

The results in Figure 82 show that increasing the mass flow rate reduce the bottom hole pressure for all well depths at fixed wellhead conditions. At flow rates between 1 and 1.25 Mt per year of CO₂ injected, the pressure gradient becomes negative, resulting in BHIP lower than the wellhead pressure. At the other extreme, flow rates less than 0.1 Mt CO₂ per year result in flowing pressure losses so small that the BHIP is nearly the same as hydrostatic fluid pressure.
While the relationship between pressure and mass flow rate is monotonic, the relationship between temperature and mass flow rate is more complex, as Figure 83 shows. At flow rates between 1 Mt CO$_2$ per year and 1.25 Mt CO$_2$ per year, bottomhole temperature decreases with increasing flow rates. At lower mass flow rates, temperature passes through a maximum between 0.5 Mt CO$_2$ per year and 0.25 Mt CO$_2$ per year.

Because of the strong dependence of injection rates on BHIP, the pressure is much more important than temperature in the context of the EOR performance model developed here. Thus, it is important to know how the well completion and geological parameters affect the BHIP. Figure 84 presents the results of a sensitivity analysis on heat transfer related parameters in the wellbore flow model, where parameter value differences are relative to the base values listed in Table 43, with a mass flow rate of 0.5 Mt CO$_2$ per year, time of 365 days, wellhead pressure of 15 MPa, and wellhead temperature of 298 K.

Parameters included in Figure 84 do not include the tubing, casing and wellbore diameters, as they are not independent parameters (e.g., smaller tubing means smaller casing can be used). Figure 84 shows that changes to the parameters related to the heat transfer calculation (Equation 93) have a very small influence on the calculated BHIP. For example, a 50% change in the surface temperature changes the calculated BHIP by only 16 kPa. Moreover, the BHIP is less sensitive to changes in all other heat transfer related parameters.

Figure 85 shows the sensitivity of BHIP to changes in wellbore flow model non-heat transfer related parameter values, where base values are defined in Table 43. Of the parameters considered in Figure 85, BHIP is least sensitive to materials roughness—200 kPa for a 50% change—and most sensitive to surface pressure—9 MPa for a 50% change. The sensitivity of BHIP to changes in heat transfer related parameters is at least an order of magnitude smaller than the sensitivities shown in Figure 85. Thus relatively speaking, BHIP is nearly insensitive to changes in heat transfer related parameter values.
Figure 84. Sensitivity of BHIP to changes in the heat transfer related input parameter values listed in Table 43, where the difference from the base parameter value is calculated as \((x-x_{\text{base}})/x_{\text{base}}\).

Figure 85. Sensitivity of BHIP to changes in non-heat transfer related input parameter values listed in Table 43, where the difference from the base parameter value is calculated as \((x-x_{\text{base}})/x_{\text{base}}\).
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Arial Extent of CO₂ Plume Size in Aquifer Injection

Methods to estimate the aerial extent of a CO₂ plume were developed by both Saripalli and McGrail [1] and Nordbotten et al [2]. Both these methods are extensions of the Buckley-Leverett equation [3], describing the immiscible displacement of one fluid by another, solved for a radial system. However, these authors make different assumptions about the displacement of brine by CO₂. Saripalli and McGrail [1] implicitly assume that the displacement is stable (i.e. the endpoint mobility ratio, $M$, is less than one) while Nordbotten et al [2] assume that the displacement is unstable, and significant viscous fingering occurs. Assuming equal endpoint relative permeabilities ($k_{rw}$ and $k_{rc}$ for brine and CO₂, respectively), the mobility ratio in displacement of brine by CO₂ will be much greater than ten. Thus, the approach taken by Nordbotten et al [2] is more appropriate for this type of displacement.

While the results obtained by Nordbotten et al [2] agree broadly with Buckley-Leverett theory, their derivation is difficult to follow and does not follow typical conventions in the reservoir engineering field. For convenience, their result is derived here using the similar assumptions—namely, effects of capillary pressure are negligible, fluids are incompressible, and the reservoir petrophysical properties are homogeneous—using arguments analogous to those used by Dake [3] for an unstable, horizontal displacement.

The system modeled is illustrated in Figure 86. For a differential cylindrical volume of this system, the volumetric balance on the CO₂ phase can be written:

$$\phi \frac{d\bar{S}_c(r,t)}{dt} + \nabla \cdot q_c(r,t) = 0$$

(96)
where: $\bar{S}_c$ is the vertically averaged saturation of CO$_2$, $\phi$ is the reservoir porosity, $q_c$ is the flux of CO$_2$, $r$ represents radial distance from the injection well, and $t$ is time. Assuming drainage (i.e., CO$_2$ is displacing brine in a brine-wet reservoir), the vertically averaged saturation of CO$_2$, $\bar{S}_c$, is defined as:

$$\bar{S}_c = \beta(1 - S_{wc}) \quad (97)$$

Darcy’s law for the brine and CO$_2$ phases can be written as:

$$q_c = -K\beta\lambda_c \nabla p_c \quad (98)$$

$$q_w = -K(1 - \beta)\lambda_w \nabla p_w \quad (99)$$

In equations 98 and 99 $K$ is the intrinsic permeability of the reservoir, $\beta$ is the fraction of the reservoir thickness invaded by the CO$_2$ plume, $\lambda$ is the phase mobility ($k_r/u$), and $\nabla p$ is the pressure gradient.

Since the fluids are incompressible ($\nabla \cdot q = 0$), the flux into the system equals the flux out of the system and the total apparent flux, $q_t$, is:

$$q_t = \frac{Q_{well}}{A} = q_c + q_w$$

where: $Q_{well}$ is the injection rate of CO$_2$ into the system and $A$ is the area across which the flux occurs. Assuming capillary pressure is negligible and, therefore $\nabla p_c = \nabla p_w = \nabla p$ and substituting equations 98 and 99, we arrive at:

$$\frac{Q_{well}}{A} = -K[\beta\lambda_c + (1 - \beta)\lambda_w] \nabla p \quad (100)$$

Solving equation 100 for pressure gradient, results in:

$$\nabla p = -\frac{Q_{well}}{KA[\beta\lambda_c + (1 - \beta)\lambda_w]}$$

which can then be substituted into equation 98, to arrive at the flux of the CO$_2$ phase as a function of the injection rate.

$$q_c = \frac{\beta\lambda_c}{\beta\lambda_c + (1 - \beta)\lambda_w} \left( \frac{Q_{well}}{A} \right) = f_c \frac{Q_{well}}{A} \quad (101)$$

In equation 101, the term referred to as $f_c$ is the fractional flow of the carbon dioxide phase in the system. Substituting this equation into the volumetric balance, 96, yields:

$$\phi \frac{\partial \bar{S}_c}{\partial t} + \nabla \cdot \left( f_c \frac{Q_{well}}{A} \right) = 0$$

Writing the divergence operator for a cylindrical coordinate system gives:

$$\phi \frac{\partial \bar{S}_c}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left( f_c \frac{Q_{well}}{2\pi h} \right) = 0$$

Simplifying results in:

$$\phi \frac{\partial \bar{S}_c}{\partial t} + \frac{Q_{well}}{2\pi h} \frac{\partial f_c}{\partial r} = 0 \quad (102)$$

Applying the chain rule to the fractional flow equation, the $\partial f_c/\partial r$ can be rewritten:
\[
\frac{\partial S_c}{\partial r} = \frac{\partial f_c}{\partial S_c} \times \frac{\partial S_c}{\partial r} = f'_c \frac{\partial S_c}{\partial r}
\]

Upon substitution into (102), we arrive at a statement of the Buckley-Leverett equation for a radial system:

\[
\frac{\partial S_c}{\partial t} + \frac{Q_{well}}{2\pi \rho \phi} f'_c \frac{\partial S_c}{\partial r} = 0
\]

(103)

This equation was solved by Woods and Comer [4] for the boundary conditions, \( r = r_w \) at \( t = 0 \), resulting in:

\[
r(S_c) = \sqrt{\frac{f'_c Q_{well} t}{\pi \rho \phi}} + r_w
\]

(104)

If vertically averaged saturation of the \( \text{CO}_2 \) phase was not assumed (i.e., 97), determination of \( f'_c \) would require an assumption of the shape of the relative permeability curves for the \( \text{CO}_2 \)-brine system and particular reservoir rock. However, because we are operating under the assumption that saturation is a linear average of phase saturations (i.e., 97), \( f'_c \) can be expressed via the chain rule as:

\[
f'_c = \frac{df_c}{d\beta} \times \frac{d\beta}{dS_c} = \frac{\lambda_w \lambda_c}{[\lambda_w + \beta(\lambda_c - \lambda_w)]^2} \left( \frac{1}{1 - S_w} \right)
\]

Substituting this into the above equation, we arrive at an expression for the radial distance as a function of the fraction of the formation height invaded by the \( \text{CO}_2 \) plume:

\[
r(\beta) = \sqrt{\frac{\lambda_w \lambda_c Q_{well} t}{\pi \rho \phi (1 - S_w) [\lambda_w + \beta(\lambda_c - \lambda_w)]^2}} + r_w
\]

(105)

Assuming that the injection well radius is much smaller than the radius of the \( \text{CO}_2 \) plume, the maximum extent of the \( \text{CO}_2 \) plume occurs at \( \beta = 0 \):

\[
r_{max} = \sqrt{\frac{\lambda_w Q_{well} t}{\pi \rho \phi \lambda_w (1 - S_w)}}
\]

(106)

With the residual water saturation in the invaded area, \( S_w \), set to zero, equation 106 is the same as that presented by Nordbotten et al [2]. As concluded by Nordbotten et al [2], this equation is a reasonably accurate estimate of the maximum extent of plume spread under conditions where buoyancy caused by the density difference between \( \text{CO}_2 \) and brine is relatively small in relation to viscous and pressure forces.
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## CO₂ Price Conversion Table

<table>
<thead>
<tr>
<th>$/mscf</th>
<th>$/tonne CO₂</th>
<th>$/tonne C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.50</td>
<td>$9.45</td>
<td>$34.63</td>
</tr>
<tr>
<td>$0.53</td>
<td>$10.00</td>
<td>$36.64</td>
</tr>
<tr>
<td>$1.00</td>
<td>$18.90</td>
<td>$69.27</td>
</tr>
<tr>
<td>$1.50</td>
<td>$28.35</td>
<td>$103.90</td>
</tr>
<tr>
<td>$2.00</td>
<td>$37.81</td>
<td>$138.54</td>
</tr>
<tr>
<td>$2.50</td>
<td>$47.26</td>
<td>$173.17</td>
</tr>
<tr>
<td>$3.00</td>
<td>$56.71</td>
<td>$207.81</td>
</tr>
<tr>
<td>$3.50</td>
<td>$66.16</td>
<td>$242.44</td>
</tr>
<tr>
<td>$4.00</td>
<td>$75.61</td>
<td>$277.08</td>
</tr>
<tr>
<td>$4.50</td>
<td>$85.06</td>
<td>$311.71</td>
</tr>
<tr>
<td>$5.00</td>
<td>$94.52</td>
<td>$346.35</td>
</tr>
<tr>
<td>$5.29</td>
<td>$100.00</td>
<td>$366.44</td>
</tr>
</tbody>
</table>

*Table 44. Conversions between CO₂ price metrics used in this thesis*