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A Deliberative Method for Ranking Risks (II):
Evaluation of Validity and Agreement among Risk Managers

Kara M. Morgan,' Michael L. DeKay,** Paul S. Fischbeck,” M. Granger Morgan,’

Baruch Fischhoff,’ and H. Keith Florig*

A deliberative method for ranking risks was evaluated in a study involving 218 risk man-
agers. Both holistic and multiattribute procedures were used to assess individual and group
rankings of health and safety risks facing students at a fictitious middle school. Consistency
between the rankings that emerged from these two procedures was reasonably high for indi-
viduals and for groups, suggesting that these procedures capture an underlying construct of
riskiness. Participants reported high levels of satisfaction with their groups’ decision-making
processes and the resulting rankings, and these reports were corroborated by regression
analyses. Risk rankings were similar across individuals and groups, even though individuals
and groups did not always agree on the relative importance of risk attributes. Lower consis-
tency between the risk rankings from the holistic and multiattribute procedures and lower
agreement among individuals and groups regarding these rankings were observed for a set of
high-variance risks. Nonetheless, the generally high levels of consistency, satisfaction, and
agreement suggest that this deliberative method is capable of producing risk rankings that
can serve as informative inputs to public risk-management decision making.
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1. INTRODUCTION

In the first article of this pair, Florig et al.V de-
scribe a deliberative risk-ranking method that in-
volves five interdependent steps (see Fig. 1 of that ar-
ticle). Risk experts (with input from community
representatives) define and categorize the risks to be
ranked (Step A), identify the risk attributes that
should be considered (Step B), and characterize the
risks in a set of standardized risk summary sheets
(Step C). Jurylike groups of laypeople or others then
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rank the risks using these sheets (Step D). Finally, the
investigators who conduct the risk-ranking exercises
describe the deliberations and the resulting rankings
in policy-relevant terms (Step E). Florig et al.(V also
report on the development of an experimental test
bed (the fictitious Centerville Middle School, or
CMS), with particular attention paid to the prepara-
tion of risk summary sheets (Steps A—C). This article
describes procedures for ranking the risks (Step D)
and demonstrates these procedures using risk man-
agers as participants.

1.1. Multiple Rankings and Multiple Procedures

In Step D, participants produce both individual
and group rankings. Initial individual rankings are
elicited before the group meetings, to help partici-

0272-4332/01/1000-0923$16.00/1 © 2001 Society for Risk Analysis



924

pants articulate their own values. The groups provide
an airing of different views to help participants eval-
uate and refine their opinions. Final individual rank-
ings are collected after the group rankings to assess
the effect of group discussion and the extent to which
individuals dissent from their groups’ rankings.

Risk judgments can be affected by irrelevant fac-
tors, such as the reference point used to describe a
risk® and the type of communication materials used
to present the information,® particularly when the
concepts are unfamiliar and people need help articu-
lating their own values.© In addition to providing con-
cise, nontechnical, and consistent information about
each risk, our method addresses these concerns by
providing participants the opportunity to express
their judgments in two different ways. Specifically,
participants complete both a holistic ranking proce-
dure (in which they rank the risks directly) and a multi-
attribute ranking procedure (in which they indicate
the relative importance of different risk attributes,
and the investigators use this information to con-
struct implied rankings of the risks)."®

1.2. Validity and Agreement

To make responsible use of risk rankings, policy
makers need to be sure that the individuals and groups
involved have a clear definition of risk. Because our
holistic and multiattribute procedures are both de-
signed to measure the same thing (relative levels of
concern about specific hazards), the correlation be-
tween the rankings produced with the two procedures
is a measure of internal consistency or convergent va-
lidity. I, as intended, group discussion provides partic-
ipants with additional knowledge and the opportunity
to reconsider their judgments, such consistency should
increase over the course of the ranking exercise.

Other things being equal, the resulting rankings
are likely to be more compelling to policy makers
when participants are satisfied with the process and
willing to stand behind their groups’ rankings as re-
presentative of their concerns. Because people often
evaluate the fairness of outcomes by assessing the
fairness of the process that led to them,” partici-
pants’ satisfaction with both the process and the final
results are assessed, as measures of face validity.

Similarity among rankings produced by different
individuals and groups is not, in itself, an objective of
risk ranking, because participants may have legiti-
mate reasons for disagreeing about the relative riski-
ness of hazards. Although good risk-communication
materials should increase agreement among partici-

Morgan et al.

pants by providing missing knowledge and dispelling
misconceptions,’'? residual disagreements may de-
pend both on the risks in question and on the values
and experiences of participants. Policy makers would
be well served by knowing how much agreement
exists and how the level of agreement changes over
the course of the ranking exercise. Our procedures
are designed to provide this information.

In this article, we evaluate our risk-ranking
method in terms of (a) the consistency between holis-
tic and multiattribute risk rankings, at both the indi-
vidual and group levels; (b) participants’ satisfaction
with the ranking process and the resulting rankings;
and (c) the agreement among individuals and among
groups. Although rankings of risks and attributes are
also reported, our goal is to evaluate the method, not
to put forth specific rankings for policy purposes.

1.3. A Limited Study of Risk Managers

The study reported here differed from the full
risk-ranking method described in the companion arti-
cle® in a number of ways. First, the participants were
risk managers rather than laypeople. The perfor-
mance of the method with lay participants has been
examined in other studies.® Second, the brevity
and nature of the risk-ranking sessions precluded the
use of the full set of 22 risks, the juxtaposition and in-
tegration of holistic and multiattribute risk rankings,
and the collection of detailed data on groups’ deci-
sion-making processes (e.g., recording or coding the
actual discussions). These aspects of the method have
also been addressed elsewhere.*-'9 Finally, the proce-
dures employed in the various sessions differed
slightly, because our ideas about the method and the
proper metrics for assessing it evolved over the course
of this research. The similarities among sessions were
much greater than the differences, however, and the
resulting data provide a rich assessment of several key
aspects of our risk-ranking method.

2. METHOD
2.1. Participants

Two hundred eighteen persons who were enrolled
in a short course entitled “Analyzing Risk: Science, As-
sessment, and Management” at the Harvard School of
Public Health participated in this study. Data were col-
lected at five different times: fall 1997 (n = 48), spring
1998 (n = 47),fall 1998 (n = 53), spring 1999 (n = 26),
and fall 1999 (n = 44), referred to as Sessions 1
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through 5, respectively. Participants were predomi-
nantly risk managers from government, industry, and
consulting firms in the United States.

2.2. Materials

Materials for this study included a description of
CMS and risk summary sheets for 21 of the 22 risks
listed in the companion article® (when we began this
study, the risk summary sheet for “building collapse”
had not yet been written). More information on the
materials is provided in that article and at http://
www.epp.cmu.edu/research/EPP_risk.html.

Given the limited time available, each partici-
pant received one of six different subsets of the 21
risks. Risk Sets A through C (11 risks each) were used
in Sessions 1 and 5, Sets D and E (9 risks each) were
used in Sessions 2 and 3, and set F (9 risks) was used
in Session 4. Risks for Sets A, B, C, and F were chosen
to span the range of risk characteristics, with some
overlap between sets. In pilot studies, greater varia-
tion was observed in the ranks assigned to some risks,
such as “electric and magnetic fields from electric
power.” Set D was composed of these high-variance
risks. We hypothesized that groups considering only
high-variance risks would be less likely to reach agree-
ment, and that members of these groups would find
the tasks more difficult and would be less satisfied
with their groups’ decision-making processes and
rankings. In contrast, Set E was composed of low-
variance risks, such as “school bus accidents,” that
had been ranked rather consistently in pilot studies.
Further details on the risk sets appear below.

In Sessions 2 through 5, the risk summary sheets
contained attribute tables like the one shown in Fig. 2
of the companion article.!V In Session 1, the risk sum-
mary sheets contained an earlier version of the at-
tribute table that included “number of injuries, ill-
nesses,” “number of disability days,” and “number of
hospital days” rather than the four measures of mor-
bidity adopted later. In addition, the attribute table
used in Session 1 did not list “combined uncertainty in
death, illness, injury” as a separate attribute, although
it did include the high and low estimates for mortality
and morbidity, on which this attribute was based.

2.3. Procedures
2.3.1. Participant Tasks

A few days before attending the risk-ranking ses-
sion, each participant received the packet of materials,
along with instructions to complete several tasks indi-
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vidually before attending the session. After reading
the description of CMS and the risk summary sheets,
participants ranked the risks, with 1 being the risk of
greatest concern (the initial individual holistic rank-
ings; Step D1). Participants then ranked the risk at-
tributes according to their relative importance, with 1
being the most important attribute, and with explicit
instructions not to rank those attributes they had not
used when ranking the risks. These retrospective re-
ports of attribute importance were used later to con-
struct implied multiattribute rankings of the risks,
using the procedure described in Section 2.3.2 (the ini-
tial individual multiattribute risk rankings; Step D2).

Immediately prior to the ranking session, partici-
pants attended a 50-min lecture on the psychology of
risk perception and the multiattribute nature of risk.
Participants who had individually considered the same
risk sets were assigned to small groups (n = 3—7). Each
group produced a single ranking of the risks to repre-
sent its concerns (the group holistic rankings; Step
D3). Groups then provided retrospective rankings of
attribute importance, from which multiattribute rank-
ings of the risks were constructed later (the group
multiattribute risk rankings; Step D4). Groups in Ses-
sions 1 and 4 were not asked to provide attribute rank-
ings, so group multiattribute risk rankings could not be
constructed for them. Over the five sessions, Risk Sets
A through C were considered by 6 groups each, Sets D
and E were considered by 10 groups each, and Set F
was considered by 5 groups.

Following the group exercise, individuals again
ranked the risks (the final individual holistic rank-
ings; Step DS5) and attributes (for the final individual
multiattribute risk rankings; Step D6). Participants in
Session 4 did not provide final individual rankings of
the risks or attributes. Instead, each individual iden-
tified “the three risks for which the group experi-
enced the most difficulty in agreeing on the final
ranks.” For each of these three risks, participants
were instructed to check all of the following state-
ments that applied:

¢ Some members of the group disagreed about
the relative importance of the attributes for
this risk.

¢ Some of the group felt that this risk has impor-
tant features not captured in the risk summary
sheet.

¢ Some of the group had specific knowledge and
experience with this risk, but others did not.

¢ Some of the group did not believe some of the
information provided in the risk summary sheet.
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¢ Some of the group were stubborn and unwill-
ing to listen to reasonable arguments.
e Other reasons (please list):

Participants in all sessions evaluated three state-
ments regarding the group decision-making process,
using a scale from 1 (strongly disagree) to 7 (strongly
agree):

¢ The group was willing to consider and discuss
different points of view and encouraged each
member to express his or her opinion.

e When group members disagreed about the
way in which risks should be ranked, this dis-
agreement was resolved primarily by voting or
averaging.

e When group members disagreed about the
way in which risks should be ranked, this dis-
agreement was resolved primarily by persua-
sion and opinion change.

In addition, participants in all sessions answered two
questions regarding their satisfaction with the group
process and output, using a scale from 1 (not at all sat-
isfied) to 7 (very satisfied):

e How satisfied are you with your group’s
decision-making process?

¢ How satisfied are you with your group’s final
ranking of the risks?

Participants in Sessions 3 and 5 also answered the fol-
lowing question, using the same scale:

¢ How satisfied are you with your group’s final
ranking of the attributes?

Each ranking session took about an hour, ex-
cluding the initial lecture and final discussion.

2.3.2. Calculating Implied Multiattribute
Risk Rankings

For each participant and group, the attribute
rankings from Steps D2, D4, and D6 were used to
construct concern scores for each risk as follows:

n
Concern; = zwi X vi(x;)
i=1

where j is a risk, i is an attribute, n is the number of at-
tributes, w; is the weight for attribute i, v, is the value
function for attribute i, and x; is risk j’s level on at-
tribute i. The weight for each attribute was assumed to
equal the reciprocal of the attribute rank, normalized
so that the weights (without signs) summed to 1.19 The
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value function for each attribute was assumed to equal
the ranking of the levels of that attribute, normalized
to range from 0 to 1 (e.g., for an attribute with levels of
low, medium, and high, the values were 0,0.5,and 1, re-
spectively). After the concern scores were computed
for each risk, they were ranked so that 1 represented
the risk of greatest concern, as for the holistic rankings.
When consistency with holistic rankings is used as a
measure of convergent validity, the above assumptions
imply multiattribute rankings for this set of risks that
are as valid as those implied by more time-consuming
elicitation procedures.*'9

In a simplification of procedures used in the full
method,” participants were not asked to specify
whether high or low levels of the attributes were asso-
ciated with greater concern (i.e., the signs of the ws in
the above expression). For the morbidity and mortal-
ity attributes, the correct signs are obvious. However,
the correct signs may not be obvious for the four qual-
itative attributes at the bottom of the risk summary
sheets (see Fig. 2 in the companion article®). “Quality
of scientific understanding”; “combined uncertainty in
death, illness, injury”; and “time between exposure
and health effects” were intended to represent a factor
that has been labeled unknown risk. The relation be-
tween this factor and perceived risk is often weak"'®
and not always of the same sign.!"” “Ability of student/
parent to control exposure” (along with the quantitative
attribute “greatest number of deaths in a single epi-
sode”) was intended to represent a factor labeled dread
risk. This factor is positively associated with perceived
risk,""® although this relationship does not always hold
for specific controllability attributes.!” For school risks,
Jenni® reported that scientific knowledge and personal
control are negatively correlated with risk rankings,
whereas immediacy is essentially uncorrelated with risk
rankings. Additional insight was obtained from exer-
cises in which lay groups actively debated the signs for
the attributes in the risk summary sheets." In this study,
we assumed that greater concern was associated with
immediate consequences, lower scientific understand-
ing, greater uncertainty, and lower ability of the student
or parent to control exposure, but we also assessed
multiattribute rankings based on different assumptions.

3. RESULTS

Participants reported spending an average of 73
min on their initial individual rankings of the risks and
attributes before attending the ranking sessions. Be-
cause group members’ responses could not be consid-
ered to be independent after group discussion, the sta-
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Fig.1. Results from correlational analyses. Numbers next to arrows are mean Spearman correlations between risk rankings. When individual
participants’ rankings were involved, correlations were computed at the individual level and averaged within groups; the means reported
here are the means of those group means. Numbers within boxes are mean pairwise Spearman correlations among individual participants’
rankings (Steps D1, D2, D5, and D6) or among groups’ rankings (Steps D3 and D4; see Sections 3.1 to 3.3 for details). Some tasks were not
completed in some sessions (see Section 2.3.1 for details). Results of some analyses for individual risk sets are shown in Tables I and II.

tistics reported below were computed at the individual
level, averaged within groups, and then analyzed at the
group level. For ease of comparison, these procedures
were used regardless of whether the individual data
were collected before or after group discussion.

3.1. Consistency between Holistic and
Multiattribute Risk Rankings

Mean Spearman correlations were used to assess
the consistency between holistic and multiattribute
risk rankings within individuals (both before and
after group discussion) and within groups.

3.1.1. Within-Individual Consistency

Across all groups, the mean Spearman correla-
tion between participants’ initial individual holistic
rankings (Step D1) and initial individual multi-

attribute risk rankings (Step D2) was 0.595. The
mean Spearman correlation between participants’
final individual holistic rankings (Step D5) and final
individual multiattribute risk rankings (Step D6)
was 0.658 (see Fig. 1).> Both mean correlations were
significantly greater than zero, t(42) = 17.05,p =
0.0001, and #(36) = 16.84, p = 0.0001, respectively.
Analyses of variance (ANOVAs) indicated that the
initial correlations were marginally dependent on
the risk set considered, F(5,37) = 2.27, p = 0.068,
whereas the final correlations were significantly de-
pendent on the risk set considered, F(4,32) = 3.75,
p = 0.013 (see Table I). After group discussion, par-
ticipants who considered the high-variance Risk Set
D demonstrated significantly lower consistency be-
tween the two rankings than did participants who
* Because there were often several perfect correlations at the indi-

vidual or group level, Fisher’s Z transformation was not used in
the analyses reported in this article.
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Table I. Consistency (Mean Spearman Correlations between Holistic and
Multiattribute Risk Rankings) for Each Risk Set

Risk Set
Rankings A B C D E F All
Individual
Initial (Steps D1 and D2) 0.760 0.648 0.588 0.518 0.654 0.376 0.595
Final (Steps D5 and D6) 0.781 0.684 0.767 0.447 0.722 — 0.658
Final minus initial” 0.041 0.051 0.075 —0.047 0.187 — 0.060
Group (Steps D3 and D4) 0.867 0.909 0.679 0.435 0.830 — 0.686

“ Participants who considered Risk Set F did not provide final individual rankings or group at-

tribute rankings.

® These means of differences may be slightly different from the differences between the above
means because some participants did not provide the necessary rankings.

considered other risk sets, F(1, 32) = 1424, p =
0.0007.*

The mean correlation between individuals’ ho-
listic and multiattribute risk rankings was greater by
0.060 after group discussion, #(36) = 1.93, p = 0.062.
The increase for the high-variance risk set D was sig-
nificantly less than for the other risk sets, F(1, 32) =
4.19, p = 0.049, whereas the increase for the low-
variance Risk Set E was marginally greater than for
Risk Sets A through C, F(1,32) = 3.22,p = 0.082 (see
Table I). When Risk Set D was excluded, the increase
in consistency for the other risk sets was 0.100, 1(26) =
2.75,p = 0.011.

The generally high correlations between holistic
and multiattribute risk rankings suggest that the two
procedures yielded valid measures of individuals’ be-
liefs about the relative riskiness of these hazards. The
fact that consistency did not increase for the high-
variance Risk Set D suggests that the risks in this set
presented particular difficulties, perhaps because
they have features that were not captured by our set
of attributes.

3.1.2. Within-Group Consistency

The mean Spearman correlation between groups’
holistic rankings (Step D3) and groups’ multiattribute

* Orthogonal contrast codes were used to test our hypotheses re-
garding the difficulty of ranking the risks in Set D and the ease of
ranking the risks in Set E.®” The first code compared Set D with
Sets A, B, C, E, and F (when data for Set F were present), and the
second code compared Set E with Sets A, B, C, and F (when data
for Set F were present). Complete sets of contrasts codes were
used, but we did not test the significance of any post hoc compar-
isons, such as whether the correlations between the initial individ-
ual holistic and multiattribute risk rankings were lower for Set F
than for the other risk sets.

risk rankings (Step D4) was 0.686 (see Fig. 1). The mean
correlation for the high-variance Risk Set D was sig-
nificantly lower than for the other risk sets, F(1,21) =
17.04, p = 0.0005 (see Table I).

3.1.3. Making Different Assumptions about the
Signs for the Four Qualitative Attributes

As noted above, the construction of multiattri-
bute risk rankings required assumptions regarding
the signs for the four qualitative attributes. As an ini-
tial test of the validity of these assumptions, the cor-
relations between holistic and multiattribute risk
rankings were recalculated after changing the sign for
each qualitative attribute in turn. If our initial as-
sumptions were correct, then reversing any of these
signs should have led to lower consistency between
holistic and multiattribute risk rankings. When the
sign for “time between exposure and health effects”
was reversed, so that risks with delayed effects were
assumed to be associated with greater concern, the
initial individual, final individual, and group correla-
tions decreased from 0.595 to 0.576, from 0.658 to
0.614, and from 0.686 to 0.636, respectively. However,
when the sign for any of the other three attributes
was reversed, so that greater scientific understanding,
lower uncertainty, or greater ability of the student or
parent to control exposure was assumed to be associ-
ated with greater concern, these correlations all in-
creased. When the signs for these three attributes
were reversed simultaneously, the initial individual,
final individual, and group correlations increased to
0.721, 0.796, and 0.795, respectively. Although partic-
ipants did not weight these three qualitative at-
tributes as we had anticipated, reversing their signs
had almost no effect on the other findings reported in
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this article. More detailed multiple regression analy-
ses of attribute use appear in Section 3.5.

3.2. Participants’ Evaluations of Group
Processes and Rankings

3.2.1. Group Decision-Making Processes

Relative to the scale midpoint (4), participants
agreed that their groups considered and discussed
different viewpoints and encouraged each member to
express his or her opinion, M = 6.12, #(42) = 19.88,
p = 0.0001; that disagreements about ranking the
risks were resolved primarily by voting or averaging,
M = 5.05,1(41) = 5.54, p = 0.0001; and that disagree-
ments about ranking the risks were resolved prima-
rily by persuasion and opinion change, M = 4.93,
1(42) = 5.49, p = 0.0001. Although the latter two re-
sults appear contradictory, participants may have fo-
cused on the fact that disagreements were resolved,
rather than on the means of resolution. These results
were not significantly different for the six risk sets.

The only significant correlation among these
three measures was between responses to the first
statement (consideration of different viewpoints)
and the third statement (resolution of disagreements
by persuasion and opinion change), r(41) = 0.462,
p = 0.002.The fact that only one of the three correla-
tions among these measures was significant indicates
that participants’ endorsement of the decision-process
statements did not reflect a halo effect.

3.2.2. Self-Reported Satisfaction

Relative to the scale midpoint (4), participants
indicated that they were satisfied with their groups’
decision-making processes, M = 5.76, 1(42) = 12.63,
p = 0.0001; their groups’ final rankings of the risks,
M = 5.80,1(42) = 17.90, p = 0.0001; and their groups’
final rankings of the attributes, M = 5.41,#20) = 6.63,
p = 0.0001. These results were not significantly differ-
ent for the six risk sets. In the only planned compari-
son that approached significance, participants who
considered the high-variance Risk Set D were some-
what more satisfied with their groups’ rankings of the
attributes than were participants who considered
other risk sets, M = 6.07, F(1, 15) = 3.26, p = 0.091.
This occurred despite the relatively low consistency
between holistic and multiattribute risk rankings for
Risk Set D (see Table I).

Responses to the three satisfaction questions were
highly correlated, all s = 0.698, all ps = 0.0004. In sep-
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arate multiple regressions, each of the three satisfaction
questions were regressed onto the three decision-
process statements. Results indicated that groups able
to resolve their disputes were more satisfied with their
decision-making processes and the resulting rankings,
adjusted R’ = 0.356,0.274, and 0.516 for the three sat-
isfaction questions, respectively.

3.2.3. Regression-Based Measures of Satisfaction

Participants’ satisfaction with their groups’ rank-
ings was also assessed using within-participant regres-
sions. Participants’ final holistic rankings (Step D5)
were regressed onto their group’s holistic ranking
(Step D3) and their own initial individual holistic rank-
ing (Step D1). The mean regression coefficient for the
group ranking, M(by;) = 0.654, was significantly
greater than that for the initial individual ranking,
M(bp,) = 0.294,137) = 3.02, p = 0.005, indicating that
participants were satisfied with their groups’ holistic
rankings.” Across groups, 21.2% of members adopted
their groups’ holistic rankings as their final individual
holistic rankings, whereas only 12.1% reverted to their
initial individual holistic rankings (for an additional
1.7% of members, the three holistic rankings in Steps
D1, D3, and D5 were identical).

A parallel analysis was conducted on the multi-
attribute risk rankings, which were constructed using
our original assumptions regarding the signs for the
qualitative attributes. The mean coefficient for the
group ranking, M(b,,) = 0.577, was not significantly
greater than that for the initial individual ranking,
M(by,) = 0.426, although it was significantly greater
than zero, 1(24) = 9.75, p = 0.0001, indicating that
participants found the group discussion of attributes
useful (see footnote 5). Across groups, members’
final individual multiattribute risk rankings matched
their groups’ multiattribute risk rankings 22.7% of
the time, and matched their initial individual multi-
attribute risk rankings 15.4% of the time (for an ad-
ditional 6.3% of members, the three multiattribute
risk rankings in Steps D2, D4, and D6 were identical).

In summary, self-reports and regression analyses of
holistic and multiattribute risk rankings indicated that
participants were very satisfied with their groups’ deci-
sion-making processes and the resulting rankings.

* Occasionally, the group ranking and the initial individual ranking
were identical, and the regression failed because of collinearity.
When this occurred, both regression coefficients were set to 0.5.
Results were similar when the coefficients for the group ranking
and the initial individual ranking were set (more conservatively)
to 0 and 1, respectively.
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Table II. Agreement (Mean Pairwise Spearman Correlations between Holistic Risk
Rankings and between Multiattribute Risk Rankings) for Each Risk Set

Risk Set
Rankings A B C D E Fe All
Holistic
Individual
Initial (Step D1) 0.716 0.698 0.583 0.583 0.600 0.356 0.595
Final (Step D5) 0.843 0.920 0.944 0.785 0.878 — 0.860
Final minus initial® 0.126 0.235 0.311 0.202 0.199 0.209
Group (Step D3) 0.899 0.874 0.798 0.730 0.855 0.789 0.829
Multiattribute
Individual
Initial (Step D2) 0.888 0.795 0.711 0.735 0.809 0.564 0.759
Final (Step D6) 0.933 0.769 0.874 0.802 0.930 — 0.857
Final minus initial® 0.056 0.005 0.016 0.067 0.019 — 0.037
Group (Step D4) 0.924 0.991 0.958 0.740 0.950 0.913

“ Participants who considered Risk Set F did not provide final individual rankings or group at-

tribute rankings.

® These means of differences may be slightly different from the differences between the above
means because some participants did not provide the necessary rankings.

3.3. Agreement among Individuals
and among Groups

As mentioned earlier, measures of similarity
among rankings produced by different individuals and
groups are likely to be very useful to policy makers,
regardless of whether those measures indicate agree-
ment or disagreement. Mean pairwise Spearman cor-
relations were used to assess agreement among indi-
viduals within groups (both before and after group
discussion) and agreement among groups that ranked
the same set of risks.

3.3.1. Agreement among Individuals within Groups

For each group, Spearman correlations were
computed between the initial individual holistic rank-
ings (Step D1) for all possible pairs of individuals, and
these correlations were averaged to obtain a measure
of prediscussion agreement. These mean pairwise cor-
relations were significantly greater than zero for 41 of
43 groups,® with an overall mean of 0.595 (see Fig. 1).

®Mean pairwise Spearman correlations may be tested for signifi-
cance by first transforming them to Kendall’s coefficient of concor-
dance, W = [r(m — 1) + 1]/m, where r, is the mean pairwise corre-
lation and m is the number of rankings.?” The result of a second
transformation, Wm(n — 1) = [r,(m — 1) + 1](n — 1), where n is the
number of items being ranked, is distrubted as x* with n — 1 de-
grees of freedom.®” In most of the cases in which agreement was
not significantly greater than zero, some participants did not pro-
vide the required rankings, so m was low and the value of r, re-
quired to reach the p = 0.05 significance level as high.

They varied significantly as a function of the risk set
considered, F(5,37) = 2.68,p = 0.036 (see Table II).

The mean pairwise Spearman correlations be-
tween final individual holistic rankings (Step DS5)
were significantly greater than zero for 31 of 34
groups, with an overall mean of 0.860 (see Fig. 1).
Compared with members of groups that considered
other risk sets, members of groups that considered the
high-variance Risk Set D demonstrated significantly
lower agreement among their final holistic rankings,
F(1,29) = 6.26, p = 0.018 (see Table II). Agreement
among individuals’ holistic rankings was significantly
higher after group discussion than before, #(33) =
9.03, p = 0.0001, and this increase did not vary signif-
icantly as a function of risk set (see Table II).

For individuals’ multiattribute risk rankings, the
mean pairwise Spearman correlations were signifi-
cantly greater than zero for 40 of 43 groups prior to
group discussion (Step D2), M(r,) = 0.759, and for 30
of 32 groups after group discussion (Step D6), M(r,) =
0.857 (see Fig. 1). Agreement was not significantly
higher after group discussion than before. None of
the results for agreement among individuals’ multi-
attribute risk rankings varied significantly as a func-
tion of risk set (see Table II).

To this point, we have focused on holistic and
multiattribute risk rankings. However, it is possible to
conduct a parallel analysis of the attribute rankings
used to construct the multiattribute risk rankings.
Agreement on attribute rankings was significantly
higher after group discussion (Step D6), M(r,) =
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0.520, than before (Step D2), M(r,) = 0.308, #(32) =
3.92, p = 0.0004. These relatively low correlations
among attribute rankings led to much higher correla-
tions among multiattribute risk rankings because our
weighting scheme emphasized the most important at-
tributes and because the attribute values were corre-
lated across risks.

3.3.2. Agreement among Groups

Analogous procedures were used to assess
agreement among groups that considered the same
set of risks. For holistic rankings (Step D3), inter-
group agreement was significantly greater than zero
for all 6 risk sets, M(r,) = 0.829 (see Fig. 1). For multi-
attribute risk rankings (Step D4), intergroup agree-
ment was significantly greater than zero for Risk Sets
A through E, M(r,) = 0913 (see Fig. 1). For both
types of risk rankings, agreement was lowest for the
high-variance Risk Set D (see Table II). Represen-
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tative group holistic rankings for the six risk sets, cre-
ated by averaging group rankings within risk sets and
reranking the results, are shown in Table III. For ref-
erence, the risks are sorted by the expected number
of student deaths per year.

The mean pairwise Spearman correlation be-
tween groups’ attribute rankings was 0.354. Values
for Risk Sets A through E appear in Table IV, along
with representative group attribute rankings for
these risk sets. Significant intergroup agreement was
observed only for the high-variance and low-variance
Risk Sets D and E, in part because group attribute
rankings were not collected for Risk Sets A through
C in Session 1 (see footnote 6). Again, these rela-
tively low correlations among attribute rankings led
to much higher correlations among multiattribute
risk rankings. For Risk Set D, the four qualitative at-
tributes were all ranked as more important than the
four illness-and-injury attributes. This pattern was re-
versed or nearly reversed for the other four risk sets.

Table III. Representative Group Holistic Rankings for Each Risk Set

Ranking by Risk Set
expected

Risk mortality A B C D E F
Commuting to school on foot, by bike, or by car 1 1 1 1 1
Accidental injuries (excluding sports) 2 2 2 1
Less common infectious diseases 4 3 3 3 1
Self-inflicted injury or harm 4 2
Team sports 4 4 5 2 3
Electric and magnetic fields from electric power 6.5 11° 7 8
Radon gas 6.5 8 3
Intentional injury 8 4 2 2
Airplane crashes 9 8 6
Common infectious diseases 10.5 5 6 4 5 4
School bus accidents 10.5 6 4 3
Allergens in indoor air 12 5 6 5
Bites and stings 13.5 6
Lightning 13.5 11
Electric shock 15 7 8
Asbestos 16 11 8 9
Drowning 17.5 9 8.5 8 9
Food poisoning 17.5 7 7 6
Fire and explosion 19 10 8.5 10 4
Hazardous materials transport 20 10 5 7
Lead poisoning 21 8 9
Mean Spearman correlation with expected mortality 0.801 0.769 0.759 0.508 0.891 0.545

Note: Group holistic rankings were averaged within risk sets and reranked to generate these representative group holistic rankings.
“The ranking by expected mortality changed slightly across sessions due to revisions of the risk summary sheets. The ranking shown is for

Session 5.

® One group that considered Risk Set B did not rank “electric and magnetic fields from electric power.” The omitted rank would not affect
the results presented unless it were 8 or less. Other groups that considered Risk Set B ranked this risk 8, 10,10, 11, and 11.
¢ Correlations with expected mortality were calculated separately for each group, using the summary sheet data for the appropriate session,

and averaged within risk sets.
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Table IV. Representative Group Attribute Rankings for Each Risk Set
Risk Set”
Attribute A B C D E
Student deaths
Number of deaths per year” 1 4.5 1
Chance in a million of death per year for the average student” 6.5 1.5 1 2 1
Chance in a million of death per year for the student at
highest risk 9 1.5 2 6 5
Greatest number of deaths in a single episode 4 5 6 4 6
Student illness or injury
More serious, long-term cases per year 3 6 3 9 3
More serious, short-term cases per year 6.5 8 7 10 7
Less serious, long-term cases per year 2 7 4.5 11 4
Less serious, short-term cases per year 5 11 8 12 9
Other factors
Time between exposure and health effects 8 9 10 8 12
Quality of scientific understanding 11.5 4 12 3 10
Combined uncertainty in death, illness, and injury 11.5 12 9 5 11
Ability of student/parent to control exposure 10 10 11 7 8
Mean pairwise Spearman correlation between
groups’ attribute rankings 0.061 0.391 0.355 0.556 0.407

Note: Group attribute rankings were averaged within risk sets and reranked to generate these representative group attribute rankings.

* Risk Set F was used only in Session 4, in which group attribute rankings were not collected. Not all groups are represented for Risk Sets A
through C, because group attribute rankings were not collected in Session 1.

b The first two attributes express the same information in different forms, but groups could still give more attention to one of the two attributes.

3.4. High-Variance and Difficult-to-Rank Risks

Asnoted in Section 2.2, the high-variance Risk Set
D and the low-variance Risk Set E were constructed on
the basis of pilot data. These characterizations were
checked by computing the standard deviations of
groups’ ranks for each risk in each risk set (e.g., the stan-
dard deviation of groups’ ranks for “airplane crashes” in
Risk Set D was 1.79). The means of these standard devi-
ations within each risk set were then computed. As ex-
pected, the mean standard deviation was greatest for
the high-variance Risk Set D, M(SD) = 1.25,and lowest
for the low-variance Risk Set E, M(SD) = 0.81, with the
other four risk sets falling in between, M(SD) = 0.97,
1.02, 1.14, and 1.07 for Risk Sets A, B, C, and F, respec-
tively. Each of these four sets included some risks from
Sets D and E. Within these mixed risk sets, the mean
standard deviation for the high-variance risks, M(SD) =
1.37, was greater than that for the low-variance risks,
M(SD) = 0.99. As noted above, participants and groups
who considered the high-variance Risk Set D showed
lower consistency between their holistic and multiat-
tribute risk rankings and lower agreement regarding
these rankings (see Tables I and II).

In Session 4, participants listed the three risks from
Set F for which their group experienced the greatest dif-

ficulty. Risks were coded as 1 (listed) or 0 (not listed),
and these codes were averaged across participants
within groups and then across groups to yield a mean
difficulty score for each risk. For the nine risks in Set F,
the correlation between risks’ mean difficulty scores
and the standard deviations of groups’ ranks for those
risks was marginally significant, 7(7) = 0.661,p = 0.052.
Thus, there was some indication that difficulties within
groups were predictive of disagreements among groups.
Finally, participants in Session 4 could check one
or more reasons for the difficulty experienced with
each listed risk. Reasons were tallied for each partic-
ipant and averaged across participants within groups
and then across groups. The reasons most commonly
endorsed were that some members disagreed about
the relative importance of the attributes for a risk,
M = 1.75;that some members felt that a risk had im-
portant features not captured in the risk summary
sheet, M = 1.20; and that some members had specific
knowledge or experience with a risk, M = 1.02.

3.5. Regression Analysis of Attribute Use

As noted in Section 3.1.3, individuals and groups
appear to have used three qualitative attributes
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(“quality of scientific understanding”; “combined un-
certainty in death, illness, injury”; and “ability of student
or parent to control exposure”) in an unexpected
manner. These interesting results were explored in
greater detail by regressing each group’s holistic
ranking onto a larger set of attributes. This policy-
capturing analysis was complicated by the fact that
there were as many attributes (10—12, depending on
the session) as risks (9—11, depending on the risk set).
This issue was addressed by (a) omitting some at-
tributes that were highly correlated with others (e.g.,
“chance in a million of death per year for the student
at highest risk”), (b) creating composite illness-and-
injury and knowledge indices from multiple attributes,
and (c) analyzing the results of within-group regres-
sions across groups, as described below.

The injury-and-illness index was defined as a
weighted sum of the four illness-and-injury attributes
(4 X “more serious, long-term cases per year” + 2 X
“less serious, long-term cases per year” + 2 X “more
serious, short-term cases per year” + 1 X “less seri-
ous, short-term cases per year”), normalized to range
from O to 1. For Session 1, in which the severity of ill-
nesses and injuries was not characterized in this man-
ner, “number of injuries, illnesses” was used. The
knowledge index was defined as “quality of scientific
understanding” — “combined uncertainty in death, ill-
ness, injury,” normalized to range from 0 to 1. For Ses-
sion 1, in which uncertainty was not a separate at-
tribute, “quality of scientific understanding” was used.

For each group, the group’s holistic ranking was
regressed onto the following predictors:

e Number of deaths per year
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Illness-and-injury index

Greatest number of deaths in a single episode
Time between exposure and health effects
Knowledge index

Ability of student/parent to control exposure

The following models were analyzed: (a) an
expected-mortality-and-morbidity model that in-
cluded only the first two of these predictors, (b) four
three-predictor models that included the first two
predictors above plus one of the remaining four, and (c)
the full six-predictor model. Results for the three-
predictor models were quite similar to those for the
full model and are not discussed further. For the full
six-predictor model, coefficients were determined for
each group and averaged within risk sets and across
all groups. Table V reports the mean unstandardized
regression coefficients, the significance levels for
these means, and the adjusted R? values for the two-
predictor expected-mortality-and-morbidity model and
the full six-predictor model.

Because all predictors ranged from 0 to 1, the
mean regression coefficients have very straightfor-
ward interpretations. Controlling for the other pre-
dictors, an increase from the lowest value to the high-
est value on a predictor is associated with a change in
the predicted risk rank equal to the reported coeffi-
cient. For example, the first entry in the rightmost col-
umn indicates that the difference between the pre-
dicted ranks of risks with the lowest and highest num-
bers of expected fatalities is 5.17. The ranks were
coded so that positive coefficients mean that higher
predictor values are associated with greater concern.

Across risk sets, there was uniform agreement

Table V. Mean Unstandardized Regression Coefficients for Group Holistic Rankings

Risk Set

Predictor A B C D E F All
Number of deaths per year 6.65%*** 7.93 3.98* 4.15%%* 5.97%%x% 2 51* 5.17%%x*
Illness-and-injury index” 2.87%* 7.12% 2.77%  =3.94% 1.97* Q.47H**%E D 3] H*
Greatest number of deaths in a single episode 2.21% 1.19 —1.66 2.76%* 3.73% 10.05%**  2.95%#**
Time between exposure and health effects 0.14 —10.46% —0.57 2.38%* 1.91 6.26%* 0.46
Knowledge index” 1.36 -0.31 2.45 3.39° 0.73 0.43 1.54%
Ability of student/parent to control exposure 1.81%%* —3.67 2.40%* 5.88#Fkx ] 14%* 2.54%%% Q3
Mean adjusted R? for the two-predictor expected-mortality-

and-morbidity model 0.792 0.702 0.751 0.308 0.747 0.349 0.599
Mean adjusted R? for the full six-predictor model 0.818 0.858 0.758 0.396 0.932 0.743 0.732

Note: For this analysis, ranks were coded so that positive coefficients indicate that higher levels of the predictors are associated with greater
concern. Mean coefficients and their significance levels are reported for the full six-predictor model.

“ See Section 3.5 for the definitions of these indices.
* p < 0.05; %% p < 0.01; *** p < 0.001; **** p < 0.0001; "p < 0.1.
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that larger numbers of expected fatalities were asso-
ciated with greater concern. There was nearly uni-
form agreement that larger numbers of expected ill-
nesses and injuries were associated with greater
concern, and that greater catastrophic potential (as
measured by the greatest number of deaths in a single
episode) was associated with greater concern. There
was very little agreement regarding the implications
of time between exposure and health effects; the
mean regression coefficient across groups did not ap-
proach significance. There was a weak but relatively
consistent indication that greater knowledge (greater
scientific understanding and lower uncertainty) was
associated with greater concern. Contrary to conven-
tional wisdom, there was nearly uniform agreement
that greater ability of the student or parent to control
exposure was associated with greater concern. Based
on the adjusted R* values, both the two-predictor
expected-mortality-and-morbidity model and the full
six-predictor model performed poorly for the high-
variance Risk Set D, compared with the other risk
sets, F(1,37) = 23.16,p =< 0.0001, and F(1,36) = 13.38,
p = 0.0008, for the two models, respectively.

Spearman correlations between individual at-
tributes and groups’ holistic rankings yielded similar
results, except that longer times between exposure
and health effects were associated with less concern,
M(r,) = —0.306, t(42) = —8.82, p = 0.0001. Policy-
capturing analyses on individuals’ initial holistic
rankings also yielded similar results.’®

4. DISCUSSION
4.1. Consistency, Satisfaction, and Agreement

In Section 1.2, we asserted that the consistency
between the rankings produced with the holistic and
multiattribute procedures is a measure of the validity
of our risk-ranking method. Our results clearly dem-
onstrate such consistency, suggesting that these pro-
cedures capture an underlying construct of riskiness.
We hypothesized that group discussion would lead to
increased consistency between individuals’ holistic
and multiattribute risk rankings. Although the ob-
served increase was only marginally significant
when all risk sets were considered, it was signifi-
cant when the high-variance Risk Set D was excluded
from the analysis.

We also asserted that risk rankings will be more
useful to policy makers when participants are satis-
fied with the process and willing to stand behind their
groups’ rankings as representative of their concerns.
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Participants in this study reported high levels of satis-
faction with their groups’ decision-making processes
and the resulting rankings, particularly when their
groups were able to resolve disagreements. Moreover,
individuals’ final holistic rankings were more closely
related to their groups’ holistic rankings than to their
own initial holistic rankings, indicating that partici-
pants “bought into” their groups’ rankings. These re-
sults may allay concerns that participants were coerced
into publicly accepting group decisions that they did
not support.

Because individuals and groups may have legiti-
mate reasons for disagreeing about the relative riski-
ness of different hazards, similarity among rankings
produced by different parties is not a good measure
of the quality of a ranking method. Of course, policy
makers might prefer to have a clear signal of agree-
ment rather than disagreement. In this study, there
was substantial agreement on the ordering of risks,
both among individuals and among groups. Previous
results® suggest that individuals’ initial agreement
on holistic rankings is fostered by the risk summary
sheets, which present relevant information in a con-
sistent, comprehensible format that facilitates com-
parisons among risks. Group discussion also appears
to foster agreement; for holistic rankings and attribute
rankings, agreement among individuals was signifi-
cantly higher after group discussion than before.

Although agreement on attribute rankings was
lower than agreement on risk rankings, both among
individuals and among groups, this may not create
difficulties for policy makers. Because attributes are
likely to be correlated across risks in almost any do-
main, the resulting multiattribute risk rankings may
be somewhat immune to disagreements about the
relative importance of attributes. Indeed, one pos-
sible reason for lower agreement on attribute rank-
ings is individuals’ limited ability to introspect on the
determinants of their own judgments. Participants
may have had particular difficulty discerning the im-
pacts of the ranks they assigned to correlated attributes.
The attribute-ranking procedure and the resulting
multiattribute risk rankings are not unimportant, how-
ever. Other research suggests that individuals and
groups revise their holistic rankings on the basis of
their multiattribute risk rankings when given the op-
portunity to do so.19)

4.2. High-Variance and Difficult-to-Rank Risks

Risks that evoke more divergent reactions may
be of particular concern to policy makers. Such risks
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may be identified by comparing the rankings from
several different groups and by assessing the diffi-
culties that those groups experience. In this study,
participants and groups who considered the high-
variance Risk Set D showed lower consistency be-
tween their holistic and multiattribute risk rankings,
lower agreement regarding these rankings, and
weaker relationships between their holistic rank-
ings and expected mortality and morbidity (see
Tables I, IL, 111, and V). Participants considering Risk
Set D may have focused their attention on different
attributes for different risks, making it difficult for
them to assess the relative importance of attributes
across all risks in the set. Similarly, these risks may
have induced greater use of anecdotal evidence than
other risks, leading participants’ attention away from
the attributes. However, the relatively high satisfac-
tion with groups’ attribute rankings and the relatively
high intergroup agreement on attribute rankings sug-
gest that participants and groups who considered
Risk Set D were reasonably attentive to the at-
tributes. Alternatively, the risks in Set D may have
unique features that are not adequately captured by
our set of attributes. Attention to such features would
be expected to lower the consistency between holistic
and multiattribute risk rankings, weaken the relation-
ships between holistic rankings and expected mortal-
ity and morbidity, and (if different participants and
groups weight these features differently) lower the
agreement regarding holistic rankings.

The results from Session 4 suggest that disagree-
ments among groups can be predicted from difficul-
ties within groups. Such difficulties were most likely
when group members disagreed about the relative
importance of attributes for particular risks, when
particular risks had important features that were not
captured by our set of attributes, and when group
members had different levels of knowledge and expe-
rience with particular risks. The practical importance
of predicting public disagreements means that repli-
cating these results could be especially valuable.

4.3. Understanding, Uncertainty,
and Controllability

Our results indicate that greater knowledge
about the risks (greater scientific understanding and
lower uncertainty) was associated with greater con-
cern. Although Jenni®” obtained the opposite result
for rankings of school risks, our study is not the first to
report a positive relationship between knowledge and
perceived risk. For example, Slovic et al."? reported
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weak positive relationships in two studies, but weak to
moderate negative relationships in a third study.’ In
more recent studies of perceived ecological® 2 and
health® risks, knowledge has been positively associ-
ated with perceived risk, worry, and priority for per-
sonal and government action. Although it is possible
that researchers have learned more about hazards
that people perceive as being particularly risky, the
positive relationship between knowledge and per-
ceived risk strikes us and others® as somewhat coun-
terintuitive. In the study reported here, the regression
results may have been driven by three high-uncertainty
risks (“electric and magnetic fields from electric
power,” “asbestos,” and “radon gas”) for which the
lower bounds for fatalities, injuries, and illnesses
were given as zero. The summary sheets also reported
the chance of zero risk as 80% or 90%,40%, and 10%
for these three risks, respectively. This information
may have led participants to be less concerned about
these risks, resulting in a positive relationship be-
tween the knowledge index and concern. Table III
confirms that groups were less concerned about these
three risks than might be anticipated on the basis of
expected mortality alone.

We also found that greater ability of the student
or parent to control exposure was associated with
greater concern. Although controllability is often as-
sociated with lower perceived risk,'*'? there are ex-
ceptions in the literature. Slovic et al."” reported dif-
ferent relations for different participant groups in
one study, and recent studies of perceived ecological
risk have reported nonsignificant®> or positive®"*
relationships between controllability and perceived
risk. One explanation for the positive relationship
observed in the study reported here is that partici-
pants disagreed with our controllability ratings for
some risks. For example, we rated “self-inflicted in-
jury or harm” as controllable, but participants may
have thought otherwise. Alternatively, participants
may have considered how the school or community
might control these risks, despite our explicit instruc-
tions not to consider such risk-management options. If
participants also thought that risks that could be con-
trolled should be controlled, they may have given such
risks higher priority.

7 This reversal was attributed to the large number of chemical risks
in the third study. Because the knowledge attributes were coded
in the opposite direction (e.g., “not known to science” and “not
known to those exposed”), Slovic et al."” reported that the effects
were negative in the first two studies and positive in the third
study.
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4.4. Limitations

The study reported here has a number of limita-
tions. First, the reported rankings clearly depend on
the risks that were used, the information provided
in the risk summary sheets, and the people who
ranked the risks. These rankings are intended to illus-
trate how to evaluate a risk-ranking method, and
should not be used for policy purposes. Comparable
levels of consistency, satisfaction, and agreement
might be obtained in similarly structured risk-ranking
exercises. Second, the brevity and nature of the risk-
ranking sessions precluded the use of the full set of
risks, the integration of holistic and multiattribute
risk rankings, and the collection of detailed data on
groups’ decision-making processes. We are currently
conducting longer, more detailed risk-ranking exercises
with lay groups to address these issues." Finally, the
study reported here considered only health and
safety risks. We are currently extending the method to
incorporate ecological risks and their attributes.®’?

5. CONCLUSIONS

The risk-ranking method developed at Carnegie
Mellon University is designed to reveal participants’
relative levels of concern about health and safety
risks by providing clear, concise, and consistently for-
matted risk information in a setting that encourages
individual and group deliberation about the impor-
tant features of the risks. The data presented here in-
dicate that the method can yield reasonably high lev-
els of consistency and participant satisfaction, as well
as substantial agreement on risk rankings, at least
among risk managers. The method also allows indi-
viduals who have not participated in a risk-ranking
exercise to ascertain the original views of the partici-
pants and examine how group discussion affected
those views. Such transparency should make the re-
sulting rankings more valuable to policy makers, who
might need to explain or defend the rankings to par-
ties not present at the time of their creation. We invite
others to use the method and report their experiences
with different risks and participants.
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