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THE BOTTOM LINE IN HAZARD MANAGEMENT is usually some variant 
of the question, "How safe is safe eriough?" It takes such forms as: "Do we 
need additional containment shells around our nuclear power plants?" "Is 
the carcinogenicity of saccharin sufficiently low to allow its use?" "Should 
schools with asbestos ceilings be closed?" Lack of adequate answers to such 
questions has bedeviled hazard management 

Of late, many hazard management decisions are simply not being made­
in part because of vague legislative mandates and cumbersome legal pro­
ceedings, in part because there are no clear criteria on the basis of which 
to decide .. As a result, the nuclear industry has ground to a halt while util­
ities wait to see if the building of new plants will ever be feasible,' the Con­
sumer Product Safety Commission has invested millions of dollars in pro­
ducing a few puny standards,2 observers wonder whether the new Toxic 
Substances Control Act can be implemented,' and the Food and Drug 
Administration is unable to resolve the competing claims that it is taking 
undue risks and that it is stifling innovation. 

The decisions that are made are often inconsistent Our legal statutes 
are less tolerant of carcinogens in the food we eat than of those in the 
water we drink or in the air we breathe. In the United Kingdom, 2,500 
times as much money per life saved is spent on safety measures in the 
pharmaceutical industry as in agriculture.• U.S. society is apparently will­
ing to spend about $140,000 in highway construction to save one life and 
$5 million to save a person from death due to radiation exposure' 
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Frustration over this state of affairs 
has led to a search for clear, implemen­
table rules which will tell us whether or 
not a given technology is sufficiently 
safe .. Four approaches are most ffe­
quently used in attempting to make 
this assessment. They are cost~benefit 
analysis, revealed preferences, expressed 
preferences, and natural standards. Re­
spectively, they would deem a technol­
ogy to be safe if its benefits outweigh 
its cost; if its risks are no greater than 
those of currently. tolerated technol­
ogies of equivalent benefit; if people 
say that its risks are acceptable; if its 
risks are no greater than those accom~ 
pariying tl1e development of the human 
species. Each of these approaches has 
its pros and cons, its uses and its limi­
tations, 6 

Cost-Benefit Analysis 

Cost-benefit analysis attempts to 
answer the question of whether the 
expected benefits from a proposed 
activity outweigh its expected costs 
The first steps in calculating the ex­
pected cost of a project are: to enumer­
ate all the adverse consequences that 
might result from its implementation; 
to assess the probability of each such 
consequence; and to estimate the cost 
or loss to society whenever the conse­
quence occurs. Next, the expected cost 
of each possible consequence is calcu~ 
Ia ted by multiplying the cost of the con­
sequence by the probability that it will 
be incurred l11e expected cost of tl1e 
entire project is computed by summing 
the expected losses associated with the 
various possible consequences. An 
analogous procedure produces an esti­
mate of the expected benefits (see box)7 

l110 most general form of cost-benefit 
analysis is decision ana(vsis, in which 
the role of uncertainty, the subjective 
nature of costs and benefits, and the 
existence of alternative actions are made 
explicit 8 

These procedures, and decision analy­
sis in particular, are based on appealing 
premises and are supported by sophis­
ticated methodology. Furthermore. they 
permit considerable nexibility; analyses 
are readily revised to incorporate new 
options and new information< An impor­
tant advantage of these methods for de­
cision making in the public sphere is that 
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COST-BENEFIT ANALYSIS 

Consider a fictitious new product, Veg-E-Wax, designed to coat fresh fruits 
and vegetables" Its demonstrated advantages are reducing losses in storage 
and preserving nutritive value, Aside from the cost of application, its dis­
advantages are making food look less appetizing and possibly causing can­
cer to WQrkers who apply it and to consumers who fail to wash fruit. A 
highly simplified cost-benefit analysis of the decision to apply Veg-E-Wax 
to a $10 million (market value) shipment of pears bound for storage might 
appear as follows: 

Advantages (benefits) 

Guaranteed reduction in storage loss from 30% to 20% 

Improved nutritive value (translating into a 10% increase 
in market value in the 80% that is not lost in storage) .. 

$ million 

1.0 

.8 

L8 

Disadvantages (costs) 

Cost of application 

Total benefits 

Cancer in .1% of 100 workers (@$1 million per case) 

.1 

.. 1 

Cancer to users (1 million consumers, of whom 10% fail 
to wash fruit, of whom _QQ01/ contract cancer as a 
result, @$1 million per case). .1 

Unappetizing appearance (20% loss in market value of 
pears not lost in storage). 1.6 

Total costs 1.9 

In this calculation, the costs slightly outweigh the benefits and the packer 
should decide not to use Veg-E·Wax. The viability of this conclusion de­
pends upon its capacity to withstand small changes in the figuresc If there 
were only an 18% loss in market value due to the waxy look of the fruit 
(translating into a cost of $1.44 million), the balance would tip the other 
way. It might be impossible to predict this loss with the precision needed 
to take confident action" 

Even larger effects may accompany changes in fundamental assumptions, 
A packer with no social conscience might decide not to worry about the 
$200,000 in cancer costs. reducing total costs to $1..7 million .. Other inter­
ested parties, such as consumers interested in maximizing value and mini· 
mizing personal risk, might structure the problem entirely differently. 

they are easily scrutinized. Each quanti· 
tative input or qualitative assumption is 
available for all to see and evaluate, as 
are the explicit computational rules that 
combine them, 

However, decision analysis and its 
variants have a number ofpotentially 
serious limitations, perhaps the most 
important of which is their unrealistic 
assumptions about tl1e availability of the 
data needed to complete the analysis. 
Performing a full..<fress analysis assumes, 
among other things, that all possible 

events and all significant consequences 
can be enumerated in advance; tl1at 
meaningful probability, cost, and bene­
fit values can be obtained and assigned 
to them; and that the often disparate 
costs and benefits can somehow be made 
comparable to one anotl1er. 

Unfortunately, it is sometimes impos­
sible to accomplish some of these tasks, 
while in the case of. others, the results 
are hardly to be trusted. Despite the enor­
mous scientific progress of the last decade 
or two, we still do not know all or even 
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most of the possible physical, biological, 
and social consequences of any large~ 
scale energy projecL9 Even when we 
know what the consequences are, we 
often do not, or cannot, know their like~ 
lihood .. For example, although we know 
that a nuclear reactor core melt~down 
is unlikely, we will not know quite how 
unlikely until we accumulate much more 
on-line experience. Even then, we will be 
able to utilize that knowledge only if we 
can assume that the reactor and the 
attendant circumstances remain the same 
(e.g., no changes in the incidence of 
terrorism or the availability of trained 
personnel), For many situations, even 
when a danger is known to be present, 
its extent cannot be known. Whenever 
low~level radiation or exposure to toxic 
substances is involved, consequences can 
be assessed only by tenuous extrapola­
tion from the consequences of high-
level exposure to human beings or from 
observation or exposure in animals. 10 

In all these instances, we must rely 
upon human judgment to guide or 
supplement our formal methods Re­
search into the psychological processes 
involved in producing such judgments 
offers reason for concern, since this 
research demonstrates that people (in­
cluding experts forced to go beyond the 
available data and rely on their intuitions) 
have a great deal of difficulty both in 
comprehending complex and uncertain 
information and in making valid infer­
ences from such information. 11 Fre~ 
quently these problems can be traced 
to the use of judgmental heuristics­
mental strategies whereby people try 
to reduce difllcult tasks to simpler judg­
ments. These strategies may be useful 
in some situations but in others they 
lead to errors that are large, persistent, 
and serious in their implications. Furw 
thermore, individuals are typically 
unaware of these deficiencies in the 
judgments .. 

Even if all the consequences could 
be enumerated and their likelihood 
assessed, placing a price tag on them 
poses further difficulties. Consider, for 
example, the problems of placing a value 
on a human lifeo Despite our resistance 
to thinking about life in economic terms, 
the fact is that, by our actions, we actu~ 
ally do put a finite value on our lives 
Decisions about installing safety fea-
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tures, buying life insurance, or accepting 
a more hazardous job for extra salary 
all carry implicit judgments about the 
value we place on a life. 

Economists have long debated the 
question of how best to quantify the 
value of a life.12 The traditional eco· 
nomic approach has been to equate the 
value of a !ife with the value of a per­
son's expected future earnings. Many 
problems with this index are readily 
apparent. For one, it undervalues those 
in society who are underpaid and places 

HOW MUCH IS A LIFE WORTH? 

Decisions about installing safety devices, buying 
life insurance, or accepting a more hazardous 
job for extra salary are all based on implicit 
judgments about the value one places on a life, 

no value at all on people who are not in 
income~eaming positions, In addition, 
it ignores the interpersonal effects of a 
death which may make the loss suffered 
much greater than any measurable 
financial loss .. A second approach, which 
equates the value of life with court 
awards, can hardly be considered to be 
more satisfactory" 13 

Some have argued that the question, 
"What is a life worth?" is poorly phrased 
and what we really want to know is, 
"What is the value placed on a particular 
change in survival probability?" 14 One 
approach to answering this second ques­
tion is by observing the actual market 
behavior of people trading risks for eco­
nomic benefits. For example, one study 
examined saJary as a fUnction of occu~ 

pational risk and claimed to find that a 
premium of about $200 per year was 
required to induce workers in risky 
occupations (coal mining, for example) 
to accept an increase of .001 in their 
annual probability of accidental death.15 

From this finding it was inferred that 
society should be willing to pay about 
$200,000 to prevent a death .. A replica­
tion of this study by Rappoport 16 pro­
duced a value of $2,000,000; thus, even 
if one accepts the assumptions under· 
lying this approach, a definitive value 
may still elude us, 17 

Decision analysis attempts to accom~ 
modate the uncertainties inherent in the 
assessment of problems and of the values 
of the variables involved through the 
judicious use of sensitil,iry ana(ysis. The 
calculations of expected costs and bene­
fits are repeated using alternative values 
of one troublesome probability, cost, 
or benefit. If each reanalysis produces 
the same relative preponderance of exw 
pected costs or benefits, then it is 
argued that these particular differences 
do not matter. In the Veg-E-Wax ex­
ample (see box), changing the estimate 
of lost market value from 20 percent to 
18 percent is a sensitivity analysis. The 
fact that it tipped the balance from re­
jection to acceptance of Veg-E-Wax 
suggests that neither recommendation 
can be strongly supported, 

Unfortunately, however, there are no 
firm guidelines regarding which of the 
data might be in error or what range 
of possible values ought to be tested. A 
further problem with sensitivity anaJy. 
sis is that it typically tells us little about 
how the uncertainty from different 
~ources of error is compounded or 
about what happens when different 
data are subject to a common bias. The 
untested assumption is that errors in 
different inputs will cancel one another, 
rather than compound in some per~ 
nicious way.l 8 

In the end, determining the quality 
of an analysis is a matter of judgment. 
Someone must use intuition to deter~ 
mine which inputs are of doubtful 
validity and which alternative values 
should be incorporated in sensitivity 
analyses. Essentially, tltat someone 
must decide how good her or his own 
best judgment is Unfortunately, an 
extensive body of research suggests 
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that people tend to overestimate the 
quality of such judgments. 19 

Revealed Preferences 

An alternate approach to determin· 
ing acceptable risks is tl1e metl10d of 
revealed preferences advocated by 
Chauncey Starr. 20 This approach is 
based on the assumption that, by trial 
and error, society has arrived at an 
"essentially optimum" balance between 
the risks and benefits associated with 
any activity,. As a result, it is assumed 
that economic risk and benefit data 
from recent years will reveal patterns 
of acceptable risk-benefit tradeoffs. 
Acceptable risk for a new technology 
is deflned as that level of safety associ­
ated with ongoing activities having 
similar benefit to society. Starr argued 
the potential usefulness of revealed pre­
ferences by examining the relationship 
between risk and benefit across a num~ 
her of common activities 

From this analysis, Starr derived what 
might be called "laws of acceptable 
risk": 
,; 1l1e acceptability of risk is roughly 

proportional to the third power 
(cube) of the benefits . 

.{ The public seems willing to accept 
risks from voluntary activities, 
such as skiing, roughly a thousand 
times greater than it would tolerate 
from involuntary activities, such as 
food preservatives, that provide the 
same level of benefit 

,; 1l1e acceptable level of risk is in· 
versely related to the number of 
persons exposed to that risk. 
Figure 1 depicts the results of Starr's 

analysis, while Figure 2 shows our own 
expanded replication of Starr's study, 
in which we examine 25 activities and 
technologies, including the 8 he used. 
In this replication somewhat different 
methods have been used .. Whereas Starr 
estimated risk in terms of fatality rate 
per hour of exposure, we have used 
annual fatalities. This change is moti­
vated in part by the greater availability 
of data for the latter measure and in 
part because the definition of exposure 
to some hazards (for instance, hand­
guns, smoking, antibiotics) is elusive. 
Whereas Starr measured benefit either 
by the average amount ofmoney spent 
on an activity by a single participant 
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FIGURE L A comparison of risk and benefit to US society from various sources. Risk is meas~ 
urcd by fatalities per person per hour of exposure, Benefit reflects either the average amount of 
money spent on an activity by an individual participant or the average contribution an activity 
makes to a participant's annual income. The best-fitting lines were drawn by eye with error bands 
to indicate their approximate nature,. Source: C. Starr. "Benefit-cost studies In sociotechnlcal sys­
tems," in Committee on Public Engineering Policy, Perspective on Benefit-Risk-Decision Making, 
National Academy of Engineering, Washington, D C, 1972. 
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Weighing the Risks 

(continued from page 20} 

or the average contribution the activity 
made to a participant's annual income, 
we have used the single measure of 
total annual consumer expenditure. 

Like any other economic measure of 
benefit, expenditure has its limitations. 
It includes "bad" as well as "good" 
expenditures; for example, money spent 
on the abatement of pollution caused 
by an industry is weighted as heavily as 
the value of the product it manufactures. 
A second problem is that tl1is measure 
ignores distributive considerations (who 
pays and who profits). A third problem 
is that the market price may not be re­
sponsive to welfare issues that are criti­
cal to social planning. Does the price 
of cigarettes take account of smokers' 
higl1er probability of heart disease or 
cancer? Does the price of pesticides 
adequately reflect tl1e increased prob­
ability of various deleterious effects on 
the one hand and tl1e increased yield of 
foodstuffs on the other? 

Expenditures for private goods 
(whose purchase is the result of the 
decisions ofindividual consumers) were 
obtained from trade and manufactur­
ing associations, while public services, 
such as police work or fire fighting, 
were estimated by using government 
expenditures on payroll and equipment_ 
No attempt was made to calculate tl1e 
secondary and tertiary economic bene~ 
fits of a product or service (for example 
the increase in agricultural yield attrib­
utable to the use of pesticides), or the 
present value of past structural invest­
ments (fOr example, airport terminals, 
acquisition of wilderness areas), or con~ 
tributions to distribu tiona! equity. 

Despite the differences in procedure, 
our analysis produced results similar to 
Starr,s. Overall, there was a positive 
relation between benefits and risks 
(slope= 3, correlation= 55). Further­
more, at any given level of benefit, 
voluntary activities tended to be riskier 
than involuntary ones (compare alcohol 
and surgery or swimming and nuclear 
power). 

To apply these results to Veg-E-Wax 
(see "Cost-Benefit Analysis" box), con­
sider this technology to be an involun-
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tary activity (imposed upon consumers) 
with a total economic' 'nefit to the 
food industry of$] billion.lts risks 
would be tolerable if the expected annual 
toll were less tl1an 40 Jives. 

Although based upon an intuitively 
compeUing logic, the method ofrevealed 
preferences has several drawbacks. It 
assumes that past behavior is a valid 
predictor of present preferences, per­
haps a dubious assumption in a world 
where values can change quite rapidly. 
It is politically conservative in tl1at it 

VOLUNTARY VS .. INVOLUNTARY RISKS 

One of Starr's "laws of acceptable risk" says 
the public seems willing to accept risks from 
voluntary activities {such as skiing) roughly 
1,000 times greater than it tolerates from equal* 
ly beneficial Involuntary risks {such as food 
preservatives}. 

enshrines current economic and social 
arrangements It ignores distributional 
questions (who assumes what risks and 
who gets what benefits). It may under­
weigh risks to which the market re­
sponds sluggishly, such as those involv­
ing a long time lag between exposure 
and consequences (as in the case of 
carcinogens). 

It makes strong (and not always 
supported) assumptions about the 
rationaliiy of people's decision making 
in the marketplace and about the free­
dom of choice that the marketplace 
provides. Consider the automobile for 
example. Unless the public really knows 
what safety is possible from a design 

standpoint and unless the industry pro­
vides the public with a set of alternatives 
from which to choose, market behavior 
may not indicate what a reflective indi­
vidual would decide after thoughtful 
and intensive inquiry .. 

A revealed preference approach 
assumes not only that people have full 
information but also tl1at they can use 
that information optimally, an assump­
tion which seems quite doubtful in the 
ligl1t of much research on the psychol­
ogy of decision making. Finally, from 
a technical standpoint, it is no simple 
matter to develop the measures of risks 
and benefits needed for the implementa­
tion of this approach. 

Expressed Preferences 

Both cost-benefit analysis and re­
vealed preference analysis must infer 
public values indirectly, using proce­
dures that may be both theoretically 
and politically untenable. The expressed 
preference appro8ch tries to circum~ 
vent this problem by asking people 
directly what levels of safety they deem 
acceptable. 

The appeal of this approach is ob­
vious. It elicits ~urrent preferences; 
thus it is responsive to changing values. 
It also allows for widespread citizen 
involvement in decision making and 
thus should be politically acceptable. 
It allows consideration of all aspects of 
risks and benefits, including those not 
readily converted into dollars and body 
counts. Some ways of obtaining ex­
pressed preferences are through refer­
enda, opinion surveys, detailed qu~s~ 
tioning of selected groups of citizens, 
interviewing "public interest advocates," 
and hearings. 

Recently, we conducted a series of 
expressed preference studies paralleling 
Starr's revealed preference study .21 We 
asked people to judge the total risk and 
benefit for each of thirty activities and 
technologies, including those used by 
Starr. Contrary to Starr's presumption, 
our respondents did not believe that 
society had managed these activities and 
technologies so as to allow higher risk 
only when higher benefit is obtained 
(see Figure .la}. In tl1eir view, society 
presently tolerates a number of activities 
with very low benefits and very high risks 
(alcoholic beverages, handguns, motor-
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cycles, and smoking).. Some very safe 
activities were judged to have very great 
benefits (antibiotics, railroads, vaccina­
tions) . 

When we asked people what level of 
safety would be acceptable for each of 
the thirty activities and technologies, 
they responded that current levels were 
too safe 10 percent of the time, about 
right 40 percent of the time and too 
risky about 50 percent of the time ("too 
risky" was defined as "indicating the 
need for serious societal action;,). Tims 
for these individuals, the historical 
record used by the revealed preferences 
approach apparently would not be an 
acceptable guide to future action . 

When acceptable levels of safety 
were compared with perceived benefits, 
a relationship emerged much like the 
one obtained by Starr. Participants be­
lieved that greater risk should be tol· 
erated for more beneficial activities 
and that a double standard is appro­
priate for voluntary and involuntary 
activities (Figure 3b). 22 

Similar studies were conducted with 
students, members of the (generally 
liberal) league of Women Voters, and 
members of a (generally conservative) 
community service club. Although the 
groups disagreed on the evaluation of 
particular items, their judgments 
showed the same general pattern of 
results as shown in Figure 3 .. 

One frequent criticism of the ex· 
pressed preferences approach is that 
safety issues are too complicated for 
ordinary citizens to understand" How~ 
ever, the results just cited suggest that, 
in some situations at least, motivated 
lay people can produce orderly, inter­
pretable responses to complex ques­
tions. 

A related criticism is that, when it 
comes to new and complex issues, 
people do not have well-articulated 
preferences" In some fundamental sense 
their values may be incoherent-not 
thought through .. 23 In thinking about 
acceptable risks, people may be un­
familiar with the terms in which the 
issues are formulated (social discount 
rates, miniscule probabilities, mega· 
deaths) .. They may have contradictory 
values (a strong aversion to catastrophic 
losses of life and a realization that they 
are not more moved by a plane crash 
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with 500 fatalities than one with .300) 
ll1ey may occupy different roles in 
life (parents, workers, children) which 
produce clear-cut but inconsistent 
values They may vacillate between 
incompatible, but strongly held, posi­
tions (freedom of speech is inviolate 
but it should be denied to authori­
tarian movements). They may not even 
know how to begin thinking about 
some issues (how to compare the oppor~ 
tunity to dye one's hair with a vague, 
minute increase in tl1e probability of 
cancer twenty years from now) Their 
views may change over time (say, as 
the hour of decision or the consequence 
itself draws near), and they may not 
know which view should form tlJC basis 
of a decision" 

ln such situations, where people do 
not know what they want, the values 
they express may be highly unstable. 
Subtle changes in how issues are pre­
sented-how questions are phrased and 
responses are elicited-can have marked 
effects on their expressed preferences .. 
The particular question posed may evoke 
a central concern or a peripheral one~ 
it may help clarify the respondent's 
opinion or irreversibly shape it; it may 
even create an opinion where none 
existed before. 

lluee features of these shifting judg­
ments are important.. First, people arc 
typically unaware of the extent of such 
shifts in their perspective. Second, they 
often have no guidelines as to which 
perspective is the appropriate one. 
Finally, even when there are guidelines, 
people may not want to give up their 
own inconsistency, creating an impasse, 

Natural Standards 

A shared llaw of the approaches 
described above is tl1at all of tl1em are 
subject to the existing limitations of 
society and its citizens. It might be de­
sirable to have a standard of safety 
independent of a particular society, 
especially for risks whose effects are 
collective, cumulative, or irreversible, 
One such alternative is to look to 
"biological wisdom" to insure the physi­
cal well-being of the species. 24 Rather 
than examining (recent) historical time 
for guidelines, one might look to geo­
logical time, assuming that the optimal 
level of exposure to pollutants is that 
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characteristic of the conditions in which 
the species evolved. 

Specific proposals derived from this 
approach might be to set allowable 
radiation levels from the nuclear fuel 
cycle according to natural background 
radiation and to set allowable levels of 
chemical wastes according to the levels 
found in archaeological remains.25 

These standards would not constitute 
outright bans, as some level of radiation­
induced mutation is apparently good 
for the species and traces of many chem-

NATURAL STANDARDS 
A commitment to "natural standards" assumes 
that the optimal level. of exposure to pollutants 
is that characteristic of the conditions in which 
the species evolved 

icals are needed fOr survivaL Since ex~ 
posure has varied from epoch to epoch 
and from place to place, one could 
establish ranges of tolerable exposure. 

Perhaps the best-known criteria for 
risk acceptability based on natural 
standards are tlwse for ionizing radia­
tion set by the International Commis­
sion on Radiological Protection. ll1e 
standards set by this small, voluntary, 
international group are subscribed to 
by most countries in the world .. Their 
underlying assumptions include the 
following: 

17ze maximum permissible do~e 
levels should be set in such a way that, 
in the light of present knowledge 

(a)they carry a negligible proba­
bilif)' of severe somatic or genetic 

injuries, for e•ample, leukemia or 
genetic malfomzations that result from 
exposure to individuals at the maxi­
mum permissible dose would be lim­
ited to an exceedingly small fraction 
of the exposed group; and 

(b) the effects ensuing more fre­
quently are those of a minor nature 
that would not be considered unaccep­
table by the exposed individual and by 
the socie(J' of which he is a part. Such 
frequemly occurring effects might be, 
for example, modifications in the 
formed elements of the blood or changes 
in bone density. Such effects could be 
detected only by very extensive studies 
of the exposed individual. Effects such 
as shortening of life span, which may 
be proportional to the accumulated 
dose, would be so small that the)' would 
be hidden by nonnal biological varia­
tions and perhaps could be detected 
onlJ' by e•tensive epidemiological 
studies, 26 

Figure 4 shows how US Atomic 
Energy Commission standards compared 
with natural background levels of radia­
tion in 1976. It also compares current 
levels of S02 and N02 witl1 background 
levels, indicating the implications of 
invoking natural standards in these con­
texts. 

Natural standards have a variety of 
attractive features, They avoid convert~ 
ing risks into a common monetary unit 
(like dollars per life lost). They present 
issues in a way that is probably quite 
compatible with people's natural thought 
processes, Among other things, this 
approach can avoid any direct numerical 
reference to very small probabilities, for 
which people have little or no intuitive 
feeling.27 Use of natural standards 
should produce consistent practices 
when managing the same emission ap­
pearing in different sources of hazards .. 

As a guide to policy, natural standards 
are llawed by the fact that our natural 
exposure to many hazards has not 
diminished,. Thus, whatever new expo­
sure is allowed is an addition to what 
we are already subjected to by nature 
and thereby constitutes excess "unnatu­
ral" exposure (although conceivably 
within the range of toleration). 

A second problem is that most 
hazards increase some exposures and 

May 1979 



reduce others. Trading off different 
exposures brings one back to the realm 
of cost-benefit analysis. 

Another problem arises when one 
considers completely new substances 
for which there is no historical tolerance 
(saccharin, for example) .. ln such cases, 
a policy based on natural standards 
would tolerate none of the substance 
at all, unless it involved no risk. The 
Delaney An1endment, which outlaws 
the addition of any known carcinogen 
to food, is consistent with this approach. 

TI1e technical difficulties of per­
forming this type ofanalysis are for­
midable. Indeed, while there may be 
some hope of assessing natural exposure 
to chemicals and radiation that leave 
traces in bone or rock, appraising the 
natural incidence of accidents and inv 
fectious disease is probably impossible. 
Furthermore, should such an analysis 
be completed, it would quickly become 
apparent that the ecology of hazard in 
which humans live has changed dras­
tically over the eons-mostly for the 
better, as in the case of the reduced 
incidence of infectious disease,28 The 
biological wisdom (or importance) of 
restoring one component of the mix 
to its prehistoric values would demand 
careful examination. 
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In addition to whatever difficulties 
there may be with their in ternallogic 
and implementation, natural standards 
are likely to fail as a sole guide to policy 
because they ignore the benefits that 
accompany hazards and the costs of 
complying with the standards. 

Multiple Hazards 

Our discussion so far has focused on 
the acceptable risk associated with 
individual hazards What additional 
problems are created by considering 
many hazards at once? There are some 
60,000 chemicals and 50,000 consumer 
products in common use in the United 
States 29 If even a small fraction of 
tl1ese presented the legal and technical 
complexities engendered by saccharin 
or flammable sleepwear (not to mention 
nuclear power), it would take legions 
of analysts, lawyers, toxicologists, and 
regulators to handle the situation. If 
hazards are dealt with one at a time, 
many must be neglected. TI1e instinctive 
response to this problem is to deal with 
problems in order of importance Un­
fortunately, the information needed to 
establish priorities is not available; the 
collection of such data might itself 
swamp the system. 
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Even if legions of hazard managers 
were available, tl1e wisdom of tackling 
problems one at a time is questionable. 
Responsible management must ask not 
only which dangers are the worst but 
which are the most amenable to treat­
ment A safety measure that is reason~ 
able in a cost-benefit sense may not 
seem reasonable in a cost-effectiveness 
sense. That is, if our safety dollars are 
limited, finding that the benefits of a 
particular safety measure outweigh its 
costs does not preclude the possibility 
that even greater benefits could be 
reaped with a like expenditure elsewhere. 
The hazard-by-hazard approach may 
cause misallocation of resources across 
activities (for instance, giving greater 
protection to nuclear plant operators 
than to coal miners) or even within 
activities (protecting crop dusters but 
not those in the fields below). 30 

The cumulative danger from a prob­
lem that appears in many guises may be 
hidden from a society tl1at tackles haz­
ards one by one. The current cancer 
crisis seems to reflect an abrupt realiza­
tion of the cumulative impact of a risk 
distributed in relatively small doses over 
a very large number of sources. TI1e 
nuclear industry has only recently been 
alerted to the possibility that temporary 
workers who receive tl1eir legal limit of 
radiation exposure in one facility fre­
quently move on unnoticed to another 
and another .. 31 

Proponents of new products or sys­
tems can often argue persuasively that 
the stringent risk standards imposed 
upon them by the public constitute an 
irrational resistance to progress. After 
all, many currently tolerated products 
have much greater risks witl1 appreciably 
less benefit. The public may, however, 
be responding to its overall risk burden, 
a problem outside these proponents' 
purview. From that perspective, one of 
the obvious ways to reduce a currently 
intolerable risk level is to forbid even 
relatively safe new hazards unless they 
reduce our dependence on more harm­
ful existing hazards. 

Treating hazards individually may 
obscure solutions as well as problems. 
Hazard managers must worry not only 
about how to trade lives and health for 
dollars but also about how to do so in 
an equitable fashion Resolving equity 
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issues in the context of an individual 
hazard often demands either heroic 
theoretical assumptions or considerable 
political muscle. Looking at the whole 
portfolio of hazards faced by a society 
may offer some hope of circumventing 
these problems. No one escapes either 
the risks or the benefits of all aspects 
of a society. Indeed, they are often 
implicitly traded between individuals .. 
I live below the dam that provides you 
with hydroelectric power in the sum­
mer while you live near the nuclear 
power plant that provides me with 
electricity in the winter In this example, 
tl1e participants might view the trade 
as equitable, without recourse to com~ 
plex distributional formulas. While such 
simple dyads may be rare, looking at 
the total distribution of risks and bene· 
fits in a society may possibly produce 
clearer, sounder guidelines for resolving 
equity issues than would solutions gen· 
crated for individual hazards. 

Facing Political Realities 

Models that do not capture the criti· 
cal facts about a hazard will not pass 
muster before the scientific community< 
Approaches that fail to represent the 
political realities of a situation will be 
rejected by those interests that are 
underrepresented, No one method can 
serve the needs of all the environmen· 
talists, industrialists, regulators, lawyers, 
and politicians involved with a partieD· 
lar hazard. These people appropriately 
view each specific decision as an arena 
in which broader political struggles are 
waged. 

In theory, any of the approaches de­
scribed here should find some support 
among "public interest" advocates and 
some resistance among technology pro~ 
ponents since all of them make the 
decision process more open and explicit 
than it was in the dark ages of hazard 
management when matters were de~ 

cided behind closed doors. However, 
the enchantment of the public wanes 
some when closed doors are replaced by 
opaque analyses that effectively trans· 
fer power to the miriute technical elite 
who perform them,.32 In such cases, 
upubHc interest" advocates may resist 
formal analysis, feeling that avoiding 
disenfranchisement is more important 
than determining acceptable levels of 
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risk. 1l1e battle brewing in the United 
States over the use of cost-benefit analy· 
sis to regulate toxic substances and 
other hazards may largely hinge on these 
concerns.33 

For other members of the public, 
the openness itself is a sham, since each 
of these approaches makes the political· 
ideological assumption that society is 
sufficiently cohesive and common~ 
goaled that problems can be resolved 
by reason and without confrontation 
Sitting down to discuss a decision analy· 
sis would, in tllis view, itself constitute 
the surrender of important principles. 
Cooperation may even be seen as a 
scheme to submerge the opposition in 
paper work and abrogate its right to 
fight tl1e outcome of an analysis not 
to its liking.34 Such suspicions are most 
easily justified when the workings of 
the decision-making process are poorly 
understood It is not hard to in1agine 
the observers of a decision analysis 
accepting its premises but balking at 
its conclusions when the results of the 
analysis are complex or counter~intuitive" 
At the extreme, this would mean that 
people will only believe analyses con­
firming their prior opinions. 

Proponents of a technology would 
probably prefer to have the determina­
tion of risk acceptability left to their 
own corporate consciences .. Barring that 
(or the equivalent captive regulatory 
system), proponents may find it easier 
to live with adversity than with uncer· 
tainty. As a result, one would expect 
industry increasingly to advocate routin­
ized approaches with rigorous deadlines 
for making decisions. From this perspec­
tive, the zenith of the inl1uence of the 
Toxic Substances Control Act may have 
been reached immediately after its en­
actment. At that moment, industry 
practice could respond only by making 
all products as safe as possible, not 
knowing which substances would actu-

ally be dealt with nor how stringently. 
Cynically speaking, the sooner and more 
precisely the rules are laid down, the 
more efficacious the search for loop· 
holes can be. 

One could draw similar caricatures of 
the hidden agendas of other (would-be) 
participants in hazard management. The 
point of such an assessment is not to 
argue that reasonable management is 
impossible but that all approaches must 
be seen in their political contexts. Such 
a broadened perspective may help us to 
understand the motives of the various 
participants and the legitimacy that 
should be assigned to their maneuvers. 

In so doing, a crucial issue will be 
deciding whether society should have 
higher goals than maximizing the safety 
of particular technologies. Such goals 
might include developing an informed 
citizenry and preserving democratic 
institutions. In this case, tile process 
could be more important than the pro· 
duct, and it would be important for 
society to provide the resources needed 
to make meaningful public participation 
possible." Such participation would re· 
quire new tools for communicating with 
the public-both for presenting techni· 
cal issues to lay people and for eliciting 
their values. 36 It might also require new 
social and legal forms, such as hiring 
representative citizens to participate in 
the analytic process, thereby enabling 
them to acquire the expertise needed 
by the governed to give their informed 
consent to whatever decision is even~ 
tually reached. Such a procedure might 
be considered a science court with a 
lay jury. It would consider any or all 
of the analytic techniques described 
here as possible inputs to its proceed­
ings. It might also place the logic of 
jurisprudence above the logic of analy· 
sis, acknowledging that there is no 
single way to determine what risks 
are acceptable .. 
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The forums in which safety issues 
are currently argued were not designed 
to deal wnn such problems. H. R. 
Piehler has, in fact, argued that the 
legal system could hardly have been 
designed more poorly for airing and 
clarifying the technical considerations 
which arise in product liability suits. 37 

Much public opinion about hazards 
derives from the testimony of experts. 
Often this testimony is offered in 
rancorous debates between experts 
trying to cast doubt on the probity of 
their opponents 38 In addition to creat· 
ing negative attitudes toward scientists, 
such spectacles tend to destroy public 
confidence in the possibility of ever 
understanding or satisfactorily resolv­
ing these issues, 

Natural disagreements in areas of 
incomplete knowledge are aggravated 
by the feeling that "bad evidence 
drives out good .. " A two-handed scien­
tist ("on the one hand , . while on 
the other ") may be bested by a 
two-fisted debater intent on acquiring 
converts. Decisions about controversial 
technologies might be improved if all 
participants publicly subscribed to an 
established code of behavior.. Some 
possible rules might be: 

Y' Never cite a research result without 
having a complete, accessible refer­
ence, 

>(' Never cite as fact a result supported 
only by tenuous research findings 

.(' Acknowledge areas in which you 
are not an expert (but are still en-
titled to an opinion). ' 

Like rules ofparliamentary procedure, 
this code would formalize values that 
many people espouse but have diffi­
culty upholding in practice (fairness, 
mutual respect, etc). 

Muddling Through Intelligently 

No approach to acceptable risk is 
clearly superior to the others To ex-
ploit the contributions each of these 
methods can make, careful consideration 
must be given to the social and political 
world in which they are used and to the 
natural world in which we all live Our 
social world is characterized by its lack 
of orderliness. Since hazards are not the 
t'1nly consideration in hazard~management 
decisions, the best we can hope for is 
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some intelligent muddling through. 
Recognizing this, we should develop 
and apply the various approaches to 
hazard management not as inviolate ends 
in themselves but as servants to that 
process. The openness of formal analy­
ses must be assured in order to avoid 
suspicion and rejection of whatever con~ 
elusions a:e finally reached. When the 
available numbers are not trustworthy, 
we should content ourselves with digit­
less structuring of problems. When good 
numbers are available, but the issues are 

MUDDLING THROUGH INTELLIGENTLY 
Uncertainty about facts and values in a dis· 
orderly social world means the various decision· 
making approaches must be viewed as tools 
rather than ends in themselves 

unfamiliar, great care must be taken in 
designing suitable presentations. When 
we do not know what goal we want to 
reach, value issues should be framed in 
a variety of ways and tl1eir implications 
carefully explored. 

A distinctive characteristic of our 
natural world is that it typically is not 
and cannot be known to the desired 
degree of precision .. We must not only 
acknowledge this uncertainty but also 
devote more of our efforts to determin­
ing its extent. The most critical input 
to many hazard management decisions 
rnay be how good our best guess is. The 
real alternatives may be: "If we don't 
understand it, we shouldn't mess with 

it" and "If we don't experiment, we'U 
never know what it means."39 

Uncertainty about facts and uncer­
tainty about values both imply that 
determining the acceptability of a 
hazard must be an iterative process, 
partly because, as time goes on, we 
learn more about how a hazard be­
haves and how much we like or dislike 
its consequences. In other words, it 
takes experience which acknowledges 
the experimental nature of life to 
teach us what the facts are and what 
we really want. 

Iteration is essential to any well­
done formal analysis. A measure of 
the success of any analysis is its ability 
to inform (as well as to renect) our 
beliefs and values .. Once the analysis 
is completed, we may then be ready 
to start over again, incorporating our 
new and better understandings. In this 
light, many of the non-political cri­
tiques generated by the Reactor Safety 
Study (the "Rasmussen report")40 

reflect its success in deepening the 
respondents' perspectives. As an aid to 
policy, the study's main weakness was 
in attempting to close the books pre­
maturely and thereby failing to take 
adequate account of these criticisms, 

While a good analysis should be 
insightful, it need not be conclusive. 
At times, it may not be possible to 
reach any analytic conclusion, for ex~ 
ample, when inter~ and intra~personal 
disagreements are too great to be com~ 
promised .. If people do not know what 
tl1ey want or if a topic is so politicized 
that no solution will ever be acceptable, 
analysis should perhaps best be treated 
as a process for deepening knowledge 
imd clarifying positions .. Performing 
the sort of calculations that lead to a 
specific recommendation would, in 
such cases, only create an illusion of 
analyzability. 

A Combined Approach 

The disciplinary training of scientists 
shows them how to get the right answers 
to a set of specially defined problems. 
The problems raised by hazard manage­
ment are too broad to be solved by any 
one discipline. No one knows how to 
get the right answer. All we can do is 
avoid making the particular mistakes to 
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which each of us is attuned. The more 
scientific and lay perspectives applied 
to a problem the better chance we have 
of not getting it wrong. 

Just as no single discipline has all the 
answers, no one of the approaches dis~ 
cussed above provides a sufficient basis 
for determining what levels of safety are 
acceptable. In attempting to solve the 
problems inherent in the other methods, 
each approach engenders problems of 
its own. 

Are better approaches likely to come 
along? Probably not, for it seems as 
though all attempts to rule on the safety 
of particular hazards share common con~ 
ceptual and operational difficulties whose 
source lies in the very attempt to reduce 
the problem to manageable size. What 
we can hope for is to understand the 
various approaches well enough to be 
able to use them in combination so that 
they complement one another's strengths 
rather than compound each other's weak~ 
nesseso 
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