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A Physics Nobel Prize for AI/ML!
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Generative AI in the news
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ML is also growing rapidly in HEP!
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“Machine learning” on INSPIRE
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ML — a powerful new tool

Modern machine learning allows us to see farther into the data than 
ever before.   
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Era of  Big Data in HEP/Astro/Cosmo

9

The Big Data era, 

already familiar to HEP,  

is coming for Astro/Cosmo

Dataset Year launched 
(expected)

No. events/
objects Size

LHC 2010

Euclid 2023

Rubin 2024

Roman 2027

SKA 2030

1015+

1010

1010

109

109

 PB+102

 PB102

 PB102

 PB101

1-10 EB
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Generative AI, briefly

• Given a collection of  data points ⃗xi ∼ p(x), i = 1,…, N

• A model  that can produce samples  starting from random 
noise  

f(z) x ∼ p(x)
z

• ChatGPT:  word ∼ p(word |previous words)

• Midjourney:  image ∼ p(image |caption)

z ∼ 𝒩(0,1)d x ∼ p(x)x = f(z)

(note: both are conditional generative models)
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Generative Models and Density Estimation

• Generative models closely connected to density estimation 
• Generative model: sample from  

• Density estimation: estimate 

p(x)

p(x)
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Example: Normalizing Flows

z ∼ pbase(z) = 𝒩(0,1)d x = f(z; θ)z x x ∼ pθ(x)

Generation

Density estimation
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Example: Normalizing Flows

Powerful class of  density estimators that are also generative models
• Family of  invertible maps parametrized by neural networks

• Train with maximum likelihood objective 

• Compose multiple maps for greater expressivity

pθ(x) = pbase(z = fθ(x))
∂z
∂x

L = − ∑
xi∈data

log pθ(xi)

z ∼ pbase(z)
= 𝒩(0,1)d …z1 = f1(z) z2 = f2(z1)z1 z2 zn x = fn+1(zn)z x x ∼ p(x)

Generation

Density estimation

13

(need tractable Jacobian!)



Example: Normalizing Flows
source: Eric Jang 
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Generative models are also powering 
recent advances in ML4HEP!
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The Search for “New Physics”
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The Standard Model was largely 
established in the ‘60s, ’70s and ‘80s. 


With the discovery of the Higgs boson 
by the LHC in 2012, it is finally complete. 

What “new physics” lies 
beyond the Standard Model?



The Search for “New Physics”

17

dark matter matter/anti-matter asymmetry

neutrino masses

We know the “new physics” 
must be out there … 



Status of NP searches at LHC
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Status of NP searches at LHC

By now, hundreds (thousands?) of searches for new physics at the LHC.

Is there really no new physics in the LHC data?



ML for New Physics Searches
All but a few of these LHC searches are 

optimized for specific models

19



ML for New Physics Searches
All but a few of these LHC searches are 

optimized for specific models

There could be vast, untapped discovery potential with  
ML-powered model-agnostic searches
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ML for New Physics Searches
The LHC Olympics 2020

A Community Challenge for Anomaly
Detection in High Energy Physics

Gregor Kasieczka (ed),1 Benjamin Nachman (ed),2,3 David Shih (ed),4 Oz Amram,5

Anders Andreassen,6 Kees Benkendorfer,2,7 Blaz Bortolato,8 Gustaaf Brooijmans,9

Florencia Canelli,10 Jack H. Collins,11 Biwei Dai,12 Felipe F. De Freitas,13 Barry M.

Dillon,8,14 Ioan-Mihail Dinu,5 Zhongtian Dong,15 Julien Donini,16 Javier Duarte,17 D.

A. Faroughy10 Julia Gonski,9 Philip Harris,18 Alan Kahn,9 Jernej F. Kamenik,8,19

Charanjit K. Khosa,20,30 Patrick Komiske,21 Luc Le Pottier,2,22 Pablo

Mart́ın-Ramiro,2,23 Andrej Matevc,8,19 Eric Metodiev,21 Vinicius Mikuni,10 Inês

Ochoa,24 Sang Eon Park,18 Maurizio Pierini,25 Dylan Rankin,18 Veronica Sanz,20,26

Nilai Sarda,27 Uros̆ Seljak,2,3,12 Aleks Smolkovic,8 George Stein,2,12 Cristina Mantilla

Suarez,5 Manuel Szewc,28 Jesse Thaler,21 Steven Tsan,17 Silviu-Marian Udrescu,18

Louis Vaslin,16 Jean-Roch Vlimant,29 Daniel Williams,9 Mikaeel Yunus18

1Institut für Experimentalphysik, Universität Hamburg, Germany
2Physics Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
3Berkeley Institute for Data Science, University of California, Berkeley, CA 94720, USA
4NHETC, Department of Physics & Astronomy, Rutgers University, Piscataway, NJ 08854, USA
5Department of Physics & Astronomy, The Johns Hopkins University, Baltimore, MD 21211,
USA
6Google, Mountain View, CA 94043, USA
7Physics Department, Reed College, Portland, OR 97202, USA
8Jožef Stefan Institute, Jamova 39, 1000 Ljubljana, Slovenia
9Nevis Laboratories, Columbia University, 136 S Broadway, Irvington NY, USA
10Physik Institut, University of Zurich, Winterthurerstrasse 190, 8057 Zurich, Switzerland
11SLAC National Accelerator Laboratory, Stanford University, Stanford, CA 94309, USA
12Berkeley Center for Cosmological Physics, University of California, Berkeley
13Departamento de F́ısica da Universidade de Aveiro and CIDMA Campus de Santiago, 3810-183
Aveiro, Portugal
14Institute for Theoretical Physics, University of Heidelberg, Heidelberg, Germany
15Department of Physics & Astronomy, University of Kansas, 1251 Wescoe Hall Dr., Lawrence,
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The Dark Machines Anomaly Score Challenge:

Benchmark Data and Model Independent Event

Classification for the Large Hadron Collider

T. Aarrestada M. van Beekveldb M. Bonac A. Boveiae S. Carond J. Daviesc

A. De Simonef,g C. Doglionih J. M. Duartei A. Farbinj H. Guptak L. Hendriksd

L. Heinricha J. Howarthl P. Jawaharm,a A. Jueidn J. Lastowh A. Leinwebero

J. Mamuzicp E. Merényiq A. Morandinir P. Moskvitinad C. Nellistd J. Ngadiubas,t

B. Ostdieku,v M. Pierinia B. Ravinal R. Ruiz de Austrip S. Sekmenw

M. Touranakoux,a M. Vaškevičiūtel R. Vilaltay J.-R. Vlimantt R. Verheyenz

M. Whiteo E. Wulffh E. Wallinh K.A. Wozniak↵,a Z. Zhangd

aEuropean Organization for Nuclear Research (CERN), 1211 Geneva 23, Switzerland
bRudolf Peierls Centre for Theoretical Physics, Oxford OX1 3PU, United Kingdom
cQueen Mary University of London, UK
dNikhef, 1098 XG Amsterdam, Netherlands
eOhio State University, Columbus, OH 43210, USA
fSISSA, 34136 Trieste TS, Italy
gINFN, 34149 Trieste TS, Italy
hLund University, Lund, Sweden
iUniversity of California San Diego, La Jolla, CA 92093, USA
jUniversity of Texas at Arlington, Arlington, TX 76019, USA
kGoogle Summer of Code
lUniversity of Glasgow, United Kingdom

mWorcester Polytechnic Institute
nKonkuk University, Seoul, Republic of Korea
oUniversity of Adelaide, Adelaide SA 5005, Australia
pInstituto de Física Corpuscular, IFIC-UV/CSIC, 46980 Paterna, Valencia, Spain
qRice University, Houston, TX 77005, USA
rRWTH Aachen University, 52062 Aachen, Germany
sFermi National Accelerator Laboratory, Batavia, IL 60510, USA
tCalifornia Institute of Technology, Pasadena, CA 91125, USA
uHarvard University, Cambridge, MA 02138, USA
vThe NSF AI Institute for Artificial Intelligence and Fundamental Interactions
wDepartment of Physics, Kyungpook National University, Daegu, South Korea
xNational and Kapodistrian University of Athens, Athens 157 72, Greece
yUniversity of Houston, Houston, TX 77004, USA
zUniversity College London, London WC1E 6BT, United Kingdom
↵University of Vienna, 1010 Wien, Austria
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https://arxiv.org/abs/2101.08320

https://arxiv.org/abs/2105.14027
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A lot of new ideas for model-agnostic searches!

https://arxiv.org/abs/2101.08320
https://arxiv.org/abs/2105.14027


There are 200 anomalous events here (out of  10,000), can you spot them?

A simple toy model
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How to select the 
anomalous events?



Idea: select events using “anomaly score” R(x) =
pdata(x)
pbg(x)

22

The Anomaly Score

pdata(x) = (1 − ϵ)pbg(x) + ϵpsig(x)
This is actually Neyman-Pearson optimal for any, unknown signal! 



Two approaches to estimating R(x)

1. Direct density estimation: train density estimators on data and 
background samples to learn  and  

2. Likelihood ratio trick: train a binary classifier on data vs. 
background samples to learn 

pdata(x) pbg(x)

R(x) =
pdata(x)
pbg(x)

23

Neyman-Pearson lemma



24

Anomaly score in action



events with R(x) > 1.2
(density estimation method 

with Gaussian mixture models)

24

Anomaly score in action



How to evaluate performance?

After cut on , R(x)
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How to evaluate performance?

S =
Nsig

Nbg

“Significance improvement factor” 

After cut on , R(x) Initial 2  significance can be enhanced over ~7x  
in the toy example!

σ

Nsig → ϵSNsig, Nbg → ϵBNbg

Original significance Enhanced significance

25

→
ϵS

ϵB

Nsig

Nbg



Resonant Anomaly Detection

• In practice, don’t have access to perfect background samples.  
Need simulation or data-driven control regions 

• One successful strategy: build on the classic “bump hunt” 

• assume signal is localized in some feature  

• learn background in sidebands 

• interpolate this to approximate background in  
signal region

m

2

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

from 2109.00546

pbg(x |m ∈ SB) → pbg(x |m ∈ SR)
26

https://arxiv.org/abs/2109.00546
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tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

28



Resonant Anomaly Detection Methods
Idealized Anomaly Detector 

perfect background samples from pbg(x |m ∈ SR) 2

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
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optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

CWoLa Hunting 
 Collins et al (2018), (2019) 

background samples directly 
from SB, valid if  

pbg(x |m ∈ SB) = pbg(x |m ∈ SR)
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

Classifying Anomalies THrough Outer 
Density Estimation (CATHODE) 

DS+ Hallin et al (2022) 
background samples from  

normalizing flow fit to sidebands 
pbg(x |m ∈ SB) → pbg(x |m ∈ SR)
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

optimal test statistic for a data-versus-background hy-
pothesis test [75].

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events

should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)
from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data
vs. perfectly simulated background). The latter places
an upper bound on the performance of any data-vs-
background anomaly detection technique, and we show
how Cathode essentially saturates its performance.
This means that for the first time, a fully-simulation-
independent anomaly detection method has been demon-
strated to achieve the theoretical upper bound in sensi-
tivity to new physics. The Cathode method is basically
the best that it could possibly be.

Finally, as in [39], we study the case where x and m
are correlated, by adding artificial linear correlations to
two of the features in x. Again we show that Cathode
(like Anode, and unlike CWoLa Hunting) is largely ro-
bust against such correlations, and continues to match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).
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Multiple strategies have been proposed for this task.
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(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
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nal sensitivity, and reserve the problem of background
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classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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ANOmaly detection through 
Density Estimation (ANODE) 
Nachman & DS (2020) 
Normalizing flow fit to sidebands: 

 

Normalizing flow fit to signal region: 

pbg(x |m ∈ SB) → pbg(x |m ∈ SR)

pdata(x |m ∈ SR)

https://arxiv.org/abs/2001.04990


Proof  of  concept: LHC Olympics 2020 R&D Dataset

• SM background:  
1M QCD dijet events  
(Pythia8+Delphes, ) 

• BSM signal: 
,  

,  
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Figure 2. Histograms for the invariant mass of the leading two jets for the Standard Model background
as well as the injected signal. There are 1 million background events and 1000 signal events.

epochs results in a stable result. Averaging over more epochs does not further improve the
stability. All results with ANODE present the SB density estimator with this averaging scheme
for the last 10 epochs.

Figure 4 shows a scatter plot of R(x|m) versus log pbackground(x|m) for the test set in the
SR. As desired, the background is mostly concentrated around R(x|m) = 1, while there is a long
tail for signal events at higher values of R(x|m) and between ≠2 < log pbackground(x|m) < 2.
This is exactly what is expected for this signal: it is an over-density (R > 1) in a region of
phase space that is relatively rare for the background (pbackground(x|m) π 1).

The background density in Fig. 4 also shows that the R(x|m) is narrower around 1 when
pbackground(x|m) is large and more spread out when pbackground(x|m) π 1. This is evidence
that the density estimation is more accurate when the densities are high and worse when
the densities are low. This is also to be expected: if there are many data points close to one
another, it should be easier to estimate their density than if the data points are very sparse.

Another view of the results is presented in Fig. 5, with one-dimensional information
about R(x|m) in the SR. The left plot of Fig. 5 shows that the background is centered and
approximately symmetric around R = 1 with a standard deviation of approximately 17%.
This width is due to various sources, including the accuracy of the SR density, the accuracy of
the SB density, and the quality of the interpolation from SB to SR. Each of these sources has
contributions from the finite size of the datasets used for training, the neural network flexibility,
and the training procedure. The right plot of Fig. 5 presents the number of background and
signal events as a function of a threshold R > Rc. The starting point are the original numbers

– 12 –

Figure 3. The four features used for classification: mJ1 (top left), mJ1 ≠ mJ2 (top right), ·J1
21 (bottom

left), and ·J2
21 (bottom right). These histograms are inclusive in mJJ . There are 1 million background

events and 1000 signal events for the mass histograms.

background (40,000) and signal (400) numbers in the SR window and the fiducial window.
Starting from low S/B and S/

Ô
B one can achieve S/B > 1 and a high S/

Ô
B with a threshold

requirement on R. Figure 6 shows that the signal is clearly visible in the x distribution after
applying such a threshold requirement.

The performance of R as an anomaly detector is further quantified by the Receiver
Operating Characteristic (ROC) and Significance Improvement Characteristic (SIC) curves in
Fig. 7. These metrics are obtained by scanning R and computing the signal e�ciency (true
positive rate) and background e�ciency (false positive rate) after a threshold requirement
on R. The Area Under the Curve (AUC) for ANODE is 0.82. For comparison, the CWoLa
hunting approach is also shown in the same plots. The CWoLa classifier is trained using
sideband regions that are 200 GeV wide on either side of the SR. The sidebands are weighted
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x = (mJ1 ,mJ2 , ⌧
J1
21 , ⌧

J2
21 )
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SR: mJJ ∈ [3.3,3.7] TeV

m = mJJ

Proof  of  concept: LHC Olympics 2020 R&D Dataset

Resonant feature
Additional features

 in SR: 120k eventsNbg
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Performance on LHCO

for  in SR: 800 events 
initial  

enhanced up to 15x by CATHODE

Nsig

S/ B ≈ 2

DS+ Hallin et al (2022)
DS+ Hallin et al (2022)

Can improve discovery potential 5x 
 in signal cross section
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Full statistical procedure

• How to discover anything with resonant 
anomaly detection?  

• Signal sensitivity not enough, need an accurate 
background estimate 

• Cut on R(x), traditional 1d bump hunt after that 

• Background estimation from sidebands, assuming no 
sculpting 

• Robustness: can be suboptimal but not wrong
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From proof-of-concept to actual search

CATHODE is a CMS search now!

CMS-PAS-EXO-22-026 CMS-PAS-EXO-22-026
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From LHC to Astro: Search for Stellar Streams

• We realized that the same resonant anomaly detection techniques 
could be used to search for stellar streams in Gaia data

Gaia satellite: 
• Launched in 2013; ongoing 

• Angular positions, proper motions, color and 

magnitude of over 1 billion stars in our Galaxy

• Distances and radial velocities for a smaller 

subset of nearby stars
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Stellar streams
Stellar streams are tidally disrupted 
dwarf  galaxies and globular clusters 
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Stellar streams
Stellar streams are tidally disrupted 
dwarf  galaxies and globular clusters 
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Stellar streams

Streams are unique astrophysical probes 
of  dark matter

dynamical evidence of a dark halo substructure 3

Figure 1. (Top) Likely members of the GD-1 stellar stream, cleanly selected using Gaia proper motions and PanSTARRS
photometry, reveal two significant gaps located at �1 ⇡ �20� and �1 ⇡ �40�, and dubbed G-20 and G-40, respectively. There
is a long, thin spur extending for ⇡ 10� from the G-40 gap. (Bottom) An idealized model of GD-1, whose progenitor disrupted
at �1 ⇡ �20� to produce the G-20 gap, and which has been perturbed by a compact, massive object to produce the G-40 gap.
The orbital structure of stars closest to the passing perturber is distorted into a loop of stars that after 0.5Gyr appears as an
underdensity coinciding with the observed gap, and extends out of the stream similar to the observed spur.

To highlight the complex structure of the GD-1
stream, we present the distribution of likely stream
members at the top of Figure 1. As a first step in find-
ing likely members, we followed Price-Whelan & Bonaca
(2018) in selecting stars consistent with an old and
metal-poor population at a distance of 8 kpc, and mov-
ing retrograde with respect to the Galactic disk, with
proper motions in the GD-1 reference frame (µ�1 , µ�2) ⇡
(�7, 0) mas yr�1. The spatial distribution of these stars
in the �2 direction (i.e. perpendicular to the stream) is
modeled as a combination of a constant background, a
stream component at the location of the main stream
track, and one additional Gaussian component on ei-
ther side of the main stream to capture stream features
beyond the main track. We solved for the normaliza-
tion, position and width of every component by explor-
ing the parameter space with an ensemble MCMC sam-
pler (Foreman-Mackey et al. 2013). We used 256 walkers
that ran for a total of 1280 steps, and kept the final 256
steps to generate posterior samples in these parameters.
The above procedure is a full-stream generalization of
the calculation in (Price-Whelan & Bonaca 2018) that
quantified the fraction of stars in the additional compo-
nents at the locations of the spur and the blob. Finally,
we define a stream membership probability, pmem, as
the joint probability of a star belonging either to the
main stream or the additional feature, evaluate these
probabilities using MCMC samples and apply them to
every star. The upper panel of Figure 1 shows stars with

pmem > 0.5, with larger and darker points representing
stars with a higher membership probability.
Most likely GD-1 members trace a thin stream, whose

width varies between � ⇡ 100 and 300. As noted by
Price-Whelan & Bonaca (2018), the stellar density along
the stream is not uniform, and there are two signifi-
cant underdensities, or gaps, located at �1 ⇡ �40� and
�1 ⇡ �20�, which we refer to as G-40 and G-20, respec-
tively. The main focus of this work are structures related
to the G-40 gap, so if not specified, the gap refers to G-
40. The additional, feature components are above the
background density in the spur region, �1 ⇡ �35�, and
the blob region, �1 ⇡ �15�, and consistent with zero
along the rest of the stream. In the following section we
present a model of GD-1 that simultaneously explains
the gap in the stream and the spur extending from the
stream.

3. MODELING THE PERTURBED GD-1 STREAM

3.1. Setup and the fiducial model

Unlike the observed GD-1, a globular cluster disrupt-
ing on the GD-1 orbit in a simple — analytic and smooth
— galaxy creates a stream that is also smooth (Price-
Whelan & Bonaca 2018). This model follows stars as
they leave the progenitor, and accounts for their epicylic
motion relative to the progenitor’s orbit (Küpper et al.
2008, 2010; Fardal et al. 2015). The resulting pattern
of over- and underdensities is much more uniform than
the observed stream, so the full extent of density varia-

Bonaca et al 2019

Stellar streams are tidally disrupted 
dwarf  galaxies and globular clusters 
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Known stellar streams of  the Milky Way

https://github.com/cmateu/galstreams
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Via Machinae 
[DS, Buckley, Necib ‘23] [DS, Buckley, Necib, Tamanas ‘21]
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Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

Angular position on the sky Velocity on the sky (proper motion) Photometry
Malhan et al (2018)

37

https://arxiv.org/abs/2303.01529
https://arxiv.org/abs/2104.12789
https://arxiv.org/abs/1804.11339


Via Machinae 
[DS, Buckley, Necib ‘23] [DS, Buckley, Necib, Tamanas ‘21]

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

6 Malhan, Ibata & Martin

Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are

MNRAS 000, 1–15 (2018)

Angular position on the sky Velocity on the sky (proper motion) Photometry
Malhan et al (2018)

• Streams are local overdensities in multiple features — ideal for enhanced bump hunt methods!
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& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.
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• Streams are local overdensities in multiple features — ideal for enhanced bump hunt methods!

• Choose either proper motion coordinate as resonant feature
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Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.
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8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
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Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.
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Malhan et al (2018)

• Streams are local overdensities in multiple features — ideal for enhanced bump hunt methods!

• Choose either proper motion coordinate as resonant feature

• Learn anomaly score (using normalizing flows) with remaining five features37
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Core method — illustrated with GD-1 stream 
[DS, Buckley, Necib, Tamanas ’21]
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Figure 3. Upper row: Angular position in (q, _) coordinates (left), proper motion in (`⇤

q , `_) coordinates (center), and photometry (right) of all stars in the
patch centered on (U, X) = (148.6�, 24.2�) . (Note the streaking in angular position due to non-uniform coverage in Gaia DR2.) Bottom row: As above, with
stars identified by PWB18 as likely GD-1 stars shown in red, along with an example search region `_ 2 [�17, �11] mas/yr in proper motion.

Each of these choices of (U0, X0, `
min
_ ) furnishes a search region

and control region pair for the ANODE training step. Overlapping
the SRs in this way allows us to fully capture potential streams in at
least one `_ window when performing a blind search – if the SRs
were not overlapping, then a stream could easily fall at the edge of
two SRs, diluting the signal in each. By selecting SRs which are wide
enough in proper motion to fully contain a kinematically cold stream
and overlapping them by shifts which are smaller than the proper
motion width of a typical stream, we minimize the possibility of this
dilution.

SRs with fewer than 20k stars or more than 1M stars (before the
fiducial cuts) are rejected for ANODE training. The former require-
ment is because too few stars in the SR results in poor density estima-
tion performance, and the latter requirement is to avoid overly-long
training times. In addition, SRs that contained a GC candidate (iden-
tified using a simple algorithm described in App. B) were cut from
the analysis, as the presence of the GC would completely overwhelm
the training (i.e. in an SR containing a GC, the GC would correspond
to such a large, delta-function-like overdensity, that ANODE would
be unable to identify any other overdensity in the SR, such as one
coming from a stream). In the end, we are left with a total of 545 SRs
across the 21 patches of the sky containing GD-1.

To provide an example of an SR, we turn to our sam-
ple GD-1 patch defined in the previous section, centered on
(U0, X0) = (148.6�, 24.2�). We select the SR defined by `_ 2

[�17,�11] mas/yr, which encompasses the majority of the GD-1
stars contained within this patch. This SR is shown in Fig. 3 and

contains 34,823 stars in total, of which 252 are tagged by PWB18 as
possible GD-1 members.

3.2 ANODE: Density estimation

Having defined the search regions, we turn to the probability density
estimation step of the ANODE algorithm. As discussed in Sec. 2,
the stars in our dataset are characterized by two position coordinates,
two proper motion coordinates, color, and magnitude. Having set
aside one of the proper motion coordinates `_ to define the search
regions with, the remaining features (q, _, `⇤q , 1 � A, 6) we will refer
to collectively as ÆG.

Suppose the stars in a patch consist of “signal stars" coming
from a cold stellar stream, and “background stars" coming from
the stellar halo. Let the conditional probability density of the back-
ground stars be %bg (ÆG |`_), and the conditional density for the
data (consisting of background stars plus signal stream stars) be
%data (ÆG |`_) = (1�U)%bg (ÆG |`_) +U%sig (ÆG |`_) where U is a measure
of the signal strength. Then the optimal test statistic for distinguishing
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Core method — illustrated with GD-1 stream 
[DS, Buckley, Necib, Tamanas ’21]
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Figure 3. Upper row: Angular position in (q, _) coordinates (left), proper motion in (`⇤

q , `_) coordinates (center), and photometry (right) of all stars in the
patch centered on (U, X) = (148.6�, 24.2�) . (Note the streaking in angular position due to non-uniform coverage in Gaia DR2.) Bottom row: As above, with
stars identified by PWB18 as likely GD-1 stars shown in red, along with an example search region `_ 2 [�17, �11] mas/yr in proper motion.

Each of these choices of (U0, X0, `
min
_ ) furnishes a search region

and control region pair for the ANODE training step. Overlapping
the SRs in this way allows us to fully capture potential streams in at
least one `_ window when performing a blind search – if the SRs
were not overlapping, then a stream could easily fall at the edge of
two SRs, diluting the signal in each. By selecting SRs which are wide
enough in proper motion to fully contain a kinematically cold stream
and overlapping them by shifts which are smaller than the proper
motion width of a typical stream, we minimize the possibility of this
dilution.

SRs with fewer than 20k stars or more than 1M stars (before the
fiducial cuts) are rejected for ANODE training. The former require-
ment is because too few stars in the SR results in poor density estima-
tion performance, and the latter requirement is to avoid overly-long
training times. In addition, SRs that contained a GC candidate (iden-
tified using a simple algorithm described in App. B) were cut from
the analysis, as the presence of the GC would completely overwhelm
the training (i.e. in an SR containing a GC, the GC would correspond
to such a large, delta-function-like overdensity, that ANODE would
be unable to identify any other overdensity in the SR, such as one
coming from a stream). In the end, we are left with a total of 545 SRs
across the 21 patches of the sky containing GD-1.

To provide an example of an SR, we turn to our sam-
ple GD-1 patch defined in the previous section, centered on
(U0, X0) = (148.6�, 24.2�). We select the SR defined by `_ 2

[�17,�11] mas/yr, which encompasses the majority of the GD-1
stars contained within this patch. This SR is shown in Fig. 3 and

contains 34,823 stars in total, of which 252 are tagged by PWB18 as
possible GD-1 members.

3.2 ANODE: Density estimation

Having defined the search regions, we turn to the probability density
estimation step of the ANODE algorithm. As discussed in Sec. 2,
the stars in our dataset are characterized by two position coordinates,
two proper motion coordinates, color, and magnitude. Having set
aside one of the proper motion coordinates `_ to define the search
regions with, the remaining features (q, _, `⇤q , 1 � A, 6) we will refer
to collectively as ÆG.

Suppose the stars in a patch consist of “signal stars" coming
from a cold stellar stream, and “background stars" coming from
the stellar halo. Let the conditional probability density of the back-
ground stars be %bg (ÆG |`_), and the conditional density for the
data (consisting of background stars plus signal stream stars) be
%data (ÆG |`_) = (1�U)%bg (ÆG |`_) +U%sig (ÆG |`_) where U is a measure
of the signal strength. Then the optimal test statistic for distinguishing

MNRAS 000, 1–16 (2021)

All stars in a patch of the sky 
containing (part of) GD-1


(ra,dec)=(148.6,24.2)
Train ANODE on a  

proper motion window  
containing GD-1

38

https://arxiv.org/abs/2104.12789


Core method — illustrated with GD-1 stream 
[DS, Buckley, Necib, Tamanas ’21]
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Figure 3. Upper row: Angular position in (q, _) coordinates (left), proper motion in (`⇤

q , `_) coordinates (center), and photometry (right) of all stars in the
patch centered on (U, X) = (148.6�, 24.2�) . (Note the streaking in angular position due to non-uniform coverage in Gaia DR2.) Bottom row: As above, with
stars identified by PWB18 as likely GD-1 stars shown in red, along with an example search region `_ 2 [�17, �11] mas/yr in proper motion.

Each of these choices of (U0, X0, `
min
_ ) furnishes a search region

and control region pair for the ANODE training step. Overlapping
the SRs in this way allows us to fully capture potential streams in at
least one `_ window when performing a blind search – if the SRs
were not overlapping, then a stream could easily fall at the edge of
two SRs, diluting the signal in each. By selecting SRs which are wide
enough in proper motion to fully contain a kinematically cold stream
and overlapping them by shifts which are smaller than the proper
motion width of a typical stream, we minimize the possibility of this
dilution.

SRs with fewer than 20k stars or more than 1M stars (before the
fiducial cuts) are rejected for ANODE training. The former require-
ment is because too few stars in the SR results in poor density estima-
tion performance, and the latter requirement is to avoid overly-long
training times. In addition, SRs that contained a GC candidate (iden-
tified using a simple algorithm described in App. B) were cut from
the analysis, as the presence of the GC would completely overwhelm
the training (i.e. in an SR containing a GC, the GC would correspond
to such a large, delta-function-like overdensity, that ANODE would
be unable to identify any other overdensity in the SR, such as one
coming from a stream). In the end, we are left with a total of 545 SRs
across the 21 patches of the sky containing GD-1.

To provide an example of an SR, we turn to our sam-
ple GD-1 patch defined in the previous section, centered on
(U0, X0) = (148.6�, 24.2�). We select the SR defined by `_ 2

[�17,�11] mas/yr, which encompasses the majority of the GD-1
stars contained within this patch. This SR is shown in Fig. 3 and

contains 34,823 stars in total, of which 252 are tagged by PWB18 as
possible GD-1 members.

3.2 ANODE: Density estimation

Having defined the search regions, we turn to the probability density
estimation step of the ANODE algorithm. As discussed in Sec. 2,
the stars in our dataset are characterized by two position coordinates,
two proper motion coordinates, color, and magnitude. Having set
aside one of the proper motion coordinates `_ to define the search
regions with, the remaining features (q, _, `⇤q , 1 � A, 6) we will refer
to collectively as ÆG.

Suppose the stars in a patch consist of “signal stars" coming
from a cold stellar stream, and “background stars" coming from
the stellar halo. Let the conditional probability density of the back-
ground stars be %bg (ÆG |`_), and the conditional density for the
data (consisting of background stars plus signal stream stars) be
%data (ÆG |`_) = (1�U)%bg (ÆG |`_) +U%sig (ÆG |`_) where U is a measure
of the signal strength. Then the optimal test statistic for distinguishing

MNRAS 000, 1–16 (2021)
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Figure 4. Left: ' distribution for the SR `_ = [�17, �11] mas/yr in the patch centered at (U, X) = (148.6�, 24.2�) . Stars identified as likely members of GD-1
by PWB18 are shown in red, while the “background" stars (those not tagged as likely GD-1 members by PWB18) are in blue. Right: Significance Improvement
Characteristic (SIC) curve for the same SR, showing the signal e�ciency n( and the significance improvement (signal e�ciency over square root of background
e�ciency, n(/

p
n⌫) as the cut on ' is varied. The vertical lines in both plots designate the ' value that maximizes the SIC curve.

�10 0 10
� (�)

�10

0

10

�
(�

)

�20 0
µ�

� (mas/yr)

�16

�14

�12

µ
�

(m
as

/y
r)

0 1 2 3
b � r

10

15

20

g

Figure 5. Upper row: Angular position in (q, _) coordinates (left), proper motion in (`⇤

q , `_) coordinates (center), and photometry (right) of all stars (blue)
in the `_ 2 [�17, �11] mas/yr SR of our example patch centered on (U, X) = (148.6�, 24.2�) . Bottom row: As the upper row, applying the ' > 'cut cut on
the stars in the SR (purple). The GD-1 stream becomes immediately apparent. See text for details.

are anomalous compared to the interpolation into the SR of the CR
density estimate. Stars with proper motion near zero are predomi-
nantly distant stars; this population is not well-represented in a CR
that does not contain (`⇤q , `_) ⇠ (0, 0) mas/yr. An example can be
seen in Fig. 6. If the SR contains this zero point, the distant stars
are (correctly) identified as anomalous relative to the population in
the control regions, but their sheer number completely overwhelms

any other signal in the SR, requiring their removal after training is
complete.

• Cold stellar streams, produced by tidally stripped globular clus-
ters or dwarf galaxies, are predominantly composed of old, low metal-
licity stars. Many existing stream-finding algorithms leverage this by
fitting stars in the stream candidate to isochrones appropriate to this
assumption (see e.g. Malhan & Ibata (2018)). Although the ANODE
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Core method — illustrated with GD-1 stream 
[DS, Buckley, Necib, Tamanas ’21]
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Figure 3. Upper row: Angular position in (q, _) coordinates (left), proper motion in (`⇤

q , `_) coordinates (center), and photometry (right) of all stars in the
patch centered on (U, X) = (148.6�, 24.2�) . (Note the streaking in angular position due to non-uniform coverage in Gaia DR2.) Bottom row: As above, with
stars identified by PWB18 as likely GD-1 stars shown in red, along with an example search region `_ 2 [�17, �11] mas/yr in proper motion.

Each of these choices of (U0, X0, `
min
_ ) furnishes a search region

and control region pair for the ANODE training step. Overlapping
the SRs in this way allows us to fully capture potential streams in at
least one `_ window when performing a blind search – if the SRs
were not overlapping, then a stream could easily fall at the edge of
two SRs, diluting the signal in each. By selecting SRs which are wide
enough in proper motion to fully contain a kinematically cold stream
and overlapping them by shifts which are smaller than the proper
motion width of a typical stream, we minimize the possibility of this
dilution.

SRs with fewer than 20k stars or more than 1M stars (before the
fiducial cuts) are rejected for ANODE training. The former require-
ment is because too few stars in the SR results in poor density estima-
tion performance, and the latter requirement is to avoid overly-long
training times. In addition, SRs that contained a GC candidate (iden-
tified using a simple algorithm described in App. B) were cut from
the analysis, as the presence of the GC would completely overwhelm
the training (i.e. in an SR containing a GC, the GC would correspond
to such a large, delta-function-like overdensity, that ANODE would
be unable to identify any other overdensity in the SR, such as one
coming from a stream). In the end, we are left with a total of 545 SRs
across the 21 patches of the sky containing GD-1.

To provide an example of an SR, we turn to our sam-
ple GD-1 patch defined in the previous section, centered on
(U0, X0) = (148.6�, 24.2�). We select the SR defined by `_ 2

[�17,�11] mas/yr, which encompasses the majority of the GD-1
stars contained within this patch. This SR is shown in Fig. 3 and

contains 34,823 stars in total, of which 252 are tagged by PWB18 as
possible GD-1 members.

3.2 ANODE: Density estimation

Having defined the search regions, we turn to the probability density
estimation step of the ANODE algorithm. As discussed in Sec. 2,
the stars in our dataset are characterized by two position coordinates,
two proper motion coordinates, color, and magnitude. Having set
aside one of the proper motion coordinates `_ to define the search
regions with, the remaining features (q, _, `⇤q , 1 � A, 6) we will refer
to collectively as ÆG.

Suppose the stars in a patch consist of “signal stars" coming
from a cold stellar stream, and “background stars" coming from
the stellar halo. Let the conditional probability density of the back-
ground stars be %bg (ÆG |`_), and the conditional density for the
data (consisting of background stars plus signal stream stars) be
%data (ÆG |`_) = (1�U)%bg (ÆG |`_) +U%sig (ÆG |`_) where U is a measure
of the signal strength. Then the optimal test statistic for distinguishing
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Figure 4. Left: ' distribution for the SR `_ = [�17, �11] mas/yr in the patch centered at (U, X) = (148.6�, 24.2�) . Stars identified as likely members of GD-1
by PWB18 are shown in red, while the “background" stars (those not tagged as likely GD-1 members by PWB18) are in blue. Right: Significance Improvement
Characteristic (SIC) curve for the same SR, showing the signal e�ciency n( and the significance improvement (signal e�ciency over square root of background
e�ciency, n(/

p
n⌫) as the cut on ' is varied. The vertical lines in both plots designate the ' value that maximizes the SIC curve.
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Figure 5. Upper row: Angular position in (q, _) coordinates (left), proper motion in (`⇤

q , `_) coordinates (center), and photometry (right) of all stars (blue)
in the `_ 2 [�17, �11] mas/yr SR of our example patch centered on (U, X) = (148.6�, 24.2�) . Bottom row: As the upper row, applying the ' > 'cut cut on
the stars in the SR (purple). The GD-1 stream becomes immediately apparent. See text for details.

are anomalous compared to the interpolation into the SR of the CR
density estimate. Stars with proper motion near zero are predomi-
nantly distant stars; this population is not well-represented in a CR
that does not contain (`⇤q , `_) ⇠ (0, 0) mas/yr. An example can be
seen in Fig. 6. If the SR contains this zero point, the distant stars
are (correctly) identified as anomalous relative to the population in
the control regions, but their sheer number completely overwhelms

any other signal in the SR, requiring their removal after training is
complete.

• Cold stellar streams, produced by tidally stripped globular clus-
ters or dwarf galaxies, are predominantly composed of old, low metal-
licity stars. Many existing stream-finding algorithms leverage this by
fitting stars in the stream candidate to isochrones appropriate to this
assumption (see e.g. Malhan & Ibata (2018)). Although the ANODE
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New Stream Candidates from Gaia DR2 
[DS, Buckley, Necib (2023)]

Many (~ 80-90) new streams potentially discovered in Gaia DR2!

(Follow-up studies ongoing to confirm)
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Spinoff: discovering new ultra-faint dwarf  galaxies 
[DS+ McQuinn et al (2023a), (2023b)]

• Helped astronomers to discover 3 new ultra-faint “field” dwarf  galaxies 

• First as overdensities of  star counts in DESI Legacy Survey data 

• Then confirmed with dedicated Hubble time
40
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Mapping Dark Matter in the Milky Way 
[Lim, Putney, Buckley & DS (2022), (2023)]

• Idea: can measure 3d map of dark matter density  near the Sun 
using Gaia data! 


1. Fit normalizing flows to stellar positions and velocities => phase space density 


2. Use the Boltzmann equation to extract acceleration and mass density

ρDM( ⃗x)

f( ⃗x, ⃗v)
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Mapping Dark Matter in the Milky Way 
[Lim, Putney, Buckley & DS (2022), (2023)]

https://arxiv.org/abs/2205.01129
https://arxiv.org/abs/2305.13358
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Mapping Dark Matter in the Milky Way 
[Lim, Putney, Buckley & DS (2022), (2023)]

Our result:  
   ρDM(r⊙) = 0.47 ± 0.05 GeV/cm3

https://arxiv.org/abs/2205.01129
https://arxiv.org/abs/2305.13358


Summary/Outlook

• Breakthroughs in AI/ML are enabling a new paradigm for new 
physics searches 

• The new techniques we are developing for new physics searches have 
broader applicability, e.g. to search for stellar streams in Gaia data.  

• There is a lot more data coming, including HL-LHC, Gaia DR4, 
Euclid, LSST, Roman, SKA, …  

• Modern ML gives us new ways to look deeper into the data. Exciting 
discoveries await!
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Thanks!
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Further improvements

BDTs are more robust than NNs…

…leading to much higher 
performance using more features!

DS+ Finke et al (2023)

DS+ Finke et al (2023)
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https://arxiv.org/abs/2309.13111
https://arxiv.org/abs/2309.13111


Further improvements

With recent breakthroughs in generative modeling (diffusion, flow-matching),  
using all the low-level information (jet constituents) is becoming possible! 

DS+ Buhmann et al (2023)

Relying on high-level physics features is not fully model-agnostic…
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https://arxiv.org/abs/2310.06897


Residual ANODE 
[Das, Kasieczka & DS (2023)]

Can do even better by freezing background density and only fitting a 
small “residual” density estimator to learn the signal in data 

1. Fit  to background 

2. Freeze  and fit  
 to data

pbg(x)

pbg(x)
(1−w) pbg(x) + w psig(x)

R-ANODE can saturate 
optimal performance!
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https://arxiv.org/abs/2312.11629


Performance on LHCO

Das, Kasieczka & DS (2023) Das, Kasieczka & DS (2023)

R-ANODE exceeds classifier-based approaches 
Closes/narrows the gap with fully supervised
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https://arxiv.org/abs/2312.11629
https://arxiv.org/abs/2312.11629


Interpretability with R-ANODE

In R-ANODE, fitting  to the data in 
the signal region directly gives an empirical 
model for the signal. Can visualize this! 

Can also directly infer the signal strength!

psig(x)

 pdata(x) = (1 − w)pbg(x) + wpsig(x)
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