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Abstract. Management scientists recognize that decision making depends on the infor-
mation people have but lack a unified behavioral theory of the demand for (and avoidance
of) information. Drawing on an existing theoretical framework in which utility depends
on beliefs and the attention paid to them, we develop and test a theory of the demand for
information encompassing instrumental considerations, curiosity, and desire to direct at-
tention to beliefs one feels good about. We decompose an individual’s demand for infor-
mation into the desire to refine beliefs, holding attention constant, and the desire to focus
attention on anticipated beliefs, holding these beliefs constant. Because the utility of re-
solving uncertainty (i.e., refining beliefs) depends on the attention paid to it and more im-
portant or salient questions capture more attention, demand for information depends on
the importance and salience of the question(s) it addresses. In addition, because getting new
information focuses attention on one’s beliefs and people want to savor good news and ig-
nore bad news, the desire to obtain or avoid information depends on the valence (i.e.,
goodness or badness) of anticipated beliefs. Five experiments (n� 2,361) test and find sup-
port for these hypotheses, looking at neutrally valenced as well as ego-relevant informa-
tion. People are indeed more inclined to acquire information (a) when it feels more impor-
tant, even if it cannot aid decision making (Experiments 1A and 2A); (b) when a question
is more salient, manipulated through time lag (Experiments 1B and 2B); and (c) when an-
ticipated beliefs have higher valence (Experiment 2C).
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1. Introduction
Good decision making depends on the information
people have, but people may be wary of information
that challenges their existing beliefs, warns of impend-
ing bad outcomes, or addresses problems not current-
ly on their radar. They may be more inclined to look
at information that feels reassuring or that simply
grabs their attention. When managers or policy mak-
ers want to disseminate information to other decision
makers (e.g., customers, strategic partners, sharehold-
ers, etc.), they need to cut through the cacophony of
competing information campaigns and in some cases,
overcome avoidance of potentially unpleasant infor-
mation to get people to listen. In these situations and
many others, it would be helpful to know when and
why people either seek out information or avoid it.
We develop a unified theory offering predictions
about when, and how strongly, people will want
to acquire or avoid information, and we provide

evidence from five experiments supporting three of
our theory’s predictions.

The standard economic theory of information
(Stigler 1961) assumes that people seek out informa-
tion because (and only to the extent that) it enables
them to make superior decisions. The theory pre-
dicts that (outside of strategic situations) valid infor-
mation will never be valued negatively because at
worst, it can be ignored (i.e., not taken into account
in decision making). Yet, there are many situations
in which people actively resist acquiring information
(Hertwig and Engel 2016, Golman et al. 2017). For
example, people often choose to not obtain medical
tests, even when the test is costless (e.g., simply
checking a box when giving a blood sample) and
would provide valuable information for decision
making (e.g., whether to obtain treatment). At the
same time, people also seek out information, such
as celebrity gossip, that does not benefit decision
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making (Kruger and Evans 2009, Eliaz and Schotter
2010, Hsee and Ruan 2016).

Our theory of information seeking and avoidance is
unique in highlighting the role of attention to specific
beliefs. It assumes that people derive utility from
thinking about specific beliefs, so information not
only informs decision making but also, directly im-
pacts utility by refining beliefs and redirecting the fo-
cus of attention. Golman and Loewenstein (2018a)
present the attention-weighted belief-based utility
function and propose that attention depends on en-
dogenous psychological constructs (“importance” and
“surprise”) along with exogenous conditions (“salience”).
Here, we apply that framework to generate testable
predictions about information seeking and avoidance,
identifying specific contextual factors that stimulate
demand for information. The theory reconciles previ-
ously disconnected sets of empirical findings across
different domains and makes new predictions that
we test, and find support for, in this paper. Although
other theories recognize that people sometimes seek
useless information or avoid useful information, our
theory is unique in identifying contextual factors af-
fecting attention that determine when these nonstan-
dard informational preferences occur.

The theory incorporates two distinct motives under-
lying the desire to obtain or avoid information on top
of the traditional instrumental value of information.
First, individuals may seek or avoid information be-
cause they anticipate that what they discover will be
pleasurable or painful (as in Caplin and Leahy 2001,
Kőszegi 2010). Beliefs can be pleasurable or painful
(i.e., positively or negatively valenced) for many
reasons—for instance, they can evoke anticipatory
emotions or affect one’s self-concept. From a Bayesian
perspective, it might seem strange that a decision mak-
er would expect that obtaining information, which by
its very nature is not known, would have a nonzero
expected impact on belief-based utility (see Eliaz and
Spiegler 2006). However, we assume that obtaining
news tends to increase attention to revised beliefs (as
in Gabaix et al. 2006) (i.e., to know something, at least
at the moment of finding out, has a greater impact on
utility than to merely suspect it (see Karlsson et al.
2009)). This impact-magnifying effect of new informa-
tion leads people to seek information about questions
they like thinking about and avoid information about
questions they do not like thinking about. Second, peo-
ple may seek information to satisfy curiosity. There are
countless things people want to know despite having
no practical use for the information. People incur real
costs to indulge their curiosity (Kruger and Evans
2009, Eliaz and Schotter 2010, Hsee and Ruan 2016,
Alos-Ferrer et al. 2018). Curiosity may result from a
fundamental drive to reduce uncertainty and thus,
make sense of one’s environment (see Gottlieb et al.

2013, Kidd and Hayden 2015, Buyalskaya and Camer-
er 2020). Yet, people become curious about specific
questions, and not others. We conceive of curiosity as
a basic urge to resolve uncertainty about specific ques-
tions that capture attention—information gaps (Loewen-
stein 1994). All in all, our theory asserts that informa-
tion demand is driven by instrumental value, intrinsic
desire for reducing uncertainty about salient questions
(curiosity), and motivated attention to good versus
bad news.1 Curiosity may inspire people to acquire
noninstrumental information, whereas the motive to
direct attention to more favorable beliefs may inspire
people to avoid potentially useful information.

To illustrate the trade-offs involved in information ac-
quisition or avoidance, consider a person deciding
whether to obtain some performance feedback: for exam-
ple, an employee deciding whether to read her manag-
er’s evaluation of her. Getting the feedback would in-
form a decision about how to improve in the future, so
the information has instrumental value. The information
would impact hedonic utility as well. If the employee
learns that her manager is satisfied with her performance
and pays more attention to this belief, she will feel good;
if she learns of a poor evaluation and dwells on it, she
will feel bad. A desire to focus attention on, or away
from, this ego-relevant belief promotes looking if she an-
ticipates good news and not looking if she anticipates
bad news. Yet, if she remains uncertain and cannot for-
get about it, nagging curiosity may push her to find out.

We analyze how attentional factors affect curiosity
and how the valence of beliefs affects the motive to
focus on or ignore these beliefs, and we thus derive
testable predictions about when people will be more
motivated to seek or avoid information. The theory ac-
counts for a range of empirical findings that had not
yet been fit together within a coherent, comprehensive
model and also generates new hypotheses about how
attention affects demand for information. It predicts
that making a question more important stimulates
curiosity for finding out the answer because higher im-
portance (defined as greater potential impact on utili-
ty, not necessarily corresponding to greater instrumen-
tal usefulness) directs more attention to the presence
of an information gap. Similarly, it predicts that mak-
ing a question more salient (defined as directing atten-
tion to it through contextual factors) also stimulates
curiosity for the answer. People may seek this informa-
tion even for epistemic questions for which they have
no strict preferences between the possible answers.
Additionally, when beliefs have valence, the motive to
direct attention away from questions one does not like
thinking about, and toward questions one likes think-
ing about, leads to stronger desire for information
when the anticipated answers have higher valence.

We test these predictions in five online experiments
(n� 2,361) that focus on the demand for noninstrumental
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information. We conduct these experiments in two do-
mains: (1) offering neutrally valenced, epistemic infor-
mation (i.e., individuals can find out the answer to a rid-
dle) to capture the effect of attention on curiosity absent
any desire to redirect attention away from bad news and
(2) offering ego-relevant information, which could be
construed as good or bad news (i.e., individuals can
learn about their performance on a test). In both do-
mains, we show that, absent any instrumental value, am-
plifying attention by manipulating the perceived impor-
tance of a given question (an answer to a riddle in
Experiment 1A or one’s performance on a test in Experi-
ment 2A) stimulates the desire to fill the information gap
(i.e., to find out the answer to the riddle or to reveal the
results of the test). In both domains, we also show that
demand for information is higher when the information
gap had been opened more recently (i.e., when it is more
salient (Experiments 1B and 2B)). Finally, in the ego-
relevant domain, where the motive to redirect attention
away from bad news is at play, we manipulate the va-
lence of feedback the participants could receive about
their performance on a test and confirm the model’s
prediction that demand for noninstrumental informa-
tion is higher when individuals expect to receive good
news (i.e., when the anticipated answers have higher
valence). This set of findings cannot be explained by
other theories of information acquisition or avoidance.

Our theory coherently brings together demand for
noninstrumental information and avoidance of poten-
tially useful information, accounting for specific
patterns of each that have not been jointly reconciled
until now and capturing the role of contextual factors
that have been overlooked in existing work. Previous
treatments of the demand for noninstrumental infor-
mation have posited that people have intrinsic prefer-
ences regarding the resolution of uncertainty (Grant
et al. 1998, Cabrales et al. 2013, Ely et al. 2015) or in-
trinsic preferences for information that may give them
confidence in decisions they are about to make (Asch
et al. 1990, Eliaz and Schotter 2010). The predictions of
these models do not distinguish different sources of
uncertainty with identical probabilistic structure. For
example, if two football games went into overtime
with identical probabilities of one’s preferred team
winning and identical probabilities of all interim
events, these models would predict the same level of
curiosity to see each game play out, even if one game
was shown live and the other on tape delay or even if
the viewer had just tuned into one game but had at-
tentively watched the other game from the beginning.
By contrast, we distinguish between different infor-
mation gaps according to the attention devoted to
each, so that a person may be very curious to fill one
gap while being indifferent to another with similar
probabilistic structure. We thus predict that curiosity
will vary with situational determinants (see Loewenstein

1994) because a variety of contextual factors can affect at-
tention to information gaps and thus, demand for infor-
mation. Our experiments provide supportive evidence
that amplifying attention by increasing the importance
or the salience of an information gap strengthens the
preference for filling it.

Previous treatments of information avoidance have
generally derived it (a) from nonstandard risk prefer-
ences (e.g., Kreps and Porteus 1978, Wakker 1988,
Grant et al. 1998, Dillenberger 2010, Andries and Had-
dad 2020), (b) from belief-based utility with risk aver-
sion or loss aversion (e.g., Caplin and Leahy 2001;
Kőszegi 2006, 2010; Karlsson et al. 2009; Pagel 2018)
(i.e., from assuming that negative surprises have more
impact than positive surprises), or (c) from optimism
(i.e., from assuming that people can choose favorable
beliefs in the absence of information) (e.g., Brunner-
meier and Parker 2005, Oster et al. 2013). A limitation
of many of these models is that they make the unreal-
istic prediction that a person who avoids information
when anticipating bad outcomes must also avoid
information when anticipating good outcomes, as
highlighted by Eliaz and Spiegler (2006).2 Our theory is
not subject to this critique because it accounts for infor-
mation avoidance as a result of the desire to avoid in-
creasing attention to unpleasant beliefs. Thus, avoiding
information when anticipating bad outcomes is consis-
tent with demanding information when anticipating
good outcomes, in line with the results of our third ex-
periment as well as previous empirical findings (Karls-
son et al. 2009, Eil and Rao 2011, Ganguly and Tasoff
2016, Gigerenzer and Garcia-Retamero 2017). Further-
more, models based on anticipatory utility or on opti-
mism also predict no preference for information when
people do not care at all about the outcomes (e.g., for
epistemic information, such as finding out the answer
to a riddle). By contrast, our theory not only accounts
for the finding that information avoidance is more com-
mon when beliefs are more negatively valenced but
also predicts that people experience curiosity for the an-
swer to a question even when all answers have neutral
valence, simply to resolve uncertainty about a question
on one’s mind.

The remainder of the paper is organized as fol-
lows. Section 2 reviews the theoretical framework
introduced by Golman and Loewenstein (2018a),
develops its application to preferences for informa-
tion more fully than in that paper, and offers test-
able predictions about the demand for information.
Section 3 presents experiments testing these pre-
dictions, demonstrating that different factors that
govern attention to an information gap or that in-
fluence the valence of potential beliefs affect de-
mand for noninstrumental information. Section 4
discusses additional predictions of the theory, in-
cluding other drivers of curiosity and implications
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for information avoidance and individual welfare.
Section 5 concludes.

2. Theory
2.1. Attention-Based Utility
Our theory incorporates a form of belief-based utility
in which attention to beliefs modulates their impact
on utility. We represent attention to different beliefs
using the Golman and Loewenstein (2018a) question
and answer framework, presented in Online Appen-
dix A. In this framework, we define an information
gap as a question that one is aware of but for which
one is uncertain between possible answers. We thus
distinguish the specific uncertainties that a person is
paying attention to from the many other things the
person does not know and does not think about. Utili-
ty depends on beliefs and the attention paid to them
but not on uncertainties that do not capture attention.
We denote the utility function as u(π,w), where π is a
probability measure representing beliefs and w is a
vector representing attention to each question (i.e.,
each belief). To make precise predictions, we use the
specific utility function proposed by Golman and Loe-
wenstein (2018a) and presented in Online Appendix A.
It assumes that beliefs contribute to utility to the extent
a person pays attention to them, allows certain beliefs
to have intrinsic value or valence, and captures a gener-
al aversion toward uncertainty, the latter of which is
also evident from typical patterns of neural activity
(see, e.g., Hirsh and Inzlicht 2008, Gottlieb et al. 2014).
We do not treat beliefs (or attention) as choice varia-
bles—something that an individual could freely
choose—but focus on decisions of whether to acquire
information to influence beliefs (and attention).

2.2. Attention
Golman and Loewenstein (2018a) propose that the im-
portance and salience of a question affect the attention
devoted to it, as does the surprise associated with any
discovery about it.

A question is important to the extent that one’s utili-
ty depends on the answer.3 Notably, questions can be
important without having instrumental value, as a
person may care about the answer even if it does not
affect decision making. We characterize the importance
of a question as a function of the distribution of utili-
ties that would result from different answers to the
question. If this distribution becomes more (or less)
spread out, the question becomes more (or less) im-
portant. For instance, an opportunity to gain or lose a
large amount of money (or self-esteem or hope) de-
pending on the answer to a question can make that
question more important, even if knowing the answer
has no instrumental value (as in Experiments 1A and
2A in Section 3). If an answer is known with certainty,

then by our definition, there is no spread in possible
utilities, so the underlying question is no longer im-
portant. However, we assume that acquiring informa-
tion, and revising beliefs, does not affect the impor-
tance of the questions being addressed until the
person adapts to the new beliefs.

Salience reflects the degree to which a particular
context highlights a question, possibly because of the
passage of time (as in Experiments 1B and 2B in Sec-
tion 3), the presence of distractions, comparison and
contrast, or social cues. For example, awareness that
performance feedback has been provided to a peer
would make questions about one’s own performance
on the same task more salient. These questions would
be more salient immediately after completing the task
than they would be days later. Also, working on an
engaging, unrelated task would make these questions
less salient.

The surprise one experiences upon acquiring new
information reflects the degree to which this informa-
tion changes existing beliefs. We assume that the de-
gree of surprise associated with a revised belief about
a question when some information is obtained is the
Kullback–Leibler divergence of the revised belief
about that question against the prior belief about that
question. Surprise is positive with any new informa-
tion and is greatest when one learns the most unex-
pected answer with certainty. However, the feeling of
surprise is not permanent. We assume that when the
decision maker adapts to new information, it ceases to
be surprising.

2.3. Preferences About Information
A choice to acquire information is essentially a choice
to accept a lottery over beliefs (and attention) because
ex ante, one cannot know what one will discover. In
the absence of information, an individual has beliefs
π0 and attentionw0. Upon learning answer Ai to ques-
tion Qi, beliefs change from π0 to πAi � π0(· | Ai) be-
cause of conditioning of beliefs on the discovered an-
swer, and attention changes from w0 to wAi because
of surprise. We assume Bayesian updating as well as an
expected utility representation for the utility of a lottery
over beliefs and attention.4 Assuming that backward
induction is used to evaluate a sequence of actions,
where early actions may reveal information that will
inform later actions, we define a utility function con-
tingent5 on the set S of sequences of actions that may
subsequently be chosen:

U(π,w | S) �max
s∈S

u s · π,w( )( ): (1)

It follows directly that the utility of receiving infor-
mation can be captured as the difference between the
expected utility after receiving the information and
the ex ante utility before receiving the information.
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The desire for information answering question Qi, giv-
en prior belief π0 and attention w0 and with a set S of
subsequent sequences of actions available, is

Di �
∑
Ai∈Ai

π0
i (Ai)U(πAi ,wAi | S)

( )
−U π0,w0 | S( )

: (2)

Naturally, when Di is positive (or negative), an indi-
vidual seeks (or avoids) the answer to questionQi. Learn-
ing the answer to a question has three consequences.

1. The information may affect the value of subse-
quent actions that may be chosen from S.

2. The information may change the probabilities as-
sociated with different answers (π0 → πAi ).

3. The information may change the attention weights
(w0 →wAi ).

We can now identify in Equation (2) three corre-
sponding sources for the desire to acquire or to avoid
information: (1) the instrumental value of that infor-
mation, (2) curiosity, and (3) motivated attention.

Instrumental value is the difference between the ex-
pected utility gain from subsequent actions after hav-
ing acquired the information and the utility gain that
could be derived from subsequent actions without
having this information (Hirshleifer and Riley 1979).
The instrumental value of information answering
question Qi, when the set S of subsequent sequences
of actions is available, is

DIV
i � ∑

Ai∈Ai

π0
i (Ai) max

s∈S
D(s | πAi ,wAi)

( )

−max
s∈S

D(s | π0,w0), (3)

where D(s | π,w) � u s · π,w( )( ) − u π,w( ) is the desir-
ability of a sequence of actions s relative to doing
nothing. In our framework, information can have in-
strumental value either if it supports a better choice
among subsequent actions or if it makes an intended
subsequent action more (or less) attractive.6 As an ex-
ample of this latter form of instrumental value, a per-
son reading a novel might ask a friend not to give
away the ending, temporarily avoiding information
until it will have the most impact (and thus, not ruin-
ing a good surprise). Similarly, a dieter might refuse
to read nutritional facts about a dessert he has already
decided to eat so he can enjoy it unencumbered by
thoughts of its health consequences or to avoid subse-
quent guilt (Woolley and Risen 2018). Although in-
strumental value derived from the usefulness of infor-
mation is positive whenever dynamic consistency
holds, it may be negative if dynamic consistency is vi-
olated, possibly because of moral wiggle room (Dana
et al. 2007), temptation (Woolley and Risen 2018), mo-
tivation maintenance (Bénabou and Tirole 2002), or
the curse of knowledge (Camerer et al. 1989). Addition-
ally, instrumental value derived from complementarity

or substitutability with subsequent actions can be posi-
tive or negative.

Curiosity is an intrinsic desire for knowledge that
occurs when an individual becomes aware of a gap in
his or her knowledge that could potentially be filled
by information (Loewenstein 1994). In our framework,
an information gap opens when a specific unan-
swered question Qi captures attention. We identify cu-
riosity for the answer to question Qi as

DC
i � ∑

Ai∈Ai

π0
i (Ai) u(πAi ,w0)

( )
− u π0,w0( )

: (4)

This is the gain in utility from updating beliefs,
holding attention fixed. In general, DC

i could be posi-
tive or negative, but if we apply the Golman and Loe-
wenstein (2018a) utility function with a cost of uncer-
tainty (in the form of entropy times attention weight),
then this term simplifies to an attention-weighted ex-
pected reduction in entropy because ex post beliefs
cannot be expected to be any better or worse than ex
ante beliefs. This aligns with our conception of curios-
ity as an urge to resolve uncertainty about the ques-
tions that capture attention. With this utility function,
DC

i ≥ 0 because acquiring information decreases ex-
pected entropy (see Cover and Thomas 1991, p. 27).
Thus, as a representation of curiosity, it acts exclusive-
ly as a motive for information seeking.

Consistent with the view that curiosity supports
sensemaking (Chater and Loewenstein 2015, Liquin
and Lombrozo 2020) rather than simple uncertainty re-
duction (Cabrales et al. 2013), our theory predicts that
curiosity arises only for information that addresses one
or more questions that a person is already asking (see
Berlyne 1954). The association of curiosity with an in-
formation gap that is attracting attention suggests a nat-
ural explanation for the fact that, as Kang et al. (2009)
reported, subjects are better able to recall the answers
to questions that they have previously reported being
curious about. To wit, curiosity results, in part, from in-
creased attention on a question, which should aid
memory for the answer. Indeed, Kang et al. (2009) link
curiosity to pupil dilation, a well-known, reliable mea-
sure of attention (Kahneman 1973).

Motivated attention to (or away from) anticipated be-
liefs arises from the impact of obtaining information
on attention. We express this as

DMA
i � ∑

Ai∈Ai

π0
i (Ai) (u (πAi ,wAi) − u(πAi ,w0)): (5)

Motivated attention may either contribute to the de-
sire to seek information or drive avoidance of infor-
mation, depending on the valence of anticipated be-
liefs. According to the theory, revising a belief attracts
attention through surprise. Naturally, people prefer to
think about positive rather than negative situations,
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so they tend to desire information about questions
with positively valenced answers and to avoid infor-
mation about questions with negatively valenced an-
swers. For example, most people enjoy opening a gift
(in addition to receiving it) because they experience a
pleasant surprise. On the other hand, most people do
not enjoy going to see the doctor for a diagnosis.

Putting together these three motives yields the de-
sirability of information answering question Qi.

Theorem 1.

Di � DIV
i +DC

i +DMA
i : (6)

Theorem 1 states that three motives contribute to
the desire for information: instrumental value, curiosi-
ty, and motivated attention.

2.4. Predictions About the Demand for
Information

Analyzing each of these motives with the attention-
based utility function yields a number of new testable
predictions, and we focus especially on predictions
driven by the role of attention. First, observe that curi-
osity, as defined in Equation (4), depends on the prior
attention given to an information gap. This level of at-
tention, based on the salience and importance of the
information gap, modulates the curiosity that arises
from a potential reduction in uncertainty. Next, ob-
serve that motivated attention, as defined in Equation
(5), depends on the change in attention upon obtain-
ing information. This change in attention, based on
surprise, interacts with the valence of anticipated be-
liefs. So, according to our theory, directing attention
to (or away from) the presence of an information gap
can increase (or decrease) demand for information be-
cause of the curiosity motive, and shifting the valence
of potential beliefs can affect demand for information
because of the motive to direct attention away from
bad news (and toward good news). This leads to our
primary hypotheses about the effects of importance,
salience, and valence on the demand for information,
presented here, as well as additional predictions that
we discuss in our discussion section.7

Hypothesis 1. Increasing the importance of a question in-
creases demand for information pertaining to that question.

Hypothesis 2. Increasing the salience of a question in-
creases demand for information pertaining to that question.

Hypothesis 3. Uniformly increasing the valence of the an-
swers to a question increases demand for information per-
taining to that question.

Hypothesis 1 holds because curiosity tends to be
stronger about questions that an individual consid-
ers as more important. Although information with
higher instrumental value is typically seen as more

important, recall that, by our definition, having in-
strumental value is not a necessary condition for im-
portance. People may perceive information as im-
portant even when it cannot affect their future
decisions simply because it does affect their utility.
As people tend to care about material outcomes
even when those outcomes are beyond their control,
Hypothesis 1 suggests that people will be more curi-
ous when the stakes are higher.

Hypothesis 2 holds because curiosity tends to be an
increasing function of the salience of the information
gap. For example, consider an employee’s desire to
know the results of her annual performance evalua-
tion. If the evaluation was conducted a long time ago,
it is no longer very salient, and she may have already
forgotten about it. However, if the evaluation took
place recently (and especially if the employee’s super-
visor already knows the results and has scheduled a
meeting to discuss them), it would be much more sa-
lient. We would thus predict that the employee would
be more curious about her performance feedback in
the latter scenarios. Note that although we generally
believe that time delay decreases salience, the length
of the delay may be relevant. In conversation or ad-
vertising, salience may be heightened by a well-timed
“pregnant” pause. Indeed, people report greater curi-
osity after such pauses (Kupor and Tormala 2015).

Hypothesis 3 holds because motivated attention gen-
erates stronger desire for information as the valence of
anticipated beliefs increases. Returning to the example
of the performance feedback, if the employee is uncer-
tain whether she got the best evaluation among her col-
leagues or “merely” an excellent rating (i.e., all possible
answers have positive valence), then she would enjoy
looking at (and thinking about) her performance report.
On the other hand, if she is uncertain whether she
failed to meet expectations along a single criterion or
disappointed her supervisor in multiple ways (i.e., all
possible answers have negative valence), then looking
at (and thinking about) her report is likely to be un-
pleasant. The employee of the month is likely to eagerly
review her report (over and over again), whereas the
struggling worker is more likely to quickly dispose of it
without a glance or hide it in a place where it will hope-
fully be forgotten. Hypothesis 3 makes sense of a varie-
ty of existing empirical findings. For example, willing-
ness to pay for an assessment of one’s intelligence or
beauty (relative to others) increases as one’s subjective
prior belief about this assessment becomes more favor-
able (Eil and Rao 2011, Burks et al. 2013, Möbius et al.
2022). The well-documented “ostrich effect” is the find-
ing that investors tend to look up the value of their
portfolio—figuratively to “shake their piggy bank”—
when markets are up but not when they are down
(Karlsson et al. 2009, Sicherman et al. 2015). Similarly,
people are more likely to look up the value of their
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bank accounts immediately after getting paid (Olafsson
and Pagel 2017).

3. Experimental Evidence
We report data from five online experiments aimed at
testing the three predictions presented in Section 2
(see Table 1). In Section 3.1, we present data from two
experiments that study demand for epistemic infor-
mation using a paradigm in which anticipated beliefs
have neutral valence, and therefore, there is no desire
to avoid information. These experiments show that
individuals are willing to exert effort to acquire nonin-
strumental information (the answer to a rebus puz-
zle). In this domain, we test Hypotheses 1 and 2 and
find that increasing the importance or the salience of
an unanswered question increases demand for finding
out the answer. In Section 3.2, we again test these hy-
potheses using ego-relevant information (score on a
test), whereby individuals could hold negative beliefs
that could motivate information avoidance. On top of
testing Hypotheses 1 and 2, this paradigm also lets us
test Hypothesis 3—that manipulating the valence of
anticipated beliefs affects demand for information.

In all experiments, we capture demand for informa-
tion by measuring individuals’ willingness to spend
time and exert effort to obtain information. We con-
ducted all of our experiments on an online labor market
platform, Amazon Mechanical Turk, where workers
can browse different tasks and choose which ones to
complete in exchange for monetary compensation. In
this setting, the choice of spending extra time and exert-
ing effort merely to obtain information (without being
compensated for the extra effort) is consequential, as it
generates a clear opportunity cost; workers can choose
to spend this extra time on other available tasks and
can get compensated for them. We choose this outcome
measure rather than eliciting participants’ willingness
to pay for information because requiring an expendi-
ture of time and effort to obtain information creates a
decision that is more naturalistic and similar to deci-
sions encountered commonly in everyday life.

3.1. Epistemic (Neutrally Valenced) Information:
The Rebus Puzzle Paradigm

We first report data from two experiments that inves-
tigate demand for information while keeping the va-
lence of this information neutral, thereby eliminating

the motive to direct attention away from bad news
and allowing us to isolate the curiosity motive. We
study how the importance and salience of an informa-
tion gap affect the demand for information in this
domain.

We designed a novel experimental paradigm in
which participants could exert effort to learn the
answer to a challenging rebus puzzle. In the experi-
ments, participants first try solving two practice
puzzles and then can earn a $2 bonus payment by suc-
cessfully solving three bonus puzzles. The final puzzle
is quite challenging (only 20% of participants could
solve it in a pretest), so the majority of participants fail
to solve it (and thus, fail to obtain the bonus). After
completing the task, participants have the opportunity
to exert effort to reveal the answer to the last puzzle.
We ask participants if they are interested in learning
the solution to this puzzle (“YES” or “NO”). Partici-
pants who click the “YES” button then get a pop-up
message that instructs them to click the button again
if they want to see the solution. They have to click
“YES” a number of times (10 times in Experiment 1A;
5 times in Experiment 1B) to actually see the solution,
but they do not know this number ahead of time. Dur-
ing each iteration, participants can choose to click
“YES” to indicate they want to see the solution, or par-
ticipants can choose to click “NO” to skip revealing
the solution and conclude the survey immediately.
Note that in each iteration, we simply instruct partici-
pants to click again if they want to see the solution,
without promising them that the solution would be
immediately displayed. If participants revise their ex-
pectation about the necessary number of clicks up-
ward every time they are asked to click another time,
they may experience an increasing cost associated
with revealing the solution. Because participants did
not know whether the repeated pop-up message was
an error or a feature of the experiment, it is possible
that they became increasingly frustrated after repeat-
edly failing to reveal the solution. We treat frustration
as a potential type of cost associated with revealing
the solution (in addition to effort and time), and our
predictions are robust whether participants became
increasingly frustrated or not. We expect participants
to stop clicking when the cost exceeds the expected
gain in utility from satisfying curiosity. We estimate
curiosity about the solution by measuring the number

Table 1. The Experiments

Experiment Information (valence) Paradigm Hypothesis Treatments Sample size, N

1A Epistemic (neutral) Rebus puzzle Hypothesis 1: Importance High Importance, Low Importance 838
1B Epistemic (neutral) Rebus puzzle Hypothesis 2: Salience Immediate, Delayed 157
2A Ego relevant (valenced) FER test Hypothesis 1: Importance High Bonus, Low Bonus 470
2B Ego relevant (valenced) FER test Hypothesis 2: Salience Immediate, Delayed 398
2C Ego relevant (valenced) FER test Hypothesis 3: Valence Easy, Hard 498
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of clicks on the reveal button. A higher number of
clicks reveals willingness to pay a higher nonmonet-
ary cost and thus, implies stronger curiosity.

3.1.1. The Experiments.
3.1.1.1. Experiment 1A: Importance. In the first ex-
periment, we test whether increasing the perceived
importance of an information gap affects demand to
learn the solution to the puzzle. We manipulate atten-
tion toward the last puzzle by varying whether know-
ing the answer to this puzzle is important for obtain-
ing the bonus. To do so, we vary the order in which
the five puzzles are presented, effectively varying
which puzzles are for practice and which count for
payment (see Figure 1). The last (especially challeng-
ing) puzzle in the sequence (“moral support”) is the
same across treatments.

The two treatments thus attempt to vary whether
knowing the solution to this last puzzle is pivotal for
getting the bonus. In the High Importance treatment,
two of the three bonus puzzles are easy to solve (93%
and 90% managed to solve the “jack-in-the-box” and
the “falling asleep” puzzles in a pretest, respectively),
making the last puzzle usually pivotal (i.e., important
for getting the $2 bonus). In the Low Importance treat-
ment, the last puzzle follows two other challenging
bonus puzzles (only 37% and 30% could solve the
“green fingers” and the “painless operation” puzzles
in a pretest, respectively), typically making none of

them pivotal (unilaterally important). The two prac-
tice puzzles in each treatment are the first two bonus
puzzles from the other treatment to ensure that partic-
ipants in both treatments complete the same set of five
puzzles, keeping the required effort and the overall
difficulty constant.

We hypothesize that, conditional on failing to solve
the last puzzle (and thus, failing to get the bonus), the
answer to the last puzzle is perceived as more impor-
tant if it is the only answer that prevented one from
winning the bonus (High Importance treatment) as op-
posed to being one of several answers that prevented
individuals from getting the bonus (Low Importance
treatment). We then predict that making this puzzle
more important attracts more attention to the informa-
tion gap regarding the correct answer to the puzzle,
increasing the desire to find out the solution.

According to the model, the answer to a pivotal
puzzle is important because it has the chance to affect
the final payoff, which would affect utility. The possi-
bility of getting the bonus induces spread in the po-
tential utility depending on the answer. However, in
our design, participants learn that they failed to re-
ceive the bonus right before being asked whether they
want to find out the solution to the puzzle. Hence,
finding out the solution cannot affect their payoff in
any way. Yet, the assumption that importance does
not change until a person adapts to a new belief im-
plies that participants may still consider the answer

Figure 1. (Color online) Experimental Procedure, Experiment 1A

Notes. Panel (a) shows the two experimental treatments of Experiment 1A:High Importance (left panel) and Low Importance (right panel). Panel (b)
shows the behavioral measure used in Experiment 1A: the willingness to click to reveal the solution. If participants clicked “YES” initially and
clicked nine more times, the solution was revealed. If at any point they clicked “NO,” the experiment concluded without revealing the solution.
This measure was the same across treatments.
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important, even while recognizing that it no longer
has instrumental value. So, we predict higher curiosi-
ty in the High Importance treatment than in the Low Im-
portance treatment.

3.1.1.2. Experiment 1B: Salience. In the second ex-
periment, we test the prediction that curiosity is stron-
ger for information gaps that opened more recently
and thus, are more salient. In the experiment, partici-
pants complete two tasks on two consecutive days. On
the first day, they work on the rebus puzzle task as in
Experiment 1A. They try two practice puzzles and can
then earn a $2 bonus payment for correctly solving all
three of the subsequent bonus puzzles. All participants
face the same sequence of puzzles as in the High Impor-
tance treatment of Experiment 1A. On the second day,
participants answer a set of knowledge trivia ques-
tions, which serves as a filler task, unrelated to the
puzzle task. As in Experiment 1A, participants have
the option to exert effort to reveal the solution to the
“moral support” puzzle, and curiosity is elicited the
same way. To vary salience, we manipulate the timing
of when participants are asked if they would like to re-
veal the solution. In the Immediate treatment, partici-
pants are asked immediately after completing the puz-
zle task on the first day whether they would like to
reveal the solution immediately. In the Delayed treat-
ment, participants are asked only on the second day
(i.e., a day after completing the puzzle task) whether
they would like to reveal the solution at that time. We
predict that, conditional on failing to solve the “moral
support” puzzle, participants will be more curious to
learn the answer when this information gap is more
salient (i.e., opened just before the opportunity to ob-
tain the information, as opposed to a day earlier).8

3.1.1.3. Procedures. We recruited participants from
Amazon Mechanical Turk. Participants received a
fixed payment of $0:25 for a three-minute study and
had a chance to earn a $2 bonus if they solved all three
bonus puzzles. In the Salience experiment (1B), we
promised participants an additional $1:50 for complet-
ing the second stage of the experiment a day after
completing the first. The instructions for both experi-
ments are available in Online Appendix B.

In both experiments, participants knew that their
performance in the practice rounds did not affect their
final payment. Upon enrollment, we randomly as-
signed participants in the Importance experiment (1A)
to the High Importance or the Low Importance treatment
and participants in the Salience experiment (1B) to the
Immediate or Delayed treatment. After completing the
two practice puzzles and the three bonus puzzles, par-
ticipants received feedback about their performance
(how many of the practice and bonus puzzles they
solved correctly) and whether they won the bonus. In

the Importance experiment and in the Immediate treat-
ment of the Salience experiment, we then displayed
the last (moral support) puzzle again and told partici-
pants whether they successfully solved it. Next, we
elicited their curiosity by asking participants if they
wanted to see the solution (“YES” or “NO”) and re-
peatedly asking this question if they clicked “YES” as
described. Participants who clicked the “NO” button
ended the study without revealing the solution. Be-
cause the puzzle comes in the form of an image, it
was hard for participants to find the solution else-
where (e.g., on the internet). In the Salience experi-
ment, we invited participants in both treatments to
the second stage via email the day after the first stage.
In the second stage, participants worked on a set of
trivia questions followed by some demographics
questions. Their compensation did not depend on per-
formance—they all received a fixed payment of $1:50.
Whereas in the Immediate treatment, participants were
prompted to find out the solution of their last rebus
puzzle (“moral support”) at the end of stage 1, in the
Delayed treatment we prompted participants to find
out the solution one day later, at the end of stage 2.

3.1.2. Results.
3.1.2.1. Experiment 1A: Importance. A total of 853
participants (90.4%) completed the experiment. We ex-
cluded 15 participants (1.8%) who submitted duplicate
responses. The final sample contained 838 participants
(45.1% female): 418 in the High Importance treatment
and 420 in the Low Importance treatment. We deter-
mined these sample sizes by conducting an a priori
power analysis (see Online Appendix C).9

3.1.2.1.1. Performance on the Puzzle Task. There
was no significant difference in the proportion of peo-
ple who failed to solve the “moral support” puzzle: 236
people (56.5%) missed this puzzle in the High Impor-
tance treatment, and 239 (56.9%) missed it in the Low
Importance treatment, χ2(1,N � 838) � 0:004, p � 0:952.
Participants who failed to answer the “moral support”
puzzle were able to solve significantly more bonus puz-
zles in the High Importance treatment, in which two
easy puzzles preceded the last puzzle, M�1.66, than in
the Low Importance treatment, in which two hard
puzzles preceded the last puzzle, M� 0.49, t(469) �
19:619, p < 0:001, Cohen’s d�1.80, 95% confidence in-
terval (CI) [1:05, 1:28]. In the High Importance treatment,
183 people (77.5%) solved both bonus puzzles before
the last puzzle; thus, they missed their $2 bonus only
because of missing the last puzzle. In the Low Impor-
tance treatment, 223 (93.3%) failed to solve at least one
of the other two bonus puzzles before the last puzzle,
missing the bonus because of missing multiple puzzles.
In terms of overall performance, participants’ total
scores (practice + bonus) were not significantly different
between the High Importance, M�2.03, and the Low
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Importance treatments,M�2.08, t(467) � 0:532,p � 0:595,
Cohen’s d�0.05, 95% CI [−0:23, 0:13]. Similarly, there
was no difference in total time spent trying to solve the
puzzles (practice + bonus): M�2.82 minutes in the High
Importance treatment and M�3.05 minutes in the Low
Importance treatment, t(466) � 1:085,p � 0:278. Thus, the
manipulation does not appear to have affected partici-
pants’ effort, which suggests that treatment effects were
driven by attention upon realizing the “moral support”
puzzle was pivotal, as opposed to the effort put into
solving it.
3.1.2.1.2. Main Results: Willingness to Exert Effort
to Reveal the Solution. Because the information gap
of our interest existed only for those participants who
could not answer the “moral support” puzzle—and
not for those who managed to solve it—our key analy-
ses focus on the group of people who failed to answer
this puzzle correctly.10 Of the 475 participants who
could not solve the “moral support” puzzle, only 32
(6.7%) declined to reveal the solution immediately—that
is, to click on “YES” even a single time—and the average
number of clicks was M� 5.00 (standard deviation
(SD)� 3.10). We report the detailed distribution of click
counts by experimental treatment in Figure D1 in Online
Appendix D.

Crucially, participants in the High Importance treat-
ment clicked significantly more, M� 5.68, than in the
Low Importance treatment, M� 4.34, t(472) � 4:814,
p < 0:001, Cohen’s d�0.44, 95% CI [0:79,1:89] (see Fig-
ure 2(a)). Participants in the High Importance treatment
were significantly more likely to start clicking to find
out the solution, M � 97:9%, compared with partici-
pants in the Low Importance treatment, M � 88:7%
(χ2(1,N � 475) � 14:494,p < 0:001, Cohen’s w�0.183)
and to click the 10 times to actually reveal the solution
(M � 25:4% for High Importance, M � 14:2% for Low
Importance, χ2(1,N � 475) � 8:688,p � 0:003, Cohen’s
w�0.141).

We also investigate these results using ordinary
least squares (OLS) regression analyses. Table D1 in
Online Appendix D shows that the overall number of
clicks (column (1)), the proportion of participants who
clicked at all (column (3)), and the proportion of par-
ticipants who clicked 10 times (column (5)) were all
significantly higher in the High Importance treatment.
These results are robust to controlling for participants’
total score, the time they spent on each puzzle, and
their gender (columns (2), (4), and (6)). The total score
and the time spent on the “moral support” puzzle
also significantly predict the willingness to reveal the
solution. These results are also consistent with our
prediction regarding importance. The more invested
people were—that is, the more effort they put into
solving the puzzles—and the closer they got to solv-
ing all the puzzles, the more important the solution to
the last puzzle was.

3.1.2.2. Experiment 1B: Salience. A total of 200 par-
ticipants (90.9%) completed the first stage of the ex-
periment and were invited the next day to participate
in the second stage. Of these, 74.5% (n� 164) complet-
ed the second stage. Among those who completed
both stages of the experiment, we excluded seven du-
plicate responses (4.3%), leaving us with n� 157 ob-
servations (49.0% female). The proportion of partici-
pants who completed the second stage does not differ
by treatments (n� 77 participants in the Immediate
treatment and n� 80 participants in the Delayed treat-
ment), χ2(1,N � 200) � 0:119, p � 0:731.
3.1.2.2.1. Performance on the Puzzle Task. There
was no significant difference in the performance of
participants between the two treatments. People
solved on average 2.04 and 2.06 puzzles in the Immedi-
ate and Delayed treatments, respectively, t(154) �
0:183,p � 0:855, Cohen’s d�0.03, 95% CI [−0:28, 0:23].
Across treatments, 108 people (68.8%) failed to solve
the “moral support” puzzle. There was no significant
difference in the proportion of people who failed to
answer this puzzle correctly between the two treat-
ments; 55 people (71.4%) missed this puzzle in the Imme-
diate treatment, and 53 (66.3%) missed it in the Delayed
treatment, χ2(1,N � 157) � 0:279,p � 0:598.
3.1.2.2.2. Willingness to Exert Effort to Reveal the
Solution. Of the 108 participants who could not solve
the “moral support” puzzle, only 8 (7.4%) declined to
click on “YES” even a single time, and the average
number of clicks was M� 3.76 (SD� 1.53). We report
the detailed distribution of click counts by experimen-
tal treatment in Figure D2 in Online Appendix D.

Key to our hypothesis, participants in the Immediate
treatment clicked significantly more times, M� 4.27,
than in the Delayed treatment, M� 3.23, t(89) � 3:727,
p < 0:001, Cohen’s d�0.72, 95% CI [0:49, 1:60] (see
Figure 2(b)).

Participants in the Immediate treatment were also
significantly more likely to start clicking to find out
the solution, M � 98:2%, compared with participants
in the Delayed treatment, M � 86:8%, p�0.030.11 Final-
ly, participants in the Immediate treatment revealed
the solution (i.e., clicked five times) significantly more
often, M � 63:6%, compared with participants in the
Delayed treatment, M � 37:7%, χ2(1,N � 108) � 6:246,
p � 0:012, Cohen’s w�0.259.

In Table D2 in Online Appendix D, we confirm
these results using OLS regression, where we control
for other factors that could potentially explain differ-
ences in the willingness to reveal the solution, such as
the total score achieved, the time spent on the puzzles,
and demographic covariates. The main results are ro-
bust to the inclusion of additional predictors. As in
Experiment 1A, the total score and the time spent on
solving puzzles also predict the willingness to reveal
the solution. That is, the more effort people put into
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solving the puzzles, the more curious they were about
the solution to the last puzzle.

Because our analyses were limited to the sample of
participants who completed both stages of the experi-
ment—as opposed to comparing everyone in the Im-
mediate treatment who completed the first stage with
the group of participants in the Delayed treatment who
completed both stages—the difference in the willing-
ness to reveal the solution between treatments cannot
be explained by a selection effect. We also note that
we do not find any evidence of a selection effect (see
Online Figure D3 and additional analyses in Online
Appendix D).

3.1.3. Discussion. Experiments 1A and 1B provide
support for the hypotheses that increasing the per-
ceived importance and salience of an information gap
increases demand for information (Hypotheses 1 and
2, respectively). The puzzle task allows us to isolate
the curiosity motive from the motive to avoid nega-
tive information. However, these experiments rely on
some nontrivial assumptions.

First, we assume that participants would not be
able to find out the solution to the puzzle on their
own by searching online. As discussed, the puzzles
are pictures, which made searching for their solutions
difficult. However, if participants did somehow find
the solution on their own in the Delayed treatment in
Experiment 1B, this would have reduced their willing-
ness to reveal the solution the next day, apart from
any salience effect. Note, however, that the decrease
in clicking in the Delayed treatment extends beyond
the increased proportion who immediately decline to re-
veal the solution (see Figure D2 in Online Appendix D).

Second, in Experiment 1A we study information ac-
quisition after the information loses its instrumental
value, relying on the assumption that finding out the

answer would not immediately cease to be important
after participants found out that they did not win the
prize. This is likely a valid assumption because such
hedonic adaptation is usually not instantaneous (Wil-
son et al. 2005), and we expected participants to con-
tinue to be curious about answers that were clearly
important a moment ago.

To allay potential concerns that our findings rely on
the validity of these assumptions, in Section 3.2 we re-
port data from additional experiments in which we
study demand for information using a different para-
digm. In these experiments, participants can exert ef-
fort to learn ego-relevant information. This different
paradigm allows us to manipulate importance with-
out any additional assumption about adaptation and
to provide participants with information that they
cannot obtain anywhere else. With this paradigm, we
provide additional supportive evidence for Hypothe-
sis 1 (Experiment 2A) and Hypothesis 2 (Experiment
2B), showing the robustness of these effects in a do-
main where anticipated beliefs can be negative. This
paradigm also allows us to test how valence affects in-
formation acquisition (Experiment 2C).

3.2. Ego-Relevant (Valenced) Information: The Facial
Expression Recognition Test Paradigm

We now report data from three experiments that in-
vestigate demand for ego-relevant information using
a paradigm in which individuals can learn about their
own performance on a test. In this domain, the curios-
ity motive may sometimes be overwhelmed by the de-
sire to direct attention away from bad news. We first
show that, even in this domain, directing attention to
the information gap by making it feel more important
or salient increases demand for information (Experi-
ments 2A and 2B, respectively). Furthermore, we then
show that the perceived valence of the information

Figure 2. (Color online) Main Results, Experiments 1A and 1B

Notes. (a) Experiment 1A. (b) Experiment 1B. Error bars represent61 standard error.
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gap affects demand for information; individuals are
more likely to acquire information when valence is
more positive (Experiment 2C).

In these experiments, participants complete an online
facial expression recognition (FER) test we designed,
which measures individuals’ ability to recognize emo-
tions from facial expressions. The FER test presents indi-
viduals with a sequence of 40 photos of faces and asks
them to guess which of six emotions (happiness, sad-
ness, anger, disgust, fear, surprise) the people in the
photos are displaying (see Figure 3 and Online Appen-
dix B for the stimuli and detailed instructions).

By taking the FER test, participants activate an in-
formation gap about their ability to recognize emo-
tions. Information about their performance may be
ego relevant if they want to believe they are good at
recognizing emotions. We chose this test because we
believe that participants have little prior knowledge
about their ability to recognize emotions and would
naturally be curious about their performance.

In order to reveal their scores and thus, to close the
information gap about their ability to identify emo-
tions, participants have to complete an additional task
for no extra payment. Specifically, after completing
the FER test, participants choose whether to complete
a boring three-minute extra task incentivized only by
the promise that if they do it, they can find out their
exact score on the FER test and their relative ranking
(percentile) compared with other participants. As we
designed a unique FER test specifically for these ex-
periments, participants could not find out their score
on it elsewhere, only by completing the three-minute
extra task we offered.12 We estimate demand for infor-
mation by measuring the fraction of individuals who
are willing to start and complete this extra task in or-
der to learn their score.

3.2.1. The Experiments.
3.2.1.1. Experiment 2A: Importance. In this experi-
ment, we investigate how a manipulation of impor-
tance affects willingness to exert effort to learn about
one’s score on the FER test. Differently from Experi-
ment 1A, we manipulate importance here by directly
altering the size of a bonus participants can receive for
doing well on the FER test. Prior to completing the
task, participants learn that they will receive a bonus
for correctly solving 50% of the tasks (20 of 40 photos).
A larger potential bonus makes their score more im-
portant because it makes participants care more about
whether they get the bonus. That is, it induces greater
spread in their potential utility depending on their
score, as they would be happier if their score gets
them the bonus and more disappointed if not. After
finishing the test, they are told that they will find out
whether they got the bonus, and they are also given
the option to work on the extra three-minute task to
learn their exact score. They know they will learn
whether they got the bonus, regardless of their choice
to learn their exact score, and getting this additional
information cannot change whether they will get the
bonus. Thus, we can identify demand for information
about their exact score over and above their desire to
know if they earned the bonus.

In the High Bonus treatment, the bonus is $1. This
bonus is on top of a $0:75 fixed payment for complet-
ing the task. In the Low Bonus treatment, the bonus is
$0:05. We randomly assign Low Bonus participants to
receive either the same fixed payment as participants
in the High Bonus treatment ($0:75) or a higher fixed
payment of $1:70. Conditional on scoring above
threshold, participants in this Low Bonus (high fixed
pay) treatment receive the same total earnings
($1:70+ $0:05 � $1:75) as participants in the High

Figure 3. (Color online) The Facial Expression Recognition Test, Experiments 2A–2C

Notes. (a) Participants were shown cropped photos and had to guess which of the six emotions the person in the photo was experiencing. (b) A
sample selection of six uncropped photos, representing the six emotions (happiness, sadness, anger, disgust, fear, and surprise). We report the
full list of photos in Online Appendix B.
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Bonus treatment ($0:75+ $1 � $1:75). We predict that
the proportion of individuals who choose to start and
complete the extra task to learn their exact score will
be higher in the High Bonus than in the Low Bonus
treatment.

To further support our theoretical predictions and
to highlight the mechanism that drives information
preferences, we include three manipulation check
questions that we ask after the extra task but before
participants learn their outcome (and exact score if
they decided to complete the extra task). We ask how
happy/unhappy (on a scale from –100 to + 100) par-
ticipants would feel (a) if they got the bonus (Uwin)
and (b) if they did not get the bonus (Ulose). Further,
we elicit beliefs about the likelihood of getting the bo-
nus (pwin: 0%–100%). These three measures allow us to
calculate the standard deviation of the anticipated hap-
piness (i.e., utility):

SD(U) �
������������������������������������������������������
(pwin)(Uwin − Ū)2 + (1 − pwin)(Ulose − Ū)2

√
,

where Ū � (pwin)Uwin + (1− pwin)Ulose. According to
our theory, the more spread out the distribution of
possible utilities is (e.g., the higher the standard devia-
tion of anticipated happiness), the more important the
information gap is. If SD(U) is higher in the High Bo-
nus treatment than in the Low Bonus treatments, then
participants feel that their score is more important
when they can win a larger bonus (i.e., the experimen-
tal manipulation is successful).13

3.2.1.2. Experiment 2B: Salience. In this experiment,
we use the FER paradigm to test the hypothesis that
individuals are more curious about information gaps
that were opened more recently (i.e., that are more sa-
lient). The experiment is similar to Experiment 2A,
with the following exceptions. (1) Participants’ perfor-
mance on the test is not incentivized. (2) Participants
do not receive any immediate feedback on their per-
formance. Instead, they receive a follow-up email
with an opportunity to complete an extra three-
minute task to learn about their performance on the
FER test. The extra task does not result in any pay-
ment. As in Experiment 2A, participants are not
forced to complete the extra task if they start it. How-
ever, if they quit, they do not receive any feedback
about their score on the test. We manipulate salience
by varying how recently the information gap is
opened before the opportunity to complete the extra
task. In the Immediate treatment, participants receive
the email within 15 minutes after the FER test. In the
Delayed treatment, participants receive it 24 hours af-
ter they complete the test. We predict that the propor-
tion of individuals who choose to complete the test
will be higher in the Immediate than in the De-
layed treatment.

3.2.1.3. Experiment 2C: Valence. In this experiment,
we use the FER test to investigate the prediction that
people are willing to exert more effort to fill an infor-
mation gap when the possible answers have more
positive valence. To manipulate valence, we manipu-
late the difficulty of the task, thereby affecting
participants’ performance. In the Easy treatment, we
oversample easy photos. In the Hard treatment, we
oversample difficult photos. After performing the
task, participants receive preliminary information
about their performance. Specifically, we show partic-
ipants the distribution of scores on a prior FER test of
moderate difficulty, as well as the average score, and
highlight two potential scores they could have gotten
in the test, informing them that one of the two is
(truthfully) their actual score. We manipulate whether
the alternative score is 20 points higher or 20 points
lower than the actual score. Depending on our treat-
ments and their performance, three scenarios are pos-
sible: (1) Good Expected News: both scores are better
than average (i.e., the participant could receive only
good news by revealing which is the true score) (Fig-
ure 4, right panel); (2) Bad Expected News: both scores
are worse than average (i.e., only bad news) (Figure 4,
left panel); or (3) Mixed Expected News: one score is at
least average or better than that, whereas the other is
at most average or worse than that (i.e., mixed news:
either good or bad). Although people may be natural-
ly curious about their score in all three scenarios,
varying the valence affects the motive to direct atten-
tion away from negative news (and toward positive
news). After receiving the preliminary information,
participants have the option to complete the three-
minute real effort task to find out which of the two
highlighted scores is their actual score.

3.2.1.4. Procedures. We recruited participants on
Amazon Mechanical Turk. In all experiments, partici-
pants received a fixed payment of $0:75 for completing
the task, with the exception of half of the participants in
the Low Bonus treatment who received a $1:70 fixed
payment instead. For each experiment, we determined
the sample sizes by conducting an a priori power anal-
ysis; we report all power analyses in Online Appen-
dix C.

In the Importance experiment (2A), which was pre-
registered on aspredicted.org, on top of the fixed pay-
ment, participants received an additional bonus for
successfully completing 50% of the task: $0:05 in the
Low Bonus treatment and $0:75 in the High Bonus
treatment.

After completing the test but before learning wheth-
er they received the bonus, participants had the op-
portunity to reveal their exact score and their relative
ranking (percentile) compared with other participants
by completing a boring three-minute extra task. In
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this extra task, they had to guess the age of 15 people
and indicate their confidence in their guesses. We in-
cluded an attention check question at the end of the
FER test. After the three manipulation check questions
on anticipated happiness and probability of getting
the bonus, we also included a comprehension check
question testing whether participants understood that
revealing (or not revealing) their score would not af-
fect their payment. As preregistered, we excluded par-
ticipants who failed either the attention check or the
comprehension check.

In the Salience experiment (2B), participants com-
pleted the FER test and did not receive any
performance-based bonus. After completing the test,
they received a follow-up email informing them of the
opportunity to reveal their score. In the Immediate
treatment, the email was sent within 15 minutes of
completing the FER test. In the Delayed treatment, the
email was sent 24 hours after participants completed
the test. The email said: “Thank you for taking the Fa-
cial Expression Recognition Test on [DATE]. Now you
have the opportunity to learn your Facial Expression
Recognition Score! If you are willing to take 3 addi-
tional steps (which will take about 3 minutes in total),
we will reveal your FER Score, and you will also see
how well you did compared to other people. To reveal
your score, please open the link and follow the in-
structions: [LINK].” In order to control for any time of
the day/day of the week effects, we send these emails
to everyone at the same time, but participants in differ-
ent treatments completed the FER test at different times.
After opening the link in the email, participants could
complete the same three-minute extra task as in Exper-
iment 2A in order to learn their score on the FER test

and their relative ranking (percentile) compared with
other participants. There were no attention checks or
comprehension questions in this experiment.

In the Valence experiment (2C), participants complet-
ed either an easy or hard version of the FER test (Easy
and Hard treatments, respectively). They were then
shown the distribution of scores on an earlier (moder-
ate difficulty) FER test, showing the proportion of peo-
ple in each of the 21 score bins (0%–100% in 5% incre-
ments) and also indicating the average score (see
Figure B1 in Online Appendix B). Then, we highlighted
two of these score bins, one of which contained their ac-
tual score and another bin that contained an alternative
score either 20 points higher or 20 points lower than
their actual score.14 Participants could then complete
the same three-minute extra task as in Experiments 2A
and 2B to reveal which one was their score.

In all experiments, we measured the proportion of
people who started and completed this task, and we
also recorded participants’ gender and age.

3.2.2 Results.
3.2.2.1. Experiment 2A: Importance. A total of 632
participants (95.6%) completed the experiment. As
preregistered, we excluded 93 participants (14.7%)
who failed the comprehension check question, 68 par-
ticipants (10.8%) who failed the attention check ques-
tion, and 1 participant (0.2%) who submitted a dupli-
cate response. The final sample contained 470
participants (47.4% female, Mage� 41.7 years): 163 in
theHigh Bonus treatment, 154 in the Low Bonus (regular
fixed pay) treatment, and 153 in the Low Bonus (high
fixed pay) treatment.
3.2.2.1.1. Manipulation Checks and Subjective Im-
portance. Consistent with our intended manipulation,

Figure 4. (Color online) Experimental Stimuli, Experiment 2C

Notes. The sample screens depict the page where participants were told that their score is in one of the two highlighted bins and were offered
the opportunity to reveal their scores. (Left panel) Both the actual score and the alternative score are worse than average (bad expected news).
(Right panel) Both the actual score and the alternative score are better than average (good expected news).
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participants reported higher expected happiness in re-
lation to getting the bonus in the High Bonus treatment,
M� 76.2, than in both the Low Bonus (regular fixed pay)
treatment, M� 44.5, t(283) � 8:781,p < 0:001, Cohen’s
d�0.99, 95% CI [24:62, 38:84], and in the Low Bonus
(high fixed pay) treatment, M�39.5, t(287) � 10:379,
p < 0:001, Cohen’s d�1.18, 95% CI [29:75, 43:68]. The ex-
pected happiness ratings upon getting the bonus were
similar in the two Low Bonus treatments, t(305) � 1:227,
p � 0:221, Cohen’s d�0.14, 95% CI [−3:01, 12:98].

Similarly, participants reported that they would be
significantly less happy if they would not get the bonus
in the High Bonus treatment, M � −42:8, than in both
the Low Bonus (regular fixed pay) treatment, M � −13:6,
t(315) � 7:143,p < 0:001, Cohen’s d�0.80, 95% CI
[−37:30, − 21:19], and in the Low Bonus (high fixed pay)
treatment, M � −16:5, t(305) � 6:857,p < 0:001, Co-
hen’s d�0.77, 95% CI [−33:95, − 18:81]. Again, there
was no significant difference in the happiness ratings
between the two Low Bonus treatments, t(299) � 0:774,
p � 0:440, Cohen’s d�0.09, 95% CI [−4:42,10:16].

Importantly, the experimental manipulation only af-
fected participants’ expectation about their (un-)happi-
ness upon getting (or not getting) the bonus but not
their expectation about the likelihood of winning. Partici-
pants reported that they would be equally likely to win
in the High Bonus treatment, M � 63:5%, as in the Low
Bonus (regular fixed pay) treatment, M � 64:4%, and in
the Low Bonus (high fixed pay) treatment,M � 65:6%. We
observed no significant differences between any treat-
ments, all p > 0.341. Thus, participants did not expect
to receive better or more informative news in the High
Bonus treatment than in the Low Bonus treatments, rul-
ing out alternative explanations based on valence or ex-
pected informativeness.

Finally, we calculated SD(U) for each participant
from the three measures reported (pwin, Uwin, and
Ulose). Consistent with our intended manipulation, the
subjective importance, as measured by SD(U), was
significantly higher in the High Bonus treatment,
M�49.0, than in the Low Bonus (regular fixed pay) treat-
ment, M�23.9, t(312) � 9:126,p < 0:001, Cohen’s
d�1.02, 95% CI [19:70,30:53], and in the Low Bonus
(high fixed pay) treatment, M�21.7, t(312) � 9:78,
p < 0:001, Cohen’s d�1.10, 95% CI [21:81,32:79]. There
was no significant difference between the two Low Bo-
nus treatments, t(305) � 0:841,p � 0:401, Cohen’s
d�0.10, 95% CI [−2:93, 7:31].

These manipulation checks confirm that the infor-
mation about one’s performance on the FER test in the
High Bonus treatment was deemed to be more impor-
tant than the same information in the Low Bonus treat-
ments. In addition, we did not observe any significant
differences between the two Low Bonus treatments,
which indicates that participants treated the informa-
tion as about equally important in both of these

treatments. Therefore, we decided to pool these two
treatments in subsequent analyses.15

3.2.2.1.2. Main Results: Exerting Effort to See the
Solution. A significantly higher proportion of partici-
pants started the extra task in the High Bonus
treatment, M � 46:6%, than in the Low Bonus treat-
ments, M � 33:6% (Mregular � 38:3%, Mhigh � 28:8%),
χ2(1,N � 470) � 7:17,p � 0:007, Cohen’s w�0.128 (see
Figure 5(a)). Similarly, a significantly higher propor-
tion of participants completed the extra task (and re-
vealed their score) in the High Bonus treatment,
M � 42:3%, than in the Low Bonus treatments, M �
30:9% (Mregular � 34:4%, Mhigh � 27:5%), χ2(1,N � 470)
� 5:59,p � 0:018, Cohen’s w�0.114.

To test whether the derived measure of subjective
importance SD(U) predicts participants’ decision to
start and complete the extra task, as well as to control
for potential wealth effects, actual performance, and
demographic factors, we conducted hierarchical OLS
regression analyses. In these models, we included the
proportion of people starting and completing the ex-
tra task as dependent measures and added experi-
mental treatment, subjective importance, level of fixed
payment, actual score, age, and gender as potential
predictors and covariates (see Table D3 in Online Ap-
pendix D).

This regression analysis revealed that the derived
measure of subjective importance significantly pre-
dicts both whether someone starts and completes
the extra task: β � 0:003, standard error (SE)�0.001,
t(467) � 3:377, p < 0.001 and β � 0:003, SE�0.001,
t(467) � 3:232, p�0.001 for starting and completing,
respectively. Furthermore, this measure not only
significantly predicts participants’ choice to reveal
their score, but adding this measure to the model
makes the experimental treatment variable become
nonsignificant, p�0.339 and p�0.464, for starting
and completing, respectively (Online Appendix D,
Table D3, columns (2) and (5)). Finally, the results
are robust to the inclusion of additional controls,
including the amount of fixed pay, actual perfor-
mance, and demographics (Online Appendix D,
Table D3, columns (3) and (6)).
3.2.2.1.3. Mediation Analyses. As a final test of the
proposed mechanism of subjective importance (i.e.,
spread of expected happiness), we conducted a medi-
ation analysis to assess whether the effect of experi-
mental condition on participants’ desire to start and
complete the extra task was mediated by the spread of
their expected happiness. We included the experimen-
tal condition as the predictor variable and the propor-
tions starting and completing the extra task as out-
come variables. We then added SD(U) as the
proposed mediator. All variables were standardized
before conducting the mediation analysis. A boot-
strapped mediation with 5,000 replications revealed
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that subjective importance, SD(U), fully mediates the
effect of experimental treatment on both starting and
completing the extra task, β � 0:080, 95% CI [0.031,
0.132], p < 0.001 for starting the task (see Figure 5(b))
and β � 0:076, 95% CI [0.028, 0.130], p < 0.001 for com-
pleting the task.

3.2.2.2. Experiment 2B: Salience. A total of 398 par-
ticipants (98.3%) completed the study (41.2% female;
Mage� 34.6 years): 199 in the Immediate treatment and
199 in the Delayed treatment. We did not exclude any
participants among people who completed the study.
3.2.2.2.1. Main Results. Pooling across both treat-
ments, 165 people (41.5%) opened the link in the email
to start the extra task. To test whether the experimen-
tal manipulation had an effect on the willingness to
start the extra task, we first compared the proportion
of people who started the task any time after receiving
the email. Note that we collected responses to the
follow-up survey for one week after sending the
follow-up emails, allowing the participants to start
the extra task any time within one week following the
test. The overwhelming majority of people (95%) who
ever opened the link to the extra task did so within
the first eight hours after receiving the follow-up
email, and no one started the follow-up survey more
than two days after receiving the email.

Although 91 people (45.7%) started the extra task in
the Immediate treatment, only 74 people (37.2%) did so in
the Delayed, although this difference is not quite signifi-
cant, χ2(1,N � 398) � 2:650, p � 0:104, Cohen’s w�0.087.
Because some participants did not check their email
right away, thereby experiencing significantly longer
delays than the 15-minute delay we intended for
them, we also repeat the analyses by comparing sub-
sets of participants from both treatments who opened
the study link within a specific length of time after re-
ceiving it. We expected a bigger difference between

experimental treatments when examining shorter
time frames—for example, people opening the study
link within the first hour after receiving the email,
when the information gap was still likely to be salient
in the Immediate treatment.

Although 59 people (29.7%) started the extra task
within one hour after receiving the email in the Immedi-
ate treatment, only 38 people (19.1%) did so in the
Delayed treatment, χ2(1,N � 398) � 5:453,p � 0:020, Co-
hen’s w�0.123. By contrast, when comparing the pro-
portion of people who started the extra task at least one
hour later after receiving the email, we do not find any
significant difference—the proportions are virtually
identical: 16.1% in the Immediate treatment and 18.1% in
theDelayed treatment, χ2(1,N � 398) � 0:160,p � 0:690.

The boundary between “shorter” and “longer” time
frames is, however, somewhat subjective. We thus
check the robustness of this result at different thresh-
olds: 15 minutes, 30 minutes, two hours, and four
hours. Importantly, we obtain the same results if we
set a different threshold. The proportion of people
starting and completing the extra task is always high-
er in the Immediate treatment than in the Delayed treat-
ment (we report the results of these analyses in Online
Appendix D). These effects are almost entirely driven
by the difference in the behavior of people who
started the extra task within the earliest time window
(within 15 minutes) after receiving the follow-up
email (see Figure 6), which is consistent with the mod-
el’s prediction that individuals are most curious when
the information gap is the most salient.

In Table D4 in Online Appendix D, we report the
results of OLS regressions that check the robustness of
these results controlling for the FER score and demo-
graphic factors. These regression analyses confirm the
findings reported here. Participants were significantly
more likely to open the link in the email—and thus,
start working on the real effort task to reveal their

Figure 5. (Color online) Main Results andMediation Analysis, Experiment 2A

Notes. Error bars in panel (a) represent61 standard error. Coefficients in panel (b) are standardized β-coefficients. EV, expected value.
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FER test scores—in the Immediate treatment compared
with those in the Delayed treatment, when we look at
reasonably short time windows (any window within
two hours), even after controlling for their perfor-
mance and demographic factors.

This result suggests that demand for information is
higher when an information gap is more top of mind.
Although we cannot completely rule out that differen-
tial selection may play a role in this experiment, selec-
tion cannot fully account for this result. If participants
in the Delayed treatment were busier at the time of re-
ceiving the email but still just as curious, then we
would expect them to have greater demand for infor-
mation than in the Immediate treatment in later time
windows (when they eventually catch up on their
email). However, we do not see any catch-up effect
for participants in the Delayed treatment. The propor-
tion of participants starting the extra task in later time
windows is virtually identical across treatments (see
Figure 6), even though they had a week after receiving
the email to complete the task and obtain the informa-
tion. This supports our view that higher salience leads
to stronger demand for this information.

3.2.2.3. Experiment 2C: Valence. A total of 501 par-
ticipants (94.5%) completed the experiment. We ex-
cluded three participants (0.6%) who submitted dupli-
cate responses. The final sample contained 498
participants (55.2% female, Mage� 37.3 years): 246 in
the Easy treatment and 252 in the Hard treatment.
3.2.2.3.1. Performance on the FER Test and Manip-
ulation Check. Participants scored significantly higher
in the Easy treatment, M � 83:2%, than in the Hard
treatment, M � 47:4%, t(478) � 39:814,p < 0:001, Co-
hen’s d�3.56, 95% CI [33:99,37:52]. Consistent with
actual performances, people in the Easy treatment
guessed that they scored significantly higher,
M � 69:3%, than participants in the Hard treatment,

M � 59:4%, t(494) � 6:410, p < 0:001, Cohen’s d�0.57,
95% CI [6:87,12:94]. These differences in both actual
and expected scores ensured that the majority of par-
ticipants faced different scenarios in the two treat-
ments. In the Easy treatment, 168 people (68.3%) had
both scores above average and thus, could receive
good news only; 73 (29.7%) could receive mixed news;
and only 5 (2%) could receive bad news only. By con-
trast, in the Hard treatment, 163 (64.7%) could receive
bad news only, 88 (34.9%) could receive either good
or bad news, and only 1 person (0.4%) could receive
good news only.
3.2.2.3.2. Main Results: Willingness to Exert Effort
to Reveal Score. First, we compared the proportion
of people who started and completed the extra task to
reveal their score between experimental treatments.
Consistent with our predictions, significantly more
people started the extra task in the Easy treatment,
M � 63:4%, than in the Hard treatment, M � 50:0%,
χ2(1,N � 498) � 8:583, p � 0:003, Cohen’s w�0.135 (see
Figure 7(a)). Similarly, significantly more people com-
pleted the task in the Easy treatment, M � 58:5%, than
in the Hard treatment, M � 43:7%, χ2(1,N � 498) �
10:450, p � 0:001, Cohen’s w�0.149.

We also looked at the proportion of people who
started and completed the extra task in both treat-
ments, depending on whether they were facing good
news only, bad news only, or mixed news. Although
only 78 of 168 people (46.4%) started the extra task
when facing bad news only, a marginally significantly
larger proportion of people did so when facing mixed
news, M � 57:1%, χ2(1,N � 329) � 3:362,p � 0:067, Co-
hen’s w� 0.107. The proportion of people starting the
extra task was even higher among people who faced
good news only: 112 of 169 participants (66.3%). This
proportion is significantly higher than the proportion
in the bad news only scenario, χ2(1,N � 337) � 12:695,
p < 0:001, Cohen’s w�0.200, but not significantly higher

Figure 6. (Color online) Main Results, Experiment 2B

Note. Error bars represent61 standard error.
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than in the mixed news scenario, χ2(1,N � 330) �
2:537, p � 0:111, Cohen’s w�0.094.

The results are similar if we look at the proportion
of people completing the extra task, which was lowest
among people who faced bad news, M � 38:7%, fol-
lowed by the mixed news scenario, M � 54%, and it
was highest in the good news scenario, M � 60:4%.
The proportion in the bad news scenario was signifi-
cantly lower than in the good news scenario, χ2(1,N
� 337) � 14:964,p < 0:001, Cohen’s w�0.217, and it was
significantly lower than in the mixed news scenario,
χ2(1,N � 329) � 7:185, p � 0:007, Cohen’s w�0.154.
The proportion in the mixed news scenario was not
significantly different from the proportion in the
good news scenario, χ2(1,N � 330) � 1:099, p � 0:295,
Cohen’s w�0.064.

These results are confirmed by OLS regression anal-
yses that control for the total time spent on the FER
test and demographics. In these analyses, we also test-
ed whether the expected score (i.e., the average of the
two possible scores) predicts participants’ willingness
to start and complete the extra task (see Table D5 in
Online Appendix D). Our theory predicts that people
are more motivated to obtain information if they are
expecting to learn good news (i.e., a positive relation-
ship between expected score and willingness to reveal
the actual score). Consistent with our theory, we
found that expected score significantly predicts both
the willingness to start and the willingness to com-
plete the extra task, β � 0:003, SE�0.002, t(495) �
2:094, p�0.037 and β � 0:004, SE�0.002, t(495) �
2:636, p�0.009 for starting and completing, respec-
tively) (see Table D5 in Online Appendix D). More-
over, including expected score as a predictor makes
the treatment dummy variable nonsignificant, both p
> 0.842, which suggests that being assigned to the

Easy or the Hard treatment only affects willingness to
reveal the actual score through its effect on the ex-
pected score.
3.2.2.3.3. Mediation Analyses. To test whether ex-
pected score mediates the effect of experimental ma-
nipulation on the willingness to start and complete
the effort task, we conducted a mediation analysis.
We included the experimental condition as the predic-
tor variable and starting and completing the extra task
as outcome variables. We added the expected score as
the proposed mediator variable. All variables were
standardized before conducting the mediation analy-
sis. A bootstrapped mediation with 5000 replications
revealed that the expected score fully mediates the ef-
fect of the experimental condition on starting the extra
task: β � 0:121, 95% CI [0.006, 0.233], p�0.041 (see
Figure 7(b)). The results are similar when looking at
the effect of experimental condition on completing the
extra task: β � 0:152, 95% CI [0.039, 0.264], p�0.010.

3.2.3. Discussion. The results of these experiments
provide additional support for Hypotheses 1 and 2,
showing that, in an ego-relevant domain, higher per-
ceived importance and higher salience increase de-
mand for information (Experiments 2A and 2B, re-
spectively). The ego-relevant domain also allows us to
manipulate the valence of anticipated beliefs, confirm-
ing the prediction that demand for information is
higher when the valence of expected news is more
positive (Hypothesis 3).

4. General Discussion
4.1. Additional Predictions About Curiosity
Our experiments confirm our theory’s predictions that
demand for information can be stimulated or inhib-
ited by manipulating the importance of a question,

Figure 7. (Color online) Main Results andMediation Analysis, Experiment 2C

Notes. Error bars in panel (a) represent61 standard error. Coefficients in panel (b) are standardized β-coefficients. EV, expected value.
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the salience of a question, or the valence of the poten-
tial answers to a question. We also derive additional
predictions that we do not test here but that make
sense of existing findings about curiosity.

Our theory predicts that another attentional factor,
(recent) surprise, can stimulate curiosity too. If a per-
son has previously received information addressing
(but not completely resolving) a question and has not
yet adapted to his revised beliefs, curiosity about this
question tends to be stronger than if no relevant infor-
mation had been received (or than if adaptation had
already occurred) and even stronger when the previ-
ously received information was more surprising. Al-
though we do not test for an effect of surprise in our
experiments, this prediction is in line with existing ev-
idence that being surprised stimulates curiosity about
trivia questions (Loewenstein 1994, Vogl et al. 2020,
Dubey et al. 2021). For example, people are more curi-
ous to find out the easternmost state in the United
States (which surprisingly, happens to be Alaska) after
getting separate feedback on each of three wrong
guesses they made than after getting feedback all at
once on three wrong guesses (Loewenstein 1994). Sim-
ilarly, incrementally revealing hidden information
about the identity of the protagonist in a story keeps
people more curious throughout the story (Law et al.
2016), and incrementally revealing attributes of a va-
cation package makes people more curious about it
(Wright et al. 2018). The provision of each piece of in-
formation generates surprise and increases curiosity.

According to our theory, curiosity also depends on
the expected informativeness of a piece of information
but only to the extent the information addresses spe-
cific questions attracting attention. People are more
curious when they expect that information will more
completely resolve an information gap, and people
are especially motivated to acquire information that
has the potential to fill multiple information gaps at
once. Simultaneously resolving multiple information
gaps generates an epiphany—a eureka moment of sud-
den comprehension. People may be especially curious
when they anticipate a potential epiphany. Future
work could test this prediction.

4.2. Implications for Information Avoidance
Our theory predicts that noninstrumental information
tends to be desired when it addresses an attention-
grabbing question (i.e., an information gap), as long as
a person anticipates nonnegative beliefs (i.e., beliefs an
individual does not mind thinking about). When filling
an information gap poses no threat to utility, as would
be true for answering a purely “intellectual” question
(e.g., whether a particular tree is an oak or an elm), peo-
ple generally want the information. However, when ac-
quiring information might lead to negative beliefs, indi-
viduals may choose to avoid this information.

Empirical studies have revealed strong evidence
consistent with the idea that people tend to seek out
information likely to confirm suspicions that their ob-
jective situation is favorable and to avoid information
most likely confirming that their objective situation is
unfavorable. As the valence of anticipated outcomes
becomes more negative, information avoidance be-
comes stronger (e.g., Ganguly and Tasoff 2016, Char-
pentier et al. 2018). The Bénabou and Tirole (2002)
model of self-confidence and the Kőszegi (2006) mod-
el of ego utility both make the opposite prediction.
They predict that people would have greater desire
for information about themselves when they hold
negative beliefs about themselves than when they
hold positive beliefs about themselves because people
with positive beliefs want to hold on to their current
beliefs, whereas people with negative beliefs want to
revise them.16 Although the logic is intuitive, the em-
pirical research suggests that this is not typically the
case.

According to our theory, preference about informa-
tion that would more clearly resolve negative beliefs
involves a trade-off between curiosity and the desire
to not think about these negative beliefs. We predict
that this trade-off may depend on the prior attention
directed toward these beliefs (as well as how negative-
ly valenced they are). If the marginal increase in atten-
tion because of surprise is independent of the salience
and importance, then as the salience or the importance
of a question increases, the threshold at which a per-
son prefers to avoid information shifts to increasingly
negative beliefs. Indeed, van Dijk and Zeelenberg
(2007) and Falk and Zimmermann (2016) manipulate
salience (in different ways) to affect willingness to ob-
tain potentially negative information, in line with our
prediction. Along these lines, many people may avoid
medical tests to avoid thinking about the possibility of
being sick, but when forced to reckon with it (e.g.,
when talking with a doctor about symptoms that can-
not be ignored), they may then prefer to be informed
of a diagnosis. In Online Appendix E, we use our the-
ory to provide an alternative account of avoidance of
medical testing in the context of genetic testing for
Huntington’s Disease (Oster et al. 2013).

4.3. The Belief Resolution Effect
According to our theory, the impact of new informa-
tion on attention is greatest when uncertainty about a
question is resolved completely. Surprise prompts an
immediate spike in attention, but it fades with adapta-
tion. The underlying question then becomes unimpor-
tant because with the answer known, there is no lon-
ger a range of possible answers. The belief resolution
effect refers to the dynamic pattern of attention that re-
sults from filling an information gap and then adapt-
ing to it. When an answer is learned with certainty,
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there is an immediate boost in attention weight on it,
but after the person adapts, this attention weight falls.

A surprising feature of curiosity discussed in the re-
view of Loewenstein (1994) is that the pleasure one de-
rives from obtaining information one is curious about
often seems incommensurate (on the negative side)
with the intensity of the drive to obtain the information.
A juicy nugget of gossip is eagerly received but soon
forgotten. This property is naturally accommodated by
the belief resolution effect. The attention weight associ-
ated with a particular question initially rises when the
definitive answer is learned but ultimately falls below
its prior level after a person adapts. The satisfaction of
curiosity will be disappointing to the extent that this
drop in attention weight occurs rapidly (as seems likely
to be the case) and unexpectedly.

The belief resolution effect also implies that the os-
trich effect for unpleasant information may be coun-
terproductive to individual welfare. Although people
may avoid bad news because they do not want to
think about it, the effect on attention is likely to re-
verse after people adapt. According to the belief reso-
lution effect, after people adapt to new definitive be-
liefs, surprise fades, and certainty allows one to pay
less attention to bad news, as it eventually seems less
important. This can facilitate hedonic adaptation (e.g.,
Smith et al. 2009). So, it might be better initially to
have definitive good news and worse to have defini-
tive bad news, but eventually, the situation is likely to
change because people adapt to both good and bad
news, when it is definitive. Although ignorance may
be bliss, a persistent nagging doubt about the possibil-
ity of a negative state of affairs, such as a concern that
one’s child might be taking drugs, tends to be quite
unpleasant. Our theory helps to explain why many
people avoid confronting issues they do not like
thinking about, and it also predicts that people with
greater foresight will be more likely to choose to ob-
tain information about such issues.

The same situation, but in reverse, occurs for posi-
tive information. Uncertainty can prolong the plea-
sure of good news. Wilson et al. (2005) induced exper-
imental subjects to experience a positive event (e.g.,
receive an unexpected gift of a dollar coin) under con-
ditions of certainty or uncertainty (e.g., it was easy or
difficult to make sense of the text on the card). Sub-
jects’ positive moods lasted longer in the uncertain
conditions, although people were unaware that this
would be the case. This lack of awareness suggests,
first, that people are most likely to make decisions
based on initial reactions (seeking news that clarifies
positive beliefs and avoiding news relating to negative
beliefs) and, second, that these decisions are unlikely
to maximize long-term experienced utility.

To the extent that people are aware of adaptation to
bad news, we should predict that people who are more

far sighted—who discount the future less—will be more
prone to resolve uncertainty about negative events so as
to “take the hit” and then get on with their lives. That, in
fact, has been found—people with low time discounting
(as measured by self-reported financial planning hori-
zons) are more likely to undergo cancer screening (Picone
et al. 2004). Additionally, Ho et al. (2021) observe a signifi-
cant correlation between discount rates and information
avoidance across a variety of domains. By the same token,
we might also predict that people who are more short
sighted will be more prone to resolve uncertainty about
positive events, enjoying the momentary pleasure but
shortening its duration.

5. Conclusion
In this paper, we use a theory of utility from beliefs
about information gaps to make sense of a wide range
of phenomena involving the demand for, or in some
cases, the desire to avoid obtaining, information. The
theory can be applied to understand the effectiveness
of clickbait—headlines that raise salient questions and
promise answers for those who click on them (Blom
and Hansen 2015, Venneti and Alam 2018)—the back-
lash to mandatory disclosure of calorie information
(Loewenstein et al. 2014), and the avoidance of medi-
cal tests (Thornton 2008, Hertwig and Engel 2020).
The standard account of the economics of information,
which assumes that information is desired only to the
extent that it enhances decision making, leaves out
many—if not most—of the diverse reasons why peo-
ple seek out or avoid information, including pure cu-
riosity and the desire to savor good news and ignore
bad news. Economists have addressed some of these
motives in isolation (e.g., Caplin and Leahy 2001,
Bénabou and Tirole 2002, Brunnermeier and Parker
2005, Kőszegi 2006, Bénabou 2013), but the theory de-
veloped and tested here integrates a wide range of
these motives into a unified theory. Sharot and Sun-
stein (2020) also have offered a framework for fitting
these motives together; our theory fits into their
framework but relies on more specific assumptions,
and thus, it makes specific new testable predictions,
which we show to be empirically supported.

Although our modeling relies on an extensive new
apparatus, including the concepts of questions, an-
swers, and attention weights, it offers many new pre-
dictions. As detailed in Section 2.4, we predict that
contextual factors that affect attention, such as the im-
portance and the salience of an information gap, will
affect the demand for (and avoidance of) information,
as will the valence of potential beliefs. We find sup-
port for these predictions in our experiments. Consis-
tent with existing empirical evidence, but not tested
here, the model also predicts that providing some re-
lated information (especially if surprising) increases
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demand for information and that there is greater de-
mand for information that may fill more information
gaps, as long as only nonnegative beliefs are expected.
In addition to these derived predictions, we can also
identify some additional predictions that go beyond
our formal modeling but that follow conceptually
from our underlying theory. First, individuals who
anticipate adaptation and who discount the future
less should be more likely to expose themselves to in-
formation relating to negative beliefs and less eager to
obtain information relating to positive beliefs. Second,
anticipation that receipt of information will occur, es-
pecially in a context that makes relevant questions
highly salient, motivates people to invest (time, effort,
or money) in increasing its expected valence.

The model also has implications about the hedonic
consequences of information acquisition. These impli-
cations could in principle be tested if we had meas-
ures of hedonic states, which could take the form of
self-reports, facial coding, physiological measure-
ments, or even brain activity scans (see, e.g., Ruan
et al. 2018). First, to the degree that people do not an-
ticipate the decline in attention after learning an an-
swer (the belief resolution effect), satisfying curiosity
is disappointing; the initial motivation to gain the in-
formation is disproportionate to the pleasure gained
from it. Second, acquiring information relating to neg-
ative beliefs actually improves long-term well-being.
In the case of positive beliefs, resolving uncertainty
may actually shorten the duration of the enjoyment of
the belief. Third, if one can anticipate that a latent,
meaningful question has nonnegative valence an-
swers, then activating the question and learning the
answer leave one better off than not being aware of
the question in the first place (Golman and Loewen-
stein 2018b).

Our framework can help to shed light not only on
information acquisition and avoidance but on other
phenomena as well. In a companion paper (Golman
et al. 2021), we argue that attention-based utility aris-
ing from information gaps also underlies an alterna-
tive account of risk and ambiguity preferences that is
conceptually different from, and has different testable
implications from, the usual account of risk preferen-
ces involving utility curvature and the usual account
of ambiguity aversion involving vague probabilities.
Salient information gaps can either increase or de-
crease preference for uncertain gambles depending on
whether it is painful or pleasurable to think about the
information one is missing.

The question of when people seek out or avoid in-
formation has gained importance in the internet age,
with so much information available at our fingertips.
Attention has become a highly valued and sought
commodity (Simon 1971, Davenport and Beck 2001).
Competing for consumers’ attention, media

organizations and digital marketing professionals
have become ever more clever about creating clickbait
that opens information gaps and piques curiosity.
Television producers have likewise mastered the art
of ending episodes with “cliffhangers” that open in-
formation gaps and beckon the viewer on to the next
episode in search of answers. Apps aiming to help pa-
tients manage health conditions and investors manage
their finances seek to engage curiosity to overcome in-
formation avoidance (because such information is, in-
evitably, sometimes adverse). As these content crea-
tors, product developers, public relations managers,
and marketers all vie for consumers’ attention and as
consumers must sift through (and sometimes resist)
their appeals and policy makers must figure out how
to promote legitimate information, they all can benefit
from a better understanding of the theoretical under-
pinnings of information seeking and avoidance.

Endnotes
1 These motives fit into the Sharot and Sunstein (2020) framework as
well. Motivated attention to favorable beliefs (and away from unfavor-
able beliefs) has “hedonic value,” and curiosity has “cognitive value.”
2 Karlsson et al. (2009) escapes this critique by assuming that beliefs
have less impact on utility in the absence of information, and Brun-
nermeier and Parker (2005) and Oster et al. (2013) get around it by
relaxing Bayesian updating. The Bénabou and Tirole (2002) and
Kőszegi (2006) models predict information avoidance specifically
when people have high self-confidence.
3 Oxford Languages defines important as “of great significance or
value; likely to have a profound effect on success, survival, or well-
being.” Our characterization aligns with this definition, invoking
the concept of utility in place of “success, survival, or well-being.”
Our operationalization reflects both the likelihood and potential
magnitude of a possible effect on utility.
4 Nonlinear probability weighting or reference-dependent valuation
is as plausible for information preferences as for those involving
only outcomes but would add extra complexity.
5 We represent a sequence of contingent actions s ∈ S as a single op-
erator with the convention that each action operator passes through
a distribution over cognitive states, akin to reduction of compound
lotteries over cognitive states.
6 We admit that people do not typically accurately assess the useful-
ness of information (see, e.g., Hoffman 2016). For simplicity, we as-
sume that people know their own utilities, but this assumption could
be modified to allow for heuristic assessment of instrumental value.
7 Proposition 1 in Online Appendix A formally derives these pre-
dictions. The validity of Hypotheses 1 and 2 in the domain of nega-
tive beliefs relies on an ancillary assumption that the effect of sur-
prise on attention is independent of the prior level of attention;
these predictions about decreased information avoidance could fail
if prior attention amplifies surprise, but they would still hold as pre-
dictions about demand for information in the domain of neutral or
positive beliefs.
8 The Delayed treatment could also decrease the importance of the
information gap—as time passes, participants may adapt to the fact
that they did not win the bonus, and they may then feel that the an-
swer to the puzzle matters less to them. Still, the primary pathway
for this manipulation to affect attention is likely that participants
get distracted by other thoughts in the intervening 24 hours (i.e.,
through decreased salience).
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9 We also conducted two pilot experiments prior to Experiment 1A;
see the online appendix. These pilots had mostly identical experi-
mental designs to those of Experiment 1A, with some trivial differ-
ences (e.g., max number of clicks was 5, not 10, and participants
were presented all puzzles on the same screen instead of one by
one). Both pilot experiments tested Hypothesis 1 importance and
yielded significant results consistent with Hypothesis 1; the effect
sizes are comparable with those observed in Experiment 1A.
10 Although not crucial for testing our theoretical predictions, we
also analyzed the behavior of participants who correctly solved this
puzzle. Unsurprisingly, they had little motivation to reveal the solu-
tion—that they already knew—and we do not find any significant
effect of the experimental manipulation on their behavior. We re-
port detailed test statistics in Online Appendix D.
11 We report the significance value extracted from a Fisher’s exact
test because the low expected frequencies violate the assumptions
necessary for the chi-squared test. The corresponding chi-square
statistic with Yates correction would be 3.579 (p� 0.059).
12 Similar but not identical tests are available on the internet, but
they would have required participants to take another test all over
again (which would take longer than three minutes). Thus, only we
could reveal their score on the test they already took.
13 Technically, SD(U) is a measure of the importance of winning the
bonus, not a direct measure of the importance of their score, be-
cause the dependency is just on whether they win the bonus rather
than on each possible score they could have gotten. However, elicit-
ing this measure was much less burdensome on participants, and
we assume that feeling that their score is more important is highly
correlated with feeling that winning the bonus is more important.
14 This was randomized across participants; within both the Easy
and Hard treatments, 50% of participants had an alternative score
that was 20 points higher than their actual score, and 50% of partici-
pants had an alternative score that was 20 points lower than their
actual score. If an alternative score would have been lower than 0%
or higher than 100% as the result of the calculation, we adjusted it
to 0% or 100%, respectively. For those people who scored above
97% (n� 8), we always applied the –20 point adjustment to avoid
having both scores in the same (21st) score bin.
15 As a further robustness check, we control for the fixed pay amount
in the regression analyses; see Table D3 in Online Appendix D.
16 If people instead had concave belief-based utility for bad news
and convex belief-based utility for good news, they would have
greater demand for information when they had more positive be-
liefs, but this specification of reference-dependent belief-based utili-
ty relies on the opposite curvature assumptions of standard pros-
pect theory.
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