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A B S T R A C T

Phishing attacks are more common and more sophisticated than other forms of social engineering attacks. This
study presents an investigation of the relationships between three personality traits—Machiavellianism, nar-
cissism, and psychopathy (i.e., the Dark Triad)—and phishing effort, attack success, and end-user susceptibility
to phishing emails. Participants were recruited in two stages. The first set of participants acted as attackers,
creating phishing emails. The second set of participants acted as end-users, reading both benevolent and
phishing emails and indicating their likely behavioral response to each email. Our findings suggest that attackers'
Dark Triad scores relate to the effort that they put in writing a phishing email, but do not predict phishing
success. Instead, it is the end-users’ Dark Triad scores that predict the success of phishing emails. We found that
higher levels of attacker Machiavellianism were linked to increased phishing effort, while end-user narcissism
was associated to greater vulnerability when receiving phishing emails. Furthermore, our findings suggest that
narcissistic end-users were marginally more susceptible to phishing emails that originated from narcissistic at-
tackers. These results have important practical implications for training, anti-phishing tool development, and
policy in organizations.

1. Introduction

If you received an email titled, “Urgent! You need to verify recent
account activity!” would you open it? Many people would. Phishing is
the most common form of cyberattack in which criminals (attackers)
deceive people via socially-engineered strategies into installing harmful
software or surrendering sensitive information (Anderson, 2010; Hong,
2012). Although technologies such as spam filters have been developed
to effectively detect and deter known phishing campaigns, attackers
continuously find new ways to evade these technologies such as
through sophisticated and personalized e-mails (“spear phishing”) that
take advantage of human limitations and biases and persuade people to
respond (Im & Baskerville, 2005).

Past work on human behavior in phishing attacks has investigated
attackers' approaches, perspectives, and attitudes toward system abuse
(Willison & Backhouse, 2006) and end-users’ responses to malicious
emails (e.g., Stanton, Stam, Mastrangelo, & Jolton, 2005). However,
few researchers have addressed how individual differences in person-
ality traits relate to attack strategies and end-user vulnerabilities. For
example, Cho, Cam, and Oltramari (2016) investigated the correlation
between personality traits and end-user vulnerability to phishing at-
tacks and found that agreeableness and neuroticism were positively

correlated with perceived trust and risk taking. However, little is known
regarding attacker personality and behavior, and research has not yet
examined how relationships between the personalities of both attacker
and end-user may contribute to phishing success.

A recent study spearheaded the analysis of human adversarial be-
havior in phishing (Rajivan & Gonzalez, 2018). In an experiment,
participants were asked to design phishing emails and were rewarded
for their ability to evade detection and persuade end-users to respond.
The reward function and the timing of the reward were experimentally
controlled. In a second phase of the experiment, an equal mix of these
phishing emails and ham (benign emails) were distributed to end-users
to decide how they would respond to these emails. Importantly, this
study measured Machiavellianism, narcissism, and psychopathy for
both, attackers and end-users, using the Short Dark Triad questionnaire
(see below, Jones & Paulhus, 2014).

In the present research, we take up this mantle and revisit the data
from Rajivan and Gonzalez (2018) to determine how attacker and end-
user personalities relate to phishing success. In what follows, we de-
velop predictions based on the Dark Triad literature, present our
methods for the analyses, report our findings, and discuss their im-
plications for phishing prevention and awareness.
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1.1. The dark triad

Machiavellianism, narcissism, and psychopathy, together known as
the “Dark Triad” of personality traits (Paulhus & Williams, 2002), have
been studied in the context of interpersonal manipulation and decep-
tion across a variety of situations (Jonason & Webster, 2012). Ma-
chiavellianism is associated with manipulative behavior aimed at
maximizing personal gain through strategic deception and flexible
moral tactics (Bereczkei, 2015; Christie & Geis, 1970). Narcissism is
associated with interpersonal dominance, entitlement, and the will-
ingness to exploit others (Emmons, 1987; McHoskey, 1995). In zero-
acquaintance paradigms where people meet for the first time in social
interactions, people high in narcissism perform especially well: they are
perceived as more popular, more appealing, and more likeable (Back,
Schmukle, & Egloff, 2010; Jauk et al., 2016). Psychopathy is associated
with the absence of empathy and with tendencies toward impulsivity,
aggression, and deception (Azizli et al., 2016; Williams, Paulhus, &
Hare, 2007), which lead to reckless behavior and the successful imi-
tation of socially appropriate emotions and intentions in short-term
encounters (Book et al., 2015).

Traditionally, the Dark Triad has been assessed using popular in-
struments that were developed to measure each of the three dark per-
sonality traits in isolation (McHoskey, Szarzto, & Worzel, 1998). Cur-
rently, there are two brief measures that assess the Dark Triad in a
single inventory: the Dirty Dozen (Jonason & Webster, 2010) and the
Short Dark Triad (SD3; Jones & Paulhus, 2014). Whereas recent re-
search has raised concerns about the validity of the Dirty Dozen due to
its brevity and lack of discriminant validity at the trait level (e.g., Miller
et al., 2012), the SD3 has demonstrated good convergent validity and
structural equivalence with the traditional, yet isolated measures
(Maples, Lamkin, & Miller, 2014), as well as antisocial outcomes, in-
cluding sexual coercion and workplace deviance (Jones & Olderbak,
2014; Palmer, Komarraju, Carter, & Karau, 2017). As such, we use the
SD3 in this work.

1.2. The dark triad and online behavior

Although the relationship between the Dark Triad traits and online
behaviors has received little attention, existent research appears to
parallel that in face-to-face settings (Back et al., 2010; Book et al., 2015;
Christie & Geis, 1970). We therefore ground our predictions in studies
of both offline and online behavior. Crossley, Woodworth, Black, and
Hare (2016) examined the Dark Triad in the online domain by in-
vestigating the efficacy of negotiation in both face-to-face and com-
puter-mediated interactions. Results indicated that individuals scoring
higher in Dark Triad traits were more successful than the average in-
dividual in negotiation in face-to-face interactions and also more suc-
cessful–albeit to a lesser degree– in online interactions.

Cho et al. (2016) conducted a study exploring phishing and the Big
Five personality traits (Costa & McCrae, 1992) and end-user suscept-
ibility to phishing emails. They found that high neuroticism was asso-
ciated with lowered trust and increased perceptions of risk. These
findings were especially pronounced when participants were also low in
conscientiousness or high in openness to experience. Further, in-
dividuals high in agreeableness were more likely to be deceived by
phishing emails because they were more trusting and perceived less risk
in responding to emails from others. However, overall accuracy did not
vary because such trust and risk perceptions were present in response to
both benign as well as malicious emails.

If agreeableness is a risk factor for opening malicious emails, then it
follows that low agreeableness would be a protective factor for end-
users. Because all three Dark Triad traits are low in agreeableness (e.g.,
Jakobwitz & Egan, 2006; Paulhus & Williams, 2002), it may initially
seem that individuals high in any of the Dark Triad traits would not be
vulnerable to malicious email attacks. However, narcissism is also as-
sociated with overconfidence (Campbell, Goodie, & Foster, 2004) and

functional impulsivity (Jones & Paulhus, 2011b). Thus, narcissistic in-
dividuals act quickly and often (falsely) believe that they know what
they are doing in novel situations. These beliefs create an unrealistic
sense of optimism and invulnerability (Farwell & Wohlwend-Lloyd,
1998).

Dark Triad personality research also lends itself to the prediction of
adversarial behavior in attackers. Because of their impulsive nature,
individuals high in psychopathy are generally poor at tasks involving
attention to detail (Newman, 1987). As a consequence, they are less
likely to invest time and effort in crafting a single phishing email and
more likely to send emails that require little effort and make minimal
changes between emails. In contrast, because of their cautious and
strategic nature, those high in Machiavellianism tend to plan out their
next moves (Czibor & Bereczkei, 2012) and calibrate their strategies
based on their audience (Esperger & Bereczkei, 2012).

Based on these findings, we hypothesize that attackers higher in
Machiavellianism will engage in more effort to change and adapt
emails. In contrast, we expect both psychopathy and narcissism to be
linked to less individualized techniques, such as mass standardized
“scamming.” Among end-users, we predict that narcissism—but not
Machiavellianism or psychopathy—will be linked with higher sus-
ceptibility to phishing attacks because of the overconfidence associated
with the trait.

2. Methods

The methods described below include only the sections of the ori-
ginal study related to the Dark Triad, attackers' phishing effort and
performance, and end-users’ classification of emails. For information
about the full study and other measures and findings, please consult
Rajivan and Gonzalez (2018).

2.1. Participants

Participant recruitment occurred in two stages. First, 100 partici-
pants (49% female) between ages 18 and 75 were recruited from
Amazon Mechanical Turk to act as phishing attackers. A second group
of 340 participants was later recruited, also from Amazon Mechanical
Turk, as end-users (no demographic information was collected in this
phase). All participants received $1.50 for participating, and partici-
pants in the attacker role had the opportunity to receive up to an ad-
ditional $4.00 in bonuses for performance. The sample size was de-
termined early in the design by Rajivan and Gonzalez (2018) according
to pilot studies to estimate a 95% CI for phishing effort and classifica-
tion measures.

2.2. Design

The study employed a novel two-phase design. In Phase 1, partici-
pants in the attacker role were provided instructions and basic training
about phishing and phishing attacks via email. After seeing examples of
real phishing emails, participants performed two practice trials of the
experimental task, which was to develop phishing emails based on a
phishing email template that was randomly assigned to them at the
start of the experiment. Attackers were instructed to write phishing
emails with two primary goals: (i) to evade spam filter detection and (ii)
to persuade end-users to respond. Individuals were told they could
evade detection by changing the content of the email (body and subject
line). Emails could be edited as much as desired, and no limitations
were imposed on the length of each email. Participants were told they
could accumulate rewards in each trial based on the success of their
phishing email in achieving the two stated goals. After the practice
trials, each participant developed eight such phishing emails. At the end
of each trial, participants received feedback about their net reward in
terms of points. The net reward consisted of both the reward for per-
suasion and the reward for evasion, but this breakdown was not shown
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to participants.
In Phase 2, participants in the end-user role were presented with a

series of 20 emails to evaluate. They were instructed that the goal of the
study was to understand how people manage their e-mails. Ten of these
emails were benign in nature (i.e., ham emails), while the other 10 were
malicious phishing emails created and edited by participants in the
attacker role during Phase 1. End-users’ stated task was to examine each
email with the aim of helping a fictional office manager process her
inbox. For each email, they were asked to select one response action
they would take to manage it: respond immediately (1); leave the email
in the inbox and flag for follow up (2); leave the email in the inbox (3);
delete the email (4); delete the email and block the sender (5).

A custom randomization algorithm was used for random assignment
of phishing emails generated from phase-1 to participants in end-user
role in phase-2. Use of such a randomization algorithm ensured that
each end-user participant received 10 unique phishing emails from
participants in phase-1. Each phishing email presented to the end-user
was created by a different participant in the attacker role. For example,
see Fig. 1 the end-user is shown to receive 10 phishing emails, Phish1 to
Phish10, from 10 different attackers. Furthermore, each eligible e-mail
(with 50-character edits or more to the body of the email) from phase-1
was rated by to five different participants in phase-2. For example, see
Fig. 1 where the email identified as “Phish3” from one attacker is
shown to be distributed to five different end-users.

Such a conditional random assignment ensured that participants in
the end-user role responded to a variety of phishing emails from dif-
ferent participant sources and therefore, less likely to introduce var-
iance from learning effects and other confounds. In total, 635 phishing
emails were evaluated.

2.3. Dark triad scores

After completing their respective email tasks, both attackers and
end-users were asked to complete the 27-item Short Dark Triad (SD3;
Jones & Paulhus, 2014), which assesses psychopathy, Machia-
vellianism, and narcissism. Each trait was assessed by nine items, and
the scores for these nine items were averaged to obtain a composite
score for each trait. Each item was scored on a five-point Likert-type
scale ranging from 1 (Strongly Disagree) to 5 (Strongly Agree). Relia-
bility for each Dark Triad construct was acceptable for both the at-
tackers (Machiavellianism α=0.85; narcissism α=0.81; psychopathy
α= .8) and the end-users (Machiavellianism α=0.79; narcissism
α=0.80; psychopathy α= .78). Correlations between the traits for
attackers (Mach/Narc: r=0.53, Mach/Psyc: r=0.55, Narc/Psyc:
r=0.58, all p< .001) and end-users (Mach/Narc: r=0.35, Mach/

Psyc: r=0.53, Narc/Psyc: r=0.36, all p< .001) were similar to those
found in previous studies (Jones & Paulhus, 2014).

2.4. Phishing effort

At the attacker level, two behavioral variables assessed phishing
effort: number of character edits to the subject line and number of
character edits to the body of the email. The number of character edits
made in each trial was assessed using the Levenshtein distance, a
standard approach to measure the similarity/distance between two
given strings (Navarro, 2001). This distance function was used to cal-
culate total number edits based on the number of insertions, deletions,
and substitutions made in each trial compared to the email generated
by the same participant in the previous trial.

2.5. Phishing classification score

To determine whether the attacker's phishing emails persuaded the
end-users to respond, we summed the five different end-user responses
collected for each phishing email to create an aggregate email classi-
fication score. This aggregate score ranged from 5 (all five end-users
chose to immediately respond to the email) to 25 (all five end-users
chose to delete the email). For the attacker, a low aggregate phishing
classification score meant low loss and high success, and a high
phishing classification score meant high loss and low success. The in-
terpretation of the same aggregated classification score was reversed for
the end-user. A low phishing classification score meant low perfor-
mance (high susceptibility), and a high score meant high performance
(low susceptibility).

In addition, as each end-user also rated 10 benevolent emails, we
took the mean of these 10 classifications to form a single “ham classi-
fication” variable. This variable ranged from 1 (an end-user chose to
immediately respond to all 10 ham emails) to 5 (an end-user chose to
delete all 10 ham emails). The calculation of this variable is important
to determine the ability of our end-user participants to discriminate
between benevolent and malevolent emails.

3. Results

Table 1 presents the average Dark Triad scores of both, attackers
and end-users, as well as end-users’ average classification scores for
each type of email: ham and phishing. These variables had approxi-
mately normal distributions and replicate descriptive findings from
previous studies (see Jones & Paulhus, 2014). Attackers’ phishing effort
and loss were used as outcome measures to model the relationship

Fig. 1. Visual representation of distribution of phishing Emails to participants in Phase-2 – Figure taken from Rajivan and Gonzalez (2018) (Fig. 3).
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between individual Dark Triad traits and phishing behaviors.

3.1. Attacker's dark triad scores and phishing effort

The number of body edits ranged from 50 to 2885 characters, and
the distribution of edits was overdispersed (see Table 1). Although
Poisson regressions are generally conducted for the analysis of count
data, participants were highly variable in the number of character edits
they made to both the bodies and subjects of their emails. The over-
dispersion of the variables required the use of negative binomial re-
gressions (Gardner, Mulvey, & Shaw, 1995) to identify the effect of
Dark Triad traits on phishing effort as defined by the amount of body
edits made. A negative binomial regression is a generalized linear
model specific for modeling overdispersed count variables by in-
corporating an additional parameter, the dispersion parameter that
allows for the variance to differ from the mean, thus relaxing the as-
sumptions of a Poisson distribution for count variables (Gardner et al.,
1995).

Fig. 2 shows the relationships between attackers’ psychopathy,
narcissism, and Machiavellianism scores and the number of edits made
to the body of the email. These relationships were negative for psy-
chopathy and narcissism but positive for Machiavellianism. Our results
suggest that attackers higher in Machiavellianism made more edits to
the body of the email, β=0.16, SE=0.03, Est/SE=5.72, p < .001.
Both narcissism and psychopathy were significantly negatively related
to body email edits, Narcissism: β=−0.10, SE=0.02, Est/
SE=−4.33, p < .001; Psychopathy: β=−0.09, SE=0.03, Est/
SE=−3.49, p < .001. Specifically, the beta weights provided are
standardized slope estimations of the change in the number of body
edits for every one unit increase in the given Dark Triad Trait. Fig. 2
provides a visual representation of these slopes.

Fig. 3 shows the relationships between the attackers’ Dark Triad
traits and the number of edits made to the subject line of the email. The
fitted line in the graph plots the likelihood of making zero subject edits.
Because 32.4% of emails had zero subject edits made, subject line edits
were analyzed using a zero-inflated negative binomial regression. To
account for the abundance of zeros in the model, a zero-inflated ne-
gative binomial regression conducts two analyses: a general linear re-
gression model with over-abundant zeros excluded from the model, and
a binary logistic regression predicting the likelihood of making zero
edits compared to making at least one edit (Zuur, Ieno, Walker,
Saveliev, & Smith, 2009).

This analysis indicated that attackers higher in psychopathy were
less likely to make any edits to the subject of the email, β=0.30,
SE=0.06, Est/SE=4.77, p < .001. Note that the positive beta comes

from the logistic regression (conducted as part of zero-inflated negative
binomial regression) and implies that attackers higher in psychopathy
were more likely to make zero edits to the subject line. In contrast,
individuals higher in narcissism were more likely to make at least one
edit to the subject of the email, β=−0.15, SE=0.07, Est/
SE=−2.22, p= .03. There was no evidence to suggest that
Machiavellianism was related to subject line edits, β=−0.01,
SE=0.07, Est/SE=−0.10, p= .92.

After accounting for the overabundance of zero subject edits, the
zero-inflated negative binomial regression suggested no significant re-
lationship between any of the attacker Dark Triad scores and making
additional edits to the subject line, Psychopathy: β=−0.02;
Narcissism: β=−0.03; Machiavellianism: β=0.01; all p-values >
.05. Thus, these personality differences predicted the binary decision to
either make or not make a change to the subject line, but they did not
predict additional edits after participants made the initial decision to
edit the subject line.

3.2. Attacker's dark triad and phishing classification score

Analyses predicting the phishing classification score were con-
ducted in a three-level multilevel framework using MPlus 7.1 (Muthen
& Muthen, 2012) with the end-user as the individual unit of analysis,
the edits made to the phishing emails as the level 2 clustering variable,
and attackers’ Dark Triad scores as the level 3 clustering variable. See
Fig. 4 for a visualization of the data structure and variables at each
level. A null model indicated intra-class correlations of 0.128 and
0.118, indicating that 12.8% of the variance in individual classifications
of emails was due to variations within the emails themselves and that
11.8% was due to variability at the attacker level. Note that these intra-
class correlations indicate all of the between and within level variability
in a null model, or a model without any predictors. Thus, the percen-
tages of variance indicated above could be due to the variables we es-
timate in our models or additional variables that we did not anticipate
or account for.

A random intercepts three-level model was conducted using a
Bayesian estimator. The estimation method used Gibbs sampling and
two Markov chain Monte Carlo chains. This estimation method is re-
commended for three-level models since likelihood-based methods
have been found to bias point estimates when three levels are analyzed
(Browne & Draper, 2006). The use of a single three-level model allowed
us to parse out the variance attributable to each predictor variable
across levels and account for all unit clustering. Although separate
analyses would have been viable to differentially assess attacker loss
and end-user susceptibility, results from these models would potentially
have been confounded by the excluded levels. At level 1, predictor
variables were the end-user Dark Triad scores and their classification of
ham emails. At level 2, predictor variables were the number of edits
made to the subject and body of the email. At level 3, the predictor
variables were the attacker scores on the Dark Triad constructs.

Table 2 shows the overall findings for the three-level model. At the
attacker level, no variables were significantly predictive of phishing
classification score. Attacker narcissism, psychopathy, and Machia-
vellianism were not significantly related to the classification score, all p-
values > .05. Further, the number of character edits to both the body
and subject lines of the phishing emails was not directly predictive of
email classification, all p-values > .05. Therefore, even though per-
sonality differences in attackers did predict effort in terms of edits to the
body of the phishing email, neither these personality differences nor
these character edits significantly influenced how end-users classified
the emails.

3.3. End-users’ dark triad and phishing classification score

To assess whether specific personality characteristics of end-users
predicted classification score, we examined the same three-level model

Table 1
Descriptive statistics for attackers and end users.

M SD Skew Kurtosis

Psychopathy
End-User 2.22 0.66 0.05 −0.61
Attacker 2.15 0.76 0.87 0.88
Machiavellianism
End-User 3.10 0.65 0.01 −0.25
Attacker 3.15 0.74 −0.28 1.04
Narcissism
End-User 2.71 0.70 0.19 0.11
Attacker 2.63 0.72 0.23 −0.71
End-User: Ham Email Ratings 2.70 0.54 0.37 0.85
End-User: Phishing Email Ratings 3.11 0.75 0.01 −0.27
Attacker: Performance 15.37 3.10 −0.01 0.10
Attacker: Effort on Body Edits 253.36 227.71 5.85 59.80
Attacker: Effort on Subject Edits 15.80 14.89 0.80 0.60

Note. Dark Triad traits were measured on a scale of 1–5, with 5 indicating the
highest degree of that trait. The possible range for end-user email ratings and
attacker performance was 5–25. Attacker effort was assessed by the Levenshtein
distance between the number of edits made between trials.
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discussed previously (results are located in Table 2). Although these
analyses could have been examined with a single-level multiple re-
gression, the use of a single three-level model allowed us to simulta-
neously isolate the effects at each level of analysis.

Both end-user narcissism and end-user psychopathy were sig-
nificantly predictive of email classification. Specifically, both were as-
sociated with greater susceptibility to phishing emails, Narcissism:

β=−0.18, SE=0.04, 95% CI: [-0.25, −0.11]; Psychopathy:
β=−0.11, SE=0.04, 95% CI: [-0.19, −0.02]. Exact p-values are not
reported, as these analyses were carried out using a Bayesian estimator.
These findings indicate that for every one-unit increase in narcissism/
psychopathy scores, end-users rated an email an average of .18/0.11
points less suspicious (i.e., an increased likelihood to respond to the
email). Further, individuals who more often classified the ham emails

Fig. 2. Data visualization of the relationship between the Dark Triad and edits to the body of the Phishing emails.

Fig. 3. Data visualization of the relationship between Dark Triad scores and the likelihood of making zero edits to the subject line of the Phishing emails.
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as suspicious were also more likely to classify the phishing emails as
suspicious, β=0.75, SE=0.04, 95% CI: [0.66, 0.83]. Specifically, for
every one-unit increase in “ham classification”, end-users rated
phishing emails an average of 0.75 points more suspicious (i.e. a lower
likelihood of response to the email). This relationship suggests that,
overall, end-users were not very successful at discriminating between
ham and phishing emails. Instead, the majority of their email classifi-
cations were based on thresholds of skepticism and suspiciousness ra-
ther than an ability to distinguish a phishing email from a ham email.

3.4. Dyadic interactions between attacker and end-user personality
characteristics

Although the three-level model did not suggest that attacker per-
sonality characteristics contributed to phishing performance, we were
still interested in the possibility that personality characteristics might
interact between attackers and end-users. A cross-level interaction ef-
fect assesses whether level 2 grouping factors (e.g., attacker personality
characteristics) can explain variance across group slopes through
moderating the relationship between level 1 variables across level 2
clusters (e.g., different attackers; Aguinis, Gottfredson, & Culpepper,
2013). Due to the complexity of assessing slopes as free-to-vary random
effects compared to fixed effects, these relationships cannot be mea-
sured in a full three level model but were instead tested post hoc in a
separate two-level model using a maximum likelihood estimation
method. This test of cross level interactions examined if and how at-
tacker personality characteristics moderated the relationship between
end-user personality characteristics and phishing email classification. In
order to test cross level interactions, the multilevel model must assume

that the variance of slopes across groups is different from zero. In the
context of our study, this assumption means that the relationship be-
tween end-user personality characteristics and phishing email classifi-
cations changes across different attackers.

A two-level model was built in which the attacker was the level 2
clustering variable and the end-users were the individual unit of ana-
lysis. Results from this model can be found in Table 3. Only one cross-
level interaction approached significance, suggesting that attacker
narcissism marginally moderated the relationship between end-user
narcissism and phishing email classification, β=0.10, SE=0.05,
p= .07. The positive estimate indicates that for every one-unit increase
in attacker narcissism scores, the slope of the relationship between end-
user narcissism and phishing classifications increases by 0.10. Thus,
end-user narcissism is marginally more strongly related to the email
classification score as the attacker's narcissism score increases. Because
the slope of the relationship between end-user narcissism and phishing
classifications was negative (see Table 2), this finding suggests that as
attacker narcissism scores increase, end-users high in narcissism be-
come marginally more susceptible to phishing emails, resulting in lower
end-user performance.

To further explore the dyadic relationship between attacker and
end-user dark triad personalities, we created a personality delta (Δ)
variable, which measures the difference in Dark Triad scores between
attackers and end-users across all three constructs. A logistic regression
was conducted to plot the relationship between this personality delta

Fig. 4. Visualization of a three-level data structure.

Table 2
Three-level random intercepts model results.

Parameter β SE 95% CI

Fixed Effects - Level 1
Intercept 1.76∗ 0.33 [1.12, 2.42]
End-user Narcissism −0.18∗ 0.04 [-0.25, −0.11]
End-user Psychopathy −0.11∗ 0.04 [-0.19, −0.02]
End-user Machiavellianism −0.01 0.04 [-0.09, 0.08]
End-user Ham Email Rating 0.75∗ 0.04 [0.66, 0.83]
Fixed Effects - Level 2
Subject Edits 0.00 0.00 [0.00, 0.01]
Body Edits 0.00 0.00 [0.00, 0.00]
Fixed Effects - Level 3
Attacker Narcissism 0.04 0.11 [-0.17, 0.26]
Attacker Psychopathy −0.02 0.10 [-0.22, 0.18]
Attacker Machiavellianism −0.02 0.10 [-0.23, 0.18]
Variance Components
Residual Variance Level 1 1.46∗ 0.04 [1.38, 1.54]
Residual Variance Level 2 0.26∗ 0.03 [0.20, 0.33]
Residual Variance Level 3 0.27∗ 0.06 [0.18, 0.40]

∗p < .05.

Table 3
Two-level random intercepts random slopes model results: Attackers and end-
users.

Parameter β SE Two-Tailed p-value

Fixed Effects - Level 2
Attacker Psychopathy −0.03 0.10 .72
Attacker Narcissism 0.04 0.11 .69
Attacker Machiavellianism −0.02 0.09 .87
Cross-Level Interactions: End-User Narcissism
Attacker Psychopathy 0.05 0.06 .40
Attacker Narcissism 0.10 0.05 .07
Attacker Machiavellianism −0.03 0.05 .47
Cross-Level Interactions: End-User Psychopathy
Attacker Psychopathy 0.06 0.08 .43
Attacker Narcissism −0.01 0.07 .86
Attacker Machiavellianism −0.06 0.08 .48
Cross-Level Interactions: End-User Machiavellianism
Attacker Psychopathy −0.10 0.07 .18
Attacker Narcissism −0.05 0.07 .46
Attacker Machiavellianism −0.00 0.06 .95
Variance Components
Within-Level Variance 1.64 0.07 < .001
Intercept Variance 0.28 0.05 < .001
Slope – End-User Narcissism 0.00 0.03 .94
Slope – End-User Psychopathy 0.04 0.02 .12
Slope – End-User Machiavellianism 0.02 0.02 .40
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measure and the likelihood of end-user response to phishing emails.
Fig. 5 shows the plots specifically for end-user narcissism. Plots for
other end-user constructs were neglected due to their lack of relation-
ship to phishing classification. In Fig. 5, the x-axis in plots b, c and d
denotes the difference between the end-user scores for narcissism and
the attacker scores for the three dark triad constructs, calculated by
subtracting the latter from the former. For example, the x-axis in Fig. 5c
denotes the ΔNP: the difference between end-user narcissism and at-
tacker psychopathy. Instances with high ΔNP indicate that an end-user
who scored high on narcissism responded to a phishing email from an
attacker who scored low on psychopathy. In contrast, instances with
low ΔNP indicate that an end-user who scored low on narcissism re-
sponded to phishing email from an attacker who scored high on psy-
chopathy. Similar interpretations apply to other combinations of ΔNN
(end-user narcissism vs. Attacker narcissism) and ΔNM (end-user nar-
cissism vs. Attacker Machiavellianism). For comparison, Fig. 5a plots
the direct relationship between end-user narcissism and the likelihood
of responding to a phishing email.

As can be seen in Fig. 5, regardless of the attacker scores on the
different Dark Triad constructs, the higher the end-user was in narcis-
sism (or as the difference between the two became more positive), the
more likely they were to respond to phishing emails. This relationship
occurred at about the same likelihood as when attacker Dark Triad
scores were not included (refer to Fig. 5a). Further, Fig. 5b shows a
slightly shallower slope than both Fig. 5c and d. This finding lends vi-
sual support to the results from the cross-level interaction in the mul-
tilevel model: as attacker narcissism increases, individuals higher in
end-user narcissism become marginally more susceptible to those spe-
cific phishing emails, resulting in a shallower slope for the difference
scores.

4. Discussion

Overall, our findings demonstrate that although attackers' scores on
the Dark Triad do not predict the effectiveness of their phishing emails,
end-users’ Dark Triad scores do. Furthermore, our results suggest a
marginally significant relationship of dyadic reciprocity between nar-
cissistic end-users who are more susceptible to phishing emails and
narcissistic attackers. These results expand initial findings regarding
online manipulation and the Dark Triad (Crossley et al., 2016) in the
following ways.

First, our results revealed novel relationships between attackers’
behavior and personalities. We found that attacker levels of
Machiavellianism were linked to how much effort they put into writing
their phishing emails, measured by the number of changes they made in
the body of the email. This finding reflects the caution and planning
that has been associated with this trait (Jones & Paulhus, 2011a).
Narcissism, on the other hand, was associated with fewer changes to the
body of the phishing email, and psychopathy was negatively correlated
with the number of changes to the subject line of the phishing email.
These findings are consistent with past research that demonstrates the
unique relationships narcissism and psychopathy have with different
forms of impulsivity (Jones & Paulhus, 2011b). Individuals high in
psychopathy may simply be in a hurry to email as many end-users as
possible, hoping that some individuals will fall victim. The association
between narcissism and fewer changes to the body of the phishing
emails may be explained by their overconfidence. Specifically, such
individuals may believe that their superior skills necessitate little
changes to evade detection.

Second, our results also revealed novel relationships between end-
user behavior and narcissism. Among end-users, narcissism was asso-
ciated with greater vulnerability to phishing emails. There are several
potential explanations for this finding. The first is associated with the
overconfidence inherent to narcissism (Campbell et al., 2004). Such

Fig. 5. Dichotomized visualization of the likelihood to respond to a phishing email based on end-user narcissism and differences between end-user and attacker Dark
Triad traits. Classification scores were artificially separated into "respond" or "not respond" (dots correspond to each classification), and a slope of the probability of
response was estimated using the difference scores presented in each subfigure. No statistical inferences have been made from this visualization represented in this
figure.
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individuals are unrealistically optimistic about potential outcomes and
their ability to deal with tricky situations, which is driven by their
superior sense of self (Farwell & Wohlwend-Lloyd, 1998). Such a su-
perior sense of self may also translate into blaming others and ex-
ternalizing fault, which may interfere with learning and awareness of
future attacks (Dutt, Ahn, & Gonzalez, 2013). Because these individuals
believe that they are more knowledgeable than they actually are across
a wide variety of contexts (Paulhus & Williams, 2002), they may (fal-
sely) believe that they would detect a phishing attempt if they saw one.
Second, individuals high in narcissism are functionally impulsive (Jones
& Paulhus, 2011b). As a consequence, they may see a potentially in-
teresting or rewarding email and pursue it without much thought to the
potential consequences.

Third, our results revealed a marginally significant dyadic re-
lationship between narcissistic individuals. Narcissistic end-users were
more susceptible to phishing emails that originated from narcissistic
attackers. It is important to note that end-users and attackers never
directly interacted in this experiment and it is therefore in the interests
of future studies to research direct dyadic interactions among the dif-
ferent personalities in adversarial settings. Furthermore, participants
may have been hyper-aware of potential deception because of the
nature of the study. Thus, realistic and naturalistic observation are
needed to bolster the present findings. Future research should also ex-
plore “spear-phishing” attacks, which include information that can in-
form a targeted attack. Specific dyadic relationships between the per-
sonalities of end-users and attackers may be important to explaining
spear-phishing success. Nevertheless, the present research represents a
good first step into understanding both the attack patterns and vul-
nerabilities that may be present in individuals who are high in different
Dark Triad traits. This understanding may lead organizations to best
tailor specific interventions towards overconfident end-users, and pro-
vide spam filters with increased information about who might be most
vulnerable to specific types of phishing attempts.

This study is not without its limitations. As mentioned above, due to
the nature of this study, end-user participants may have been hyper-
aware of potential deception, and thus more vigilant in their ratings of
each email than they would be in their natural work environment.
Therefore, future research should aim to enhance ecological validity.
Further, the emails that end-users were evaluating were on behalf of
another person (see Rajivan & Gonzalez, 2018) rather than emails di-
rected at the participants. Decision making strategies and phishing
vulnerabilities may shift dependent on if the decision is being made for
the self vs. Another. This question should also be addressed in future
work. In addition, although this study investigated the end-users’ eva-
luations of each email, we did not include metrics to identify how these
participants were making their decisions. Therefore, it remains unclear
as to what aspects of the emails participants were flagging as suspicious
across both phishing and ham emails.

In sum, this work identifies some individual differences associated
with attacker and end-user behavior that may help identify potential
attackers and understand who is at greatest risk for falling prey to an
attack in an organization. Namely, Dark Triad traits can predict how
much effort an individual would put into designing a phishing email,
and individuals who are narcissistic may be especially at risk of com-
promising not only personal security, but also an organization's se-
curity. Although automated email filtering programs aim to eliminate
the presence of spam and phishing emails presented to individuals,
malicious attacks still manage to breach these filters. Understanding the
types of people who create these emails, how they create them, and
which individuals may be more vulnerable to falling for these attacks is
an essential step to limit security breaches. This knowledge can have
real world implications in multiple areas of business and security. One
such implication is the potential implementation of training programs
to better differentiate between phishing and ham emails, particularly
for those individuals high in narcissism. Further, current laws and
regulations on data protection and privacy may be better informed by

the findings presented in this study. Phishing emails present a complex
form of data breach within corporate and governmental organizations,
as the cause of such a breach would be due to human susceptibility and
error, rather than flaws within computerized safe guards. Therefore, a
clear understanding of the patterns utilized by attackers and vulner-
abilities presented by end-users is essential to minimizing the risks that
phishing presents to individuals, businesses, and government.
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