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Abstract

While groups where members communicate with each other
may perform better than groups without communication,
there are multiple scenarios where communication between
group members is not possible. Our work analyses the im-
pact of task complexity on individuals and groups of differ-
ent sizes while solving a goal-seeking navigation task with-
out communication. Our major goal is to determine the ef-
fect of task complexity on performance and whether agents
in a group are able to coordinate to perform the task more
effectively despite the lack of communication. We developed
a cognitive model of each individual agent that performs the
task. We compare the performance of this agent with individ-
ual human performance, who worked on the same task. We
observe that the cognitive agent is able to replicate the general
behavioral trends observed in humans. Using this cognitive
model, we generate groups of different sizes where individ-
ual agents work in the same goal-seeking task independently
and without communication. First, we observe that increasing
task complexity by design does not necessarily lead to worse
performance in individuals and groups. We also observe that
larger groups perform better than smaller groups and individ-
uals alone. However, individual agents within a group per-
form worse than an agent working on the task alone. This
effect is not the result of agents within a group covering less
ground in the task compared to individuals alone. Rather, it
is an effect resulting from the overlap of the agents within a
group. Importantly, agents learn to reduce their overlap and
improve their performance without explicit communication.
These results can inform the design of Al agents in human-
machine teams.

Introduction

While many people prefer working alone, some tasks are ei-
ther too large or complicated to be taken on alone. Having a
team of people is often crucial for success. However, a group
is usually only effective if members in the group can work
together towards their shared objectives. Communication is
often seen as a vital tool for coordination between mem-
bers of groups. Indeed, past studies have shown that groups
where members can communicate with each other do better
than those groups where such communication channels do
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not exist (King et al.|2011} Sumner and King|2011}; |Oesch
and Dunbar|2018).

It is evident that communication is useful, and even
though our tools for communication are better than they have
ever been, there can be situations where members of a group
cannot communicate with each other. Such situations can
arise when people do not want to communicate to avoid be-
ing spotted (for example, a group of Navy SEALS raiding a
building) or when people simply do not have access to com-
munication systems (for example, a group of explorers split
up in a network of underground caves). Thus, our work fo-
cuses on studying groups where members cannot communi-
cate with each other. For this study, we use a search and res-
cue task in a simulated scenario called the Minimap (Nguyen
and Gonzalez|[2021)), which is explained in detail in the fol-
lowing section.

There are multiple algorithms that focus on optimally
solving search and rescue tasks (Becker, Blatt, and Szczer-
bickal 2013} [Jensen| [2013). However, an important goal
in human-machine teaming is to create systems that can
work well with humans and not just perform tasks opti-
mally (Bansal et al.|2019). For this, it is important to un-
derstand how humans behave. While Reinforcement Learn-
ing (RL) (Sutton and Barto| 2018 \Gershman and Daw
2017) has been shown to capture some trends in human be-
haviour (Gureckis and Love [2009; [Simon and Daw|[2011)
and is widely used, it is focused on finding optimal so-
Iutions and not on understanding how humans make deci-
sions (Botvinick et al.|2019). Thus, we focus on using cog-
nitive models to predict how a group of humans will behave
on the Minimap.

To do this, we analyse data from simulations run with
Instance-Based Learning Agents (IBL Agents), built based
on Instance-Based Learning Theory (IBLT) (Gonzalez,
Lerch, and Lebiere|2003). IBL models have been shown to
model the human decision making process accurately, and
they are useful tools to understand and predict human be-
haviour (Gonzalez and Dutt{2011} 2012} [Dutt and Gonzalez
2012} [2015; |Dutt, Ahn, and Gonzalez][2011). Our goal is to
create IBL models of teams that do not communicate and
use them to understand the advantages of working in a group
and the impact it has on individual members in the group. In
particular, we focus on how the complexity of the task plays
a role in the performance of individuals and groups of dif-



ferent sizes.

We produce data for individual IBL agents performing the
task, and for individuals and groups of sizes 3 and 6, where
each group of agents performs the Minimap task in three dif-
ferent scenarios which vary in their degree of difficulty. We
analyse the performance of human participants with individ-
ual agents, and the performance of agents within groups to
determine how agents learn to coordinate and become more
effective in solving the task without communication.

The Minimap Task

Gridworld tasks are often used in the study of Al as they
provide a simple environment for agents to perform multi-
ple tasks in a wide range of applications like navigation or
search and rescue tasks. The simplicity of these tasks also
makes them suitable for studies on various aspects of hu-
man behaviour and decision making (Nguyen and Gonzalez
2020bla; [Rabinowitz et al.[2018). While the simplicity of
these tasks makes experiments easier to conduct and makes
data collection easier, it is also important to understand if the
behaviour we observe here scales up to more complex richer
domains. Thus, building on past work that has created IBL
models on gridworld tasks (Nguyen and Gonzalez|2020bla;
McDonald, Nguyen, and Gonzalez||2021), our focus here is
on scaling up this work, using a more complex richer envi-
ronment, that we call the Minimap (Nguyen and Gonzalez
2021).

The Minimap is a 50 x 100 grid which represents one
floor of a building with multiple rooms which have caught
fire. Potential victims are spread across the building and their
injuries have different degrees of severity with some need-
ing more urgent care than others. The goal of a participant
is to rescue as many victims as possible in a stipulated time
frame. Each cell on the Minimap can contain a wall, a victim
or can be empty. During one run of the game, participants
start from a predefined position and move around the empty
slots on the grid in an attempt to find victims. The partic-
ipants at any time have four possible actions - moving up,
down, left, or right to the corresponding neighbouring cell.

Figure [I] presents the representations of the three search
and rescue scenarios in the Minimap used in this study. Each
scenario has two kinds of victims - the more severely injured
yellow victims and the less severely injured green victims.
All three scenarios have 24 green and 10 yellow victims.
A participant walks around the empty cells (light grey) to
search for these victims, but cannot walk through the walls
which are represented by the dark grey cells in figure[T] The
scenarios differ in the placement of victims and the number
of obstacles on the map. These obstacles (encircled in red
in figure [T) are walls which are placed in the middle of a
path. These obstacles restrict a participant from taking the
path they block, thereby forcing participants to search for
longer paths to get around the obstacle. Thus, when there
are more obstacles, the structural complexity of the task in-
creases. Since each scenario has a different number of ob-
stacles, they have been assigned 3 levels of complexity - low
(2 obstacles), medium (4 obstacles) and high (6 obstacles).

IBL Models

IBL models are theoretically grounded cognitive models
used to model human decisions from experience based on
IBL theory (Gonzalez and Dutt|2011}2012; Dutt and Gon-
zalez|2012} 2015; |Dutt, Ahn, and Gonzalez|[2011)).

A key component of an IBL agent is its memory, where
an agent stores its experiences. An agent gains experience
in two ways: 1) Experiences can be pre-populated i.e., these
are experiences the agent had before the task started. These
are used to simulate prior knowledge that an agent has about
the task. 2) Experiences can be experienced in real time i.e.,
the agent experiences new situations which add to its bank
of knowledge while performing a particular task.

An experience in the memory is represented as an in-
stance. An instance has three main parts, the situation, de-
cision and utility. The situation is typically a set of attributes
used to represent the current state of the environment. The
attributes used to define the situation are typically observ-
able features of the environment. The decision is the action
the agent took when it was faced with the situation and the
utility is the reward it received for taking that decision.

When an agent performing a task needs to decide, it looks
for instances in its memory which are similar to the cur-
rent situation and computes an activation function on each of
them. The activation function represents how readily avail-
able an instance is in the memory (Anderson and Lebiere
2014). While, each attribute can have a different importance,
our work here is based on the idea that every attribute that
represents the situation is equally important. Thus, the fol-
lowing simplified version of the activation A; is used for an
instance i:
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where d is the decay and o is the noise parameter. ¢’ cor-
responds to every time step where the situation matched the
current situation the agent is faced with and ¢ is the current
time step (this is used to capture the idea that it is harder
to retrieve instances as they get older). The second part of
the equation represents the noise and +; is a random number
sampled from a uniform distribution U (0, 1).

Based on this activation function, the agent computes the
expected utility for every possible action in the current situ-
ation. To do this, the agent uses a mechanism called Blend-
ing which combines the utility associated with all instances
corresponding to situation s and action a. For this, it first
calculates the retrieval probability of an instance as:

eAi/T
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where [ is the set of all instances with situation s where
action a was taken. 7 is the temperature defined as V2. If
the utility associated with the action a for instance ¢ is u;,
then the blended value is computed as:
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Figure 1: The three levels of the Minimap task. The light grey cells represent empty cells a participant can walk over. The dark
grey cells are walls and the victims are represented by green and yellow cells. The obstacles have been encircled in red.
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The final action taken by the agent is the one with the
highest blended value in the given situation.

IBL Agent For The Minimap Task

An IBL agent A makes decisions based on past experiences
which are stored in memory in the form of triplets of the sit-
uation (s), the decision (d) and the utility (u). While our
work builds upon the work of Nguyen and Gonzalez on the
gridworld task (Nguyen and Gonzalez][2020alb), the repre-
sentation of an instance in memory was updated in order to
deal with the additional complexities of the Minimap task.

The situation s represents the state of the agent in the en-
vironment and has two parts - 1) the location of the agent in
the grid (the x-y coordinates) and 2) a bit vector to represent
the victims rescued by A; in the current episode. Each bit
represents a victim and is set to 1 if the victim has been res-
cued in the current episode and 0 if it has not been rescued.
The length of the bit vector is equal to the number of goals
discovered by Ay across episodes i.e., a bit is added every
time a victim is discovered by Aj. Thus, at the start of every
episode, all the bits are set to 0 and are set to 1 as and when
the corresponding victim is rescued by Aj.

In every situation, the agent needs to choose an action. For
the Minimap task the agent has four possible actions - mov-
ing up, down, left or right. To make a decision in situation
s at time ¢, the agent .A;, computes the blended value of ev-
ery possible action (equation [3) and picks the action with the
highest utility. Thus, for every agent Ay, in every episode,
we can define a trajectory T; = {(s¢, dy) }1.

Each step in 7; is a part of Aj’s experience on the task.
However, to be stored as an instance it needs an associated
utility. Since rewards are available only upon rescuing a vic-
tim steps in 7; are stored with a default utility temporarily.
Once a victim is rescued by Ay, the utility of all the in-
stances corresponding to the steps in 7; which led to the vic-
tim are updated with the reward associated with rescuing the
victim.

IBL models for Group Behaviour

IBL has also been used to model the behaviour of groups
of humans (Lejarraga, Lejarraga, and Gonzalez[2014; [Gon-|
|zalez et al.|2015; McDonald, Nguyen, and Gonzalez|[2021).
These studies have been performed on both static and dy-
namic environments but are performed often in simple
choice tasks. This work expands on the past studies of IBL
models for groups by testing the impact of group size and
task complexity in the Minimap, a task with a large state
space.

A group is modelled as multiple IBL Agents performing
the task simultaneously without communicating with each
other. While the environment is static for a single agent, per-
forming the task with multiple agents makes the environ-
ment dynamic for each agent involved. For example, a vic-
tim V; found by agent A in one episode can be rescued by
agent A/ in a subsequent episode before agent A4y reaches
V;. Thus, for agent A;, the environment is dynamic making
the task harder for agents in a group.

Experiment

We manipulated two factors to understand their impact on
the performance of groups - the size of the group and the
complexity of the task. The size of the the group involved 1
individual, 3, and 6; the task has three levels of complexity -
low, medium, and high.

In total, we ran nine simulations, one for each group size
(1, 3 or 6) on every level of task complexity (low, medium,
and high). Each simulation was run for 50 identical agents
(trials) and all results presented here have been averaged
over these 50 trials.

Each group of agents ran for 50 episodes. Each episode
was set up in the same way and had at most 2500 steps for
each agent. An episode ended if the group rescued every vic-
tim or the limit of 2500 steps was reached. A victim could be
rescued at most once in each episode. Once a victim was res-
cued, it “dissapeared” from the map until the start of the next
episode. Rescuing a green victim gave the agent 0.25 points
(Tgreen) While rescuing a yellow victim gave the agent 0.75
points (7'yei10w) since the yellow victims have more serious
injuries. If an agent tried to walk over a wall, it would stay
in the same cell and receive a penalty of —0.05 points. If
two agents tried to move to the same cell, one of them was
chosen uniformly randomly and allowed to move while the



other received a penalty of —0.01 points. The simulations
were run on a machine with a 3.4GHz Intel(R) Core(TM)
17-4770 processor.

For every group, we measured the following parameters
to analyse their behaviour:

* Performance: The performance (P) of an agent Ay is
measured by the total reward collected for rescuing vic-
tims across N episodes i.e., if 7, is the reward collected
by Ay, in the n** episode, then P is defined as:

N
> T
P= n=1 )
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M=

n=1

The performance of a group is measured as the sum of the
performances of every individual in the group.

* Coverage: The coverage is used to measure the ability of
a group to explore the map in an episode. If Lj, is the set
of locations on the map visited by agent A;, and L,,qp
is the set of all locations that an agent can visit, then the
coverage of a group of size M is defined as:

M
| U Ll
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* Overlap: The overlap measures in every episode the
amount of common area explored by an agent Ay, and the
other agents in its group. It is defined as

LN (U L)
K2k

OVerlap = T
k

(6)

* Discovery Time: This metric helps us understand how
easy it is for a group to find victims. If V is the set of
all victims rescued across all episodes, then the discov-
ery time for a victim v € V is the first episode where
the victim was rescued by any agent in the group. For a
group of agents, the discovery time measured is the av-
erage discovery time of each of the rescued victims and
ranges between 1 and 50.

Results

To understand the impact of group size and task complexity
on the behaviour of groups, we start by looking at the per-
formance of individual agents in relation to the performance
of human participants in a data set in which individuals aim
to do the Minimap task in an interactive experimental tool.

We compare the performance of independent IBL agents
to human participants performing the Minimap task alone.
This helps us establish whether the trends noted in the per-
formance of individual IBL agents on the Minimap task are
similar to those of human participants. This would support
the expectation that predictions made in groups of IBL mod-
els may be observed in groups of humans as well.
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Figure 2: Performance of humans and agents on the Min-
imap task
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Figure 3: Performance and coverage of human participants
and a single IBL agent across episodes on the Minimap task

Humans and Individual IBL Agents

An experiment with an interactive version of the Minimap
was conducted with human participants by Nguyen and
Gonzalez and the data set has been made available publiclyﬂ

The data was collected from 297 participants performing
the Minimap task under six different conditions. Out of these
six conditions, three matched the situation of the Minimap
task for the IBL agents in each of the three levels of com-
plexity as described earlier. This resulted in a dataset of 149
participants distributed roughly equally between the three
levels of structural complexity. Although not exactly equiv-
alent to the task done by the IBL agents, human participants
can be roughly compared to individual IBL agents as shown
in Figure[2]

Figure [2a] shows the average performance of the human
participants and Figure [2b] shows the performance of IBL
agents performing the task independently. For each level of

! https://ost.io/Sgmsc/?view _only=b7b13bcaeldad48e8c3a5d58ad976e34
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Figure 4: Relation between performance and task complex-
ity for groups of size 3 and 6

complexity, 50 IBL agents were used to estimate perfor-
mance. It is important to observe that the IBL agents were
not fit to human data. The results presented here are pure
predictions, based on the IBL theory. The IBL agents reflect
how different complexity levels impact the performance of
individual agents.

Figure[2]shows that humans as well as IBL agents perform
worse on the medium structural complexity task compared
to the other two levels of complexity. This contradicts the in-
tuitive expected linear relation between complexity level and
performance, suggesting that the design of task complexity
that relies only on structural characteristics (i.e., the number
of obstacles), does not necessarily result in a more complex
task in terms of performance and decisions that humans or
agents make.

To understand these trends better, we look at how human
participants and IBL agents perform across episodes (figures
[3aland [3b) and the coverage of human participants and IBL
agents (figures[3cJand[3d). It is clear that human participants
outperform independent IBL agents. This is largely due to
the fact that human participants are able to explore a larger
portion of the grid. Additionally, we see that the complexity
of the task has negligible impact on the ability of human
participants to explore the map and similar trends can be
seen for independent IBL agents.

The data from human participants was available only for
individual participants and not for groups. The similarity
in trends for individual human participants and independent
IBL agents is encouraging. In the following sections, we fo-
cus on the performance of a group of IBL agents that do not
communicate with each other and on the behaviour of indi-
vidual agents within each group. The predictions of groups
of IBL agents can be used as predictions about the possible
behaviour of similarly structured groups of human partici-
pants.

Group Performance

Figure [] shows the average performance with structural
complexity for groups of 3 and 6 agents across three levels
of structural complexity. Again, we observe that groups per-
form worse on the medium structural complexity compared
to the other two levels of complexity, regardless of the group
size. There appear to be a small advantage in larger groups,
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Figure 6: The area covered by a group over time for groups
of size 3 and 6

where the performance is slightly better in the groups of 6
agents compared to groups of 3 agents. Additionally, the dif-
ference in performance between the medium and high com-
plexity tasks also appears to be larger for larger in groups
of larger size. To better understand these trends, we look at
how the performance and coverage of groups changes across
episodes.

Performance across episodes Figure [5] shows the varia-
tion in performance across episodes for groups of sizes 3
and 6, and for individual agents for all three levels of struc-
tural complexity. The x-axis represents the episode number
and the y-axis represents the reward the group collected in
the corresponding episode i.e., r,, from equation 4}

Figure[5a|shows the reward collected over time for groups
of three agents. Here again, the group is initially performing
worse on the medium structural complexity task. However,
as time passes, the agents learn to find victims, their perfor-
mance starts picking up and comes close to the performance
on the high structural complexity task. However, because
there are more agents the effect seen with one agent are more
pronounced i.e., the difference between performance on the
medium structural complexity task and the other complexity
levels is significantly higher. This effect is even more pro-
nounced for larger groups as seen in Figure [5b] This indi-
cates that it is not the number of obstacles that truly impact
performance but rather how hard it is to find victims.

In line with these ideas, we computed the average time
taken to find each victim in the different Minimap scenarios.
We noted that on average, a victim was rescued for the first
time around the 20*" episode by groups solving the medium
complexity task in contrast to the low and high complexity
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Figure 7: Performance of different agents in groups of size 3 and 6 for three levels of structural complexity.

task where victims were rescued for the first time around the
10*" episode. The average discovery time for victims stayed
the same regardless of the size of the group. This indepen-
dence of discovery time from group size coupled with the
fact that the dip in performance on the medium complexity
task was noted in human participants and independent IBL
agents makes it likely that groups of humans will take longer
to find victims on the medium complexity Minimap task
compared to the low and high complexity task. This again,
suggests that the structural complexity alone does not deter-
mine how complex the task can be for a group of agents.

Coverage On the Minimap task, the more ground a group
can cover, the more likely the members of the group are to
find victims. Intuitively, a larger group should be able to
cover more ground, thereby allowing the group to rescue
more victims.

Figure[6]shows the average group change in coverage over
time for groups of size 3 and 6. The x-axis represents the
episode number and the y-axis represents the coverage of an
episode as defined in equation[5} As time passes, the groups
are able to cover more ground in each episode. Additionally,
larger groups cover more ground than smaller ones, which
indicates that larger groups will perform better.

Individual Performance within Groups

While it is clear that larger groups perform better because
they are able to cover more ground, it is also important to un-
derstand how individual agents in the group perform. Does
the performance of a group increase because each agent per-
forms better? Or does the performance of each agent stay the
same and it is just more agents that allow groups to perform
better? We answer these questions in this section.

Figure[7]shows individual agent performance in groups of
3 and 6 compared to when individual agents perform the task
alone. For each plot, the x-axis represents the episode num-
ber and the y-axis represents the reward per episode i.e., 1,
as used in equation [d Each curve represents a single agent
and the group size is indicated by the color.

The major observation is that individuals within a group
perform worse than individuals that work in the task alone,
regardless of the complexity of the task. Furthermore, the
larger the group is, the worse the individual performance

within a group is. To explain this effect, we look at how in-
dividuals within a group cover the task space (i.e., coverage)
and how much they overlap with each other while doing the
task.

Coverage While figure[6|revealed that larger groups cover
more ground, figure [§] shows the coverage of each agent in
a group and the coverage of independent IBL agents. While
it is clear that each agent in a group covers less ground than
an agent working alone, the difference in coverage is minor.
This makes it clear that working in a group does not signifi-
cantly hamper individual agents’ ability to explore the map.
However, this advantage is only effective if the agents are
able to split up parts of the map effectively.

If individual agents are unable to split up effectively,
larger groups may not be effective since some agents in these
larger groups will just be repeating the work done by other
agents. Splitting up may be easier for groups where agents
can communicate (since they can plan out strategies to pick
different areas) compared to groups like the ones studied
here. Thus, we look at how effectively agents in groups are
able to split up by looking at the overlap in coverage by
agents in groups.

Overlap Figure 0] shows the overlap in every episode for
every agent in a group of size 3 or 6 for all three levels of
structural complexity. The x-axis indicates the episode num-
ber and the y-axis indicates the overlap measured in the cor-
responding episode as defined in equation|[6}

While the overlap is understandably higher for agents in
larger groups, it reduces over time regardless of task com-
plexity. This indicates that the agents learn to find specific
areas of the map and focus on them without getting in the
way of their teammates - even without explicitly communi-
cating with each other. The overlap for every agent decreases
over time, but never goes down to 0 indicating that there is
always some overlap between all members of a group. These
trends explain how groups are able to cover a larger area over
time and why the performance of an individual in a group
stays below the performance of an agent acting alone.

Thus, each agent working in a group performs worse than
an agent working alone, but groups as a whole still perform
better than individuals and larger groups perform better than
smaller ones.
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Conclusion

Working in groups is crucial and is something humans do
often. To design Al that is able to work along with hu-
mans in groups, it is important to design models that em-
ulate the way humans work in groups. Towards this end,
we have worked on predicting the behaviour of humans
in groups where members cannot communicate with each
other. Particularly, we investigate how these groups of dif-
ferent sizes are impacted by task complexity. We created
individual agents based on a cognitive theory of decisions
from experience (Gonzalez, Lerch, and Lebiere|2003).

We saw that the trends for the performance of a single
IBL agent are similar to those seen for human participants
working on the task alone. We find that human participants
as well as individual agents perform worse in the task of
medium complexity than in the task of high complexity. This
same effect is also observed on the average group perfor-
mance regardless of the size of the group. This provides a
lesson regarding how to design tasks of various complexi-
ties: defining complexity of a task based only on structural
factors may not be enough to determine how complex a task
will be in practice. We note that the reason the medium com-
plexity map is harder, even though it has less obstacles than
the high complexity map, is because it is harder to reach vic-
tims in this map.

In addition, we found that larger groups perform bet-

ter, but the individual agents within a group perform worse
than an agent attempting the same task alone. Moreover,
the larger the group is, the worse individual agents within
a group will perform. This effect does not seem to be due
to the area that individual agents within a group cover com-
pared to individual agents working alone. Rather, it seems
that this is due to the overlap among agents. The overlap
is greater in larger groups, but all agents within each group
learn to improve their performance across episodes by re-
ducing the amount of overlap between them - even without
explicitly communicating.

Overall, we expect that these results will also hold for
groups of human participants that do not communicate with
each other and are important to consider while designing
new Al for human-machine teams.
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