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State and Trait Negative Affect as Predictors of Objective and Subjective
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State and trait negative affect (NA) were measured in healthy people immediately before an illness
was induced through exposure 1o a respiratory virus. State NA, disease-specific health complaints
(e.g., runny nose, congestion, and sneezing), and an associated objective marker of disease severity
(mucus secretion weights) were assessed daily during the illness. Baseline trait and state NA were
both associated with increased numbers of subsequent complaints. Although greater numbers of
complaints among people high in state NA were explicable in terms of greater disease severity, the
association of trait NA and symptoms was independent of objective disease. The trait NA complaint
association was also independent of state NA and hence not attributable to trait-elicited state affect.
Greater trait NA was associated with biases in complaining during but not before illness. This sug-
gested failure to discriminate between symptoms rather than increased sensitivity or hypochondria-

cal response.

Negative affect (NA) refers to undifferentiated subjective dis-
tress. It subsumes a broad range of aversive mood states (e.g.,
anxiety, hostility, and depression) that form a general distress
factor (Watson, 1988). It can be measured either as a transient
fluctuation in maood (state) or as a stable individual difference
in affective level (trait). There is considerable interest in the role
that NA plays in the onset and progression of physical iliness
(e.g., Costa & McCrae, 1985a; Watson & Pennebaker, 1989).
The most common hypothesis is that NA is bad for one. Al-
though myriad studies have been cited as providing support for
this hypothesis (e.g., see review by Watson & Pennebaker, 1989),
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the literature is plagued by conceptual and methodological in-
consistencies that make it difficult to provide a broad theoreti-
cal basis for understanding the nature of such a relation. Major
problems include (a) a failure to clearly define health outcomes
in terms of whether they represent biases in cognitive processes
or underlying changes in disease progression, (b) a failure to
separate the independent contributions of transient fluctuations
in negative mood (state NA) and stable individual differences in
negative affective level (trait NA), and (c) a failure to clarify
whether NA-induced cognitive biases involve (over)-sensitivity
to symptoms or (mis)interpretation of benign sensations as
symptoms. This article addresses these and related issues by
presenting data from a prospective study of symptom reporting
among people experimentally infected with rhinovirus or in-
fluenza virus. State and trait NA were measured before respira-
tory illness was induced through viral exposure. After viral
exposure, we assessed both disease-specific illness complaints
and an associated objective indicator of disease severity.

Is NA Associated With Complaining or With Poorer
Health?

Both state and trait NA have been associated with elevated
levels of somatic complaints (see reviews by Friedman & Booth-
Kewley, 1987; Watson & Pennebaker, 1989). However, there is
only scattered evidence that either state or trait NA predicts
measures closely tied to verified pathology such as mortality
rates and objective evidence of disease and dysfunction (see re-
views by Costa & McCrae, 1985a; Watson & Pennebaker, 1989).
Because there have been few well-designed studies addressing
the relation of emotions and objective measures of physical ill-
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ness, the status of this relation is still open to question (Cohen &
Williamson, 1991). Of course, more health complaints among
people high in NA could be attributable to biases in encoding
or reporting symptoms, actual (biologically based) health prob-
lems, or both (Cohen & Williamson, 1991; Costa & McCrae,
1985a; Watson & Pennebaker, 1989). This ambiguity often
leads to the same data being discussed in one context as support
for NA influences on disease and in another context as support
for NA influences on psychological processes involved in en-
coding and reporting symptoms and diseases. Given this confu-
sion, it is unfortunate that only a few published studies have
simultaneously addressed the relations among NA, symptom
reporting, and associated objective measures of pathology (see
Costa & McCrae’s, 1985a, summary of work on heart disease).

Is It the State or the Trait That Is Associated With
Health?

Earlier we referred to state NA as transient fluctuations in
negative mood and trait NA as a stable individual difference in
negative affective level. This is a standard distinction between
state and trait, but somewhat more refined distinctions are help-
ful in this context. By trait NA, we mean a stable underlying
disposition that characterizes affective response for months,
years, or even a lifetime. It represents common variance in state
NA that occurs across time but is also associated with a cluster
of nonaffective trait characteristics including self-conscious-
ness, inability to inhibit cravings, and vulnerability to stress
(Costa & McCrae, 1985a). Trait NA is also referred to as neu-
roticism and is closely associated with concepts such as trait
anxiety, poor morale, and low self-esteem. By state NA, we
mean the affective response that occurs at any arbitrarily de-
fined point in time. The notion of response suggests that state is
best measured as the difference between the average response
across time (trait) and the current response (e.g., Watson, 1988).
However, most correlational studies of state NA and symptoms
do not correct for trait and hence probably reflect both trait and
state.

As discussed earlier, there are data implicating both trait and
state NA in health. Are these relations independent of one an-
other? Are they attributable to the same mechanism or to
different mechanisms? First consider the possible independent
role of state NA. Strong evidence for the independent effect of
state NA on health complaints has been provided by the exper-
imental literature. In two different laboratories, the manipula-
tion of negative mood increased the number and severity of self-
reported symptoms of illness (Croyle & Uretsky, 1987; Salovey
& Birnbaum, 1989). In these studies, random assignment elim-
inated the usual natural correlation between trait and state NA
and hence the possibility that trait NA might be spuriously driv-
ing the relation. How could state NA influence illness com-
plaints? An effect of state NA on symptom reporting might oc-
cur because negative moods result in negative biases in the eval-
uation and categorization of stimuli (e.g., facilitating the
labeling of physical sensations as representing negative conse-
quences [symptoms] and defining symptom constellations as
disease states; Cohen & Williamson, 1991; Pennebaker, 1982).
Negative moods also facilitate access to memories of negative

experiences such as illness (e.g., Bower, 1981; Clark & Isen,
1982; Salovey & Birnbaum, 1989). Evidence regarding associa-
tions between state NA and objective indicators of disease sim-
ilarly suggests a relation independent of trait NA. Although trait
NA has not been consistently found to predict objective indica-
tors of disease (Watson & Pennebaker, 1989), recent evidence
suggests that state NA is associated with both immune function
(see review by Herbert & Cohen, 1993) and increased risk of
developing biologically verified upper respiratory illnesses (Co-
hen, Tyrrell, & Smith, 1993). These relations are attributed to
mood-related alterations in endocrine and, consequently, im-
mune response.

As noted earlier, trait NA has been repeatedly associated with
increased illness complaints. What is not clear is whether people
high in trait NA report more complaints because they are expe-
riencing a negative mood state at the point of symptom report-
ing or because of a more general influence of the NA personal-
ity. There are a number of other characteristics of people high in
trait NA that can explain increased complaining. For example,
Gray (1982) proposed that people high in trait NA (he used the
term (rait anxious) are hypersensitive, constantly scanning in-
coming stimuli as possible sources of impending trouble. This
could result in greater attention to bodily sensations and aches
and pains or even to the interpretation of normal stimuli as
pathological (Watson, 1988). Relatedly, those high in trait NA
are more introspective and ruminative (Watson & Clark, 1984).
An association of this kind of internal orientation and reports
of physical symptoms presumably occurs because introspective
people are more likely to attend to their bodies and to interpret
sensations as negative (Pennebaker, 1980, 1982; Pennebaker &
Lightner, 1988). Although the mechanisms are not well estab-
lished, characteristics of NA personality might also influence
the pathogenesis of disease and, consequently, illness com-
plaints. Examples of possible mechanisms include tendencies
to engage in high-risk behaviors, to be differentially reactive to
stressors, and to have resting levels of hormones or immune
function that make one differentially susceptible to immune-
mediated disease. Interestingly, there have been few studies at-
tempting to determine whether relations between trait NA and
somatic complaints are attributable to current mood or to other
trait characteristics. An exception is the work of Watson (1988),
who found more health complaints independently associated
with greater state and trait NA.

Is NA Associated With Reporting of Real or Imagined
Symptoms?

It is thought that trait NA 1s associated with a bias to report
more symptoms (Watson & Pennebaker, 1989). As discussed
earlier, this association is presumed to occur because people
high in trait NA are more attentive to their bodies and are more
likely to notice bodily sensations and to (mis)interpret these
sensations as indicators of illness (Ward & Leventhal, 1993).
However, this hypothesis is quite general in nature and does not
distinguish between (a) mistaking normal sensations as symp-
toms and (b) increased sensitivity to true symptoms of underly-
ing illness (Cohen & Williamson, 1991; Pennebaker, 1982; Wat-
son & Pennebaker, 1989). Many of the existing studies relating
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NA to health complaints have been conducted with healthy
samples and have used “psychosomatic” symptom measures
that assess the presence of relatively vague, nonspecific symp-
toms such as stomachaches, muscle aches, backaches, faintness,
dizziness, and cold spells. It is plausible that NA results in rein-
terpretation of benign sensations into these kinds of nonspecific
symptoms, especially when the symptoms are primed by a
symptom inventory. However, of greater interest is whether sim-
ilar “hypochondriacal” responses occur in the course of a spe-
cific disease. That is, do people high in NA who have a specific
illness report symptoms (appropriate to the disease) that are not
consistent with objective measures of disease progression and
severity?

Do Associations Between NA and Illness Complaints
Merely Reflect a Methodological Flaw?

Much of the existing literature on the relation between NA
and somatic complaints is subject to a spurious explanation fo-
cusing on a bias that comes into play because of the method
used to assess somatic complaints. Specifically, virtually all
studies in this literature have asked for retrospective reports of
iliness (Larsen, 1992). As discussed earlier, negative emotional
states are known to facilitate access to memories about negative
experiences such as illness (Bower, 1981; Clark & Isen, 1982).
Thus, elevated reports of illness may occur because people high
in NA are primed to recall these states. Such an association
presumably would not occur if health complaint data were col-
lected concurrently. Consider, for example, a study assessing
current symptoms and illnesses rather than those occurring
over the last month. In fact, Larsen (1992) pursued this issue in
a recent study. When he collected both concurrent and retro-
spective reports of health complaints, the relation of trait NA
and illness reporting was primarily found for retrospective re-
ports (recall bias) rather than concurrent reports (encoding of
illness). In the study reported in this article, all somatic com-
plaint data were collected concurrently (daily) and hence were
not subject to recall bias.

We present a prospective study in which state and trait NA
were measured in healthy people who we then infected with a
dose of respiratory virus sufficient to cause illness. We assessed
a cluster of health complaints and an associated biological
marker of disease. This paradigm allowed us to address a num-
ber of conceptual and methodological questions raised by the
existing literature, including the following: (a) Are state and
trait NA associated with objective measures of disease expres-
sion or only with the experience and reporting of symptoms? (b)
Are the commonly reported associations of trait NA and health
attributable to the affective state associated with the trait or to
other characteristics associated with trait NA? (c) Is NA associ-
ated with increased sensitivity to true symptoms of illness or
with reports of symptoms with no pathophysiological basis? and
(d) Are there associations between NA and health complaints
when the biases associated with retrospective reports of health
problems are minimized?

Method

Procedure

Volunteers were recruited from the community. Each was screened
through a medical exam; only healthy (nonpregnant) adults who had
tested negative for the human immunodeficiency virus and who were
not on a medication regimen were eligible to participate. The mean age
was 25.8 years (SD = 8.0, range = 18 to 53). Fifty-one percent were
female. Volunteers who met selection criteria completed a series of
questionnaires that assessed state and trait negative affectivity, had
blood drawn for specific antibody assessments, and reported baseline
upper respiratory symptoms. Subsequently, the participants were given
nasal drops containing an infectious dose of one of two respiratory vi-
ruses. Fifty-three participants received rhinovirus 39, and 33 received
the Kawasaki A influenza virus. Both of these viruses result in acute
respiratory disease with upper respiratory symptoms. A saline (no vi-
rus) control group was not included in this study because earlier work
indicated that those receiving saline do not report increases (over base-
line) in disease-specific symptoms (e.g., Cohen, Tyrrell, & Smith, 1991).
After viral exposure, participants were quarantined in a hotel and mon-
itored daily for signs and symptoms of upper respiratory infection and
objective indicators of pathophysiology. Measures collected daily during
the trial included samples of nasal secretions for detection of infection,
facial tissues for assessing mucus secretion weights, and daily self-re-
ports of NA states and upper respiratory symptoms. Approximately 4
weeks after participants were exposed to the virus, a second blood sam-
ple was collected from each participant and analyzed for a second
marker of infection: a fourfold increase over baseline in virus-specific
serum antibody levels, This study addressed symptom reporting among
those participants who developed biologically verifiable clinical upper
respiratory illness.

Measures of State and Trait Affect

We chose to compare state and trait NA by having people rate the
same adjectives under two different sets of instructions. This procedure
allowed us to assess the same construct for both state and trait. The
adjectives included subscales assessing anxiety (nervous, on edge, and
tense), anger (hostile, angry, and resentful), depression (depressed, sad,
and unhappy), and fatigue (fatigued, worn out, and tired). The subscales
were derived from factor analyses of adjectives in the Profile of Mood
States (POMS; Usala & Hertzog, 1989); each scale included three highly
loading adjectives. The 12 adjectives were presented in random order to
each participant twice just before exposure to the virus. In the trait
version of the scale, participants were asked to rate how accurately each
adjective described them as they are generally. Response alternatives
ranged from not at all accurate (0) to extremely accurate(4). In the state
version, they were asked to describe how often they had experienced
each of the emotions in the previous 24 hr. Response alternatives ranged
from not at all (0) to a lot (3). The trait version was administered in the
morning of the day of viral exposure and the state version in the late
afternoon immediately before the viral inoculation.

A factor analysis with varimax rotation of the four trait scales was
conducted. Fatigue (.67), anxiety (.82), hostility (.84), and depression
(.81)loaded on a single factor. As a result, we created a negative (anxiety,
fatigue, depression, and hostility) trait affect scale by averaging the ap-
propriate standardized scale scores. Thus, the mean of the combined
scale was 0. This procedure equally weighed each of the factors contrib-
uting to overall NA in the calculation of the overall scale score. Factor
analysis of the baseline state scale also resulted in fatigue {.62), anxiety
(.75), hostility (.60, and depression (.78) loading on a single factor. We
created the state NA scale using the same procedure used for the trait
scale. Internal consistencies (alphas) were .75 for trait and .80 for state.
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To assess the temporal stability of state NA and the importance of
state NA at different stages of the disease, we also administered the state
NA measure on each of the 7 days after exposure. These scales were
similarly standardized within day. The distribution of trait NA scores
was approximately normal, but state NA scores (both at baseline and
during the trial) were subjected to square root transformations to pro-
vide approximately normal distributions. The transformed data were
used in all of the analyses of state NA reported in this article.

The state NA measure was derived from standard scales of the POMS,
which was designed for state measurement and for which adequate psy-
chometric data are available (see review in Stone, in press). To provide
evidence regarding the psychometrics of the trait measure, we collected
data from three different samples. In the first, 45 participants completed
the Eysenck neuroticism scale (Eysenck & Eysenck, 1964) as well as the
state and trait NA scales described earlier. Trait NA was correlated .68
(p < .001) with neuroticism, and baseline state NA was correlated .29
(p < .06). In the second, 25 participants in the influenza trial reported
here also completed the NEO Personality Inventory (NEO-PI; Costa &
McCrae, 1985b) during the course of the trial. The neuroticism scale of
the NEO-PI was correlated .54 (p < .01) with the trait NA measure but
only .29 (p < .16) with the baseline state NA measure. The Eysenck
scale’s correlation with trait and state NA was reliably different, 1(42) =
3.32, p < .01. However, the difference between the NEO-PI's correlation
with state and trait did not reach statistical significance in this small
sample, #(22) = 1.34, p < .20. Interestingly, correlations with neuroti-
cism subscales of the NEO-PI suggested that the trait NA measure was
tapping both affective (correlations of .53, .44, and .39 with anxiety [p
< .01, hostility [p < .05], and depression [p < .05], respectively) and,
to a lesser extent, nonaffective (correlations of .46, .36, and .29 with
vulnerability [ p < .02], impulsiveness [ p < .08], and self-consciousness
[p = .16], respectively) components of neuroticism. In the third sample,
we administered the trait scale to 98 people twice to assess test-retest
reliability. The trait NA scale was included in a large packet of scales
administered twice between 2 and 10 days apart (Mdn = 7 days). The
correlation between the two administrations was .86 (p < .001).

Infections, Clinical Illness, and Severity of Clinical
Iliness

Infection. Infectious diseases result from the growth and action of
microorganisms or parasites in the body (see Cohen & Williamson,
1991). Infection is the multiplication of an invading microorganism.
Clinical disease occurs when infection is followed by the development
of symptomatology characteristic of the disease.

Biological verification of infection can be accomplished by establish-
ing that an infectious agent is present or replicating in tissue, fluid, or
both. We used two common procedures for detecting replication of a
specific virus. In the viral isolation procedure, nasal secretions were
cultured (put in a medium that stimulated virus replication). Ifthe virus
is present in nasal secretions, it will grow in the medium and can be
detected. Alternatively, one can indirectly assess the presence of a repli-
cating virus by looking at changes in serum antibody levels to that virus.
Antibodies are protein molecules that attach themselves to invading
microorganisms and mark them for destruction or prevent them from
infecting cells. An invading microorganism (i.e., infection) triggers the
immune system to produce antibody. Because each antibody recognizes
only a single type of microorganism, the production of antibody to a
specific infectious agent is evidence for the presence and activity of that
agent.

Nasal washes were performed before viral exposure and daily after
exposure to provide samples of nasal secretions for viral detection. Be-
cause of different temporal courses of viral shedding (replication) of the
two viruses, washes were performed for 6 days after exposure for those

receiving rhinovirus and for 9 days for those receiving influenza. Both
sides of the nasal cavity were washed with a saline solution that was then
collected for analysis. Standard methods were used to test nasal wash
specimens for virus isolation; four cell culture tubes of human embry-
onic lung cells (WI 38) were used for rhinovirus (Gwaltney, Colonno,
Hamparian, & Turner, 1989), and triplicate monolayers of Modin
Darby canine kidney cells were used for influenza (Tobita, Sugiura, Eno-
moto, & Furuyama, 1975). Also, standard methods were used to test
antibody titers to rhinovirus (homotypic neutralizing antibodies) and
influenza (hemagglutination-inhibition antibodies) in preexposure and
serum collected 28 days after viral exposure (Dowdle, Kendal, & Noble,
1979, Gwaltney et al., 1989). A participant was deemed infected if the
virus was isolated in nasal secretions on any day afier viral exposure or
if there was a fourfold increase over baseline levels in the virus-specific
serum antibody titer.

Symptom scores. On the day of (but before) the viral exposure
(baseline) and on Days 1-7 after exposure, participants rated the pres-
ence and severity of eight upper respiratory symptoms during the pre-
vious 24 hr (Farr et al., 1990). These ratings were made between 4 p.m.
and 6 p.m. The eight symptoms were congestion, rhinorrhea (runny
nose), sneezing, cough, sore throat, malaise, headache, and chills. Rat-
ings ranged from none (0) to severe (3) for each symptom.

Two different symptom measures were calculated from daily re-
sponses to these eight symptoms: the number of symptoms reported
and the average severity of reported symptoms. We separated these two
components of symptom reporting to distinguish between judgments
of symptom severity and frequency (Ward & Leventhal, 1993). Daily
number of symptom scores reflected the number of symptoms reported
(rated as 1 or greater) each day. The possible range of scores on any day
was () to 8. The total postexposure measure summed the number of
symptoms reported across the 7 postexposure days. When we entered
the number of times (days) each of the eight symptoms was reported in a
principal-components factor analysis, all eight scores loaded on a single
factor (loadings greater than .5). The internal consistency (alpha) for the
scale was .75. Daily average severity scores reflected the average severity
rating for symptoms reported by the participant on a single day (ratings
of 1 to 3). The total postexposure measure took the average severity of
symptoms reported across the 7 postexposure days. The average severity
measure was intended to assess participant evaluation of the severity of
experienced symptoms independent of the number of symptoms expe-
rienced. Unfortunately, we found little variation in average severity
across participants (M = 1.2, SD = 0.20) and no association between
either state or trait NA and severity. As a consequence, we report only
data on number of symptoms. Participants were also asked each day
whether they had a cold or flu.

Mucus weights. We also collected data on a clinical sign not subject
to self-presentation bias: mucus weights. Mucus weights were deter-
mined by collecting tissues used by participants in sealed plastic bags
for each day of the study. The bags were weighed and the weight of the
tissues and bags subtracted. Preexposure mucus weight was assessed
only among participants receiving the influenza virus and was based on
the day before exposure. The postexposure measure was assessed for all
participants and was based on the sum of mucus weights from Days 3
to 7 after exposure.

Criterion for Illness

Because we were concerned with symptom reporting among those
with clinical illness, we used viral doses that normally result in most
participants developing a clinical illness. However, evaluations of serum
antibody levels in blood samples drawn before viral exposure indicated
that some participants had antibodies to the virus with which they were
to be inoculated, an indication that they had been naturally exposed to
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the virus at some earlier time. Because these antibodies provide partial
protection from infection, we expected that some of those with antibod-
ies would not become ill. As a consequence, we used a criterion to ex-
clude data from participants who did not develop an illness. Clinical
upper respiratory illness was defined as the combination of verified in-
fection and symptomatology. Those with verified infection were diag-
nosed as having a clinical illness if, after viral exposure, they either re-
ported having a cold or flu or reported two or more upper respiratory
symptoms not reported at baseline. (This was a modification of the
Jackson criterion to accommodate symptoms from rhinovirus and in-
fluenza A viral infections [Farretal., 1990].) Seventy-two of the possible
86 participants developed clinical illnesses. Logistic regressions indi-
cated that neither baseline state NA nor baseline trait NA predicted the
development of clinical illness. (Although a relation between state NA
and illness was reported in an earlier study, the effect size was relatively
small, and the sample was more than five times the size of the current
sample [Cohen et al., 1993].) The mean age of these 72 participants was
26.1 years (SD = 8.1, range = 18 to 53); 2 were excluded from analysis
because they did not complete the NA questionnaires. Thus, the analy-
ses we report included 70 participants (45 receiving rhinovirus and 25
receiving influenza virus), 56% of whom were female. Analyses using a
less stringent criterion for illness, infection alone (75 participants), are
not reported here, but the results supported identical conclusions.

Control Variables

We collected data on a series of control variables that might provide
alternative explanations for the relations between NA and illness. These
variables included preexposure serostatus, age, gender, education,
whether the participant received rhinovirus or influenza virus, and
whether or not the participant received an experimental drug. Pre-
exposure serostatus refers to whether a participant had antibodies to the
virus before experimental exposure (i.e., was previously exposed to the
virus). Serostatus was defined as positive in the case of the rhinovirus
when a volunteer had a preexposure antibody titer greater than 2 and
positive in the case of the influenza virus when the preexposure anti-
body titer was greater than 8. Age was scored continuously. Education
levels were classified on an 8-point scale ranging from didn't finish high
school (1) to doctoral or other higher degree (8), as reported by the par-
ticipants. This research was piggybacked on studies of the development
of symptoms for people exposed to respiratory viruses. As part of the
original study, 16 of the 45 participants who received the rhinovirus
were randomly administered nontherapeutic doses of an experimental
drug. Whether or not they received a drug was also treated as a control
variable.

We conducted preliminary analyses (analyses of variance and corre-
lations) to determine whether any of the control variables were associ-
ated with both a predictor variable (state NA, trait NA, or both) and an
outcome variable (mucus weights or symptoms). Control variables with
both associations could provide spurious explanations for associations
between the NA measures and outcomes. To be conservative, we set a
significance level of p < .10 for selecting variables to be included as
controls in later analyses. Administration of the drug was associated
with trait NA (r = .27, p < .03), symptoms (r = —.25, p < .04), and
mucus weights (r = —.21, p < .08). This finding was quite unexpected
because drug was a randomly assigned condition. As a consequence, we
included a variable (dummy coded as received drug or not) to control
for possible spurious relations that could have been attributed to the
drug in the regression, repeated measures, and path models.

Results

This study was designed as a strong prospective test of a num-
ber of hypotheses discussed earlier. Consequently, we focus on

Table 1
Means and Standard Deviations for the
Major Variables in the Study

Variable M SD

Trait NA (possible range: 0-12) 3.43 1.65
State NA (possible range: 0-9)

Baseline (Day 0) 1.00 1.00

Day | 0.88 0.79

Day 2 0.98 0.99

Day 3 0.90 0.79

Day 4 0.73 0.82

Day 5 0.67 0.92

Day 6 0.62 0.99

Day 7 0.72 1.35
Mucus weight (g) before viral exposure" 0.52 0.80
Total mucus weight (g) after viral

exposure 12.53 16.18
Number of symptoms before viral

exposure 0.63 0.97
Total number of symptoms after viral

exposure 19.09 10.04

Note. NA = negative affect.
* Available for 25 participants.

trait and state NA as measured before viral exposure (baseline)
to address the questions we have raised. However, clarification
of the role of baseline state NA is then provided by analyses of
state NA as reported during the illness.

Table 1 presents the means and standard deviations for the
major variables in the study. Because the mean of standard
scores is 0, we present descriptive statistics for NA measures
based on the sums of the raw scores of the 12 adjectives.

Do State and Trait NA Predict Symptoms and Mucus
Weights?

Baseline symptoms and mucus weights. As expected, there
were virtually no upper respiratory symptoms reported before
exposure to the virus. The mode and median baseline number
of symptom scores were 0. Recall that we had preexposure mu-
cus weights only for participants receiving the influenza virus.
However, preexposure mucus weights are trivial and cannot ex-
plain postexposure differences (see Tyrrell, Cohen, & Schlarb,
1993). For the 25 participants for whom we had baseline mucus
weights, the mode was 0 g, and the correlation between baseline
and postexposure scores was .07 (p > .73).

Correlations between NA and outcomes. Table 2 reports the
zero-order correlations between variables included in the major
analyses. As expected, both state and trait NA, as assessed at
baseline, were related to increased numbers of symptoms re-
ported after viral exposure. Interestingly, although number of
symptoms was moderately correlated with mucus weights, only
state NA was associated with this biological marker of disease.
The difference between the correlation of state NA and mucus
weights (.26) and that of trait NA and mucus weights (—.02) was
reliable, 1(67) = 2.31, p < .05.

Regressions predicting total symptoms. In a second group
of analyses, we fit a series of multiple regression models that
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Table 2
Zero-Order Correlations Between Variables in Major Analyses
Variable 1 2 3 4 5 6

1. Baseline state NA —  46™ 10 .33** .26% .05
2. Trait NA — 07 27 -.02 o Nl
3. Symptoms before

viral exposure — 42w 22 .07
4. Symptoms after

viral exposure — et e B
5. Mucus weight

after viral

exposure — =21

6. Experimental drug e

Note. Correlations with experimental drug (0 = did not receive drug,
1 = received drug) are point-biserial coefficients. NA = negative affect.
*p<.05 **p<.0l.

allowed us to adjust for the possible spurious effects of drug
administration and to test whether the associations reported in
Table 2 were equivalent across viruses. As a means of providing
more conservative prospective analyses, these models also in-
cluded a control for baseline symptoms. In each model, we
forced baseline symptoms, drug administration (yes or no), and
virus (cold or influenza) into the equation before NA score(s)
and allowed the Virus X NA interaction(s) to enter last. The first
two regressions individually examined the associations of state
and trait NA with number of symptoms. The results of these
conservative analyses were identical to those of the correlations
reported earlier. Participants high in both state and trait NA
reported more symptoms than their low NA counterparts: trait,
8=.34, F(1,65)=11.12, p < .01 (10.8% of variance), and state,
B=.30,F(1,65)=8.59, p<.0I (8.6% of variance). The Virus X
NA interactions were not significant in either of the equations,
indicating that the associations we found were consistent across
the two virus groups.

Next we wanted to estimate the independent associations of
state and trait NA and number of symptoms. Thus, we fit a
single regression model in which baseline symptoms, drug ad-
ministration, and state and trait NA were all entered simulta-
neously. We also allowed the interaction of state and trait NA to
enter in a subsequent step. Although the overlap between these
variables resulted in attenuation of their associations with
symptom numbers, both maintained roughly equal and reason-
able associations: 4.5% of the variance was attributable to trait,
F(1,65)=4.78, p < .04, and 2.9% was attributable to state, F(1,
65) = 3.09, p < .09. There was no State X Trait NA interaction.

Regressions predicting mucus weights. Recall that state
(but not trait) NA was correlated with mucus weights (see Table
2). To provide a more conservative analysis of this association,
we fit two separate regression models in which either state or
trait NA was entered in the prediction of postexposure mucus
weights. In each model, we forced baseline symptoms, drug ad-
ministration (yes or no), and virus (cold or influenza) into the
equation before NA score(s) and entered the Virus X NA in-
teraction(s) last. As with the zero-order correlations, state, § =
.26, F(1, 65) = 5.19, p < .03 (6.6% of variance), but not trait

NA was associated with mucus weights. There were no Virus X
NA interactions.

Finally, in a model designed to assess the independent role of
state NA in predicting mucus weights, we simultaneously en-
tered baseline symptoms, drug administration, state NA, and
trait NA in a single step and then entered the State X Trait NA
interaction in a separate step. Again, only state NA predicted
mucus weights, 8 = .30, F(1, 65) = 5.40, p < .03 (6.9% of vari-
ance). These data indicate that state NA is directly associated
with the pathophysiological expression of illness and that it acts
independently of trait NA.

Do Mucus Weights Mediate the Relations Between NA
and Symptoms?

The data presented earlier indicate greater numbers of symp-
toms reported among people high in both state and trait NA but
do not explain whether these complaints were based on underly-
ing illness severity, represent biases in encoding or reporting
symptoms, or both. To address the issue of mediation, we tested
a path model containing both the direct and indirect (through
mucus weights) paths between trait and state NA and number
of symptoms using LISREL VII, a maximum likelihood esti-
mation method {Joreskog & Sorbom, 1988). (Sample size limi-
tations did not allow us to test the measurement model Bentler
& Chou, 1988].) We first tested a saturated or fully recursive
model that included all possible paths. This model is depicted
in Figure 1. By definition, this model completely accounted for
the associations among the variables, x*0) = 0. In the case of
trait NA, there was a direct path to symptoms but no indirect
path from trait NA to symptoms through mucus weights. In the
case of state NA, there was an indirect path linking state NA to
symptoms through mucus weights, but no direct path from
state NA to symptoms. To test the hypothesis that the effects of
state NA on symptoms were mediated by mucus weights, we
tested the original model again, deleting the direct path from
state NA to symptoms (Figure 2). The chi-square value associ-
ated with the trimmed model was not significant, x*(1) = 1,29),
indicating that a model that omits the direct path from state NA
to symptoms explains the relations among the variables as well
as the fully recursive model. The Tucker-Lewis (1973) fit index
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Figure 1. LISREL (path) fully recursive model testing direct and indi-
rect (through mucus weights) paths between state and trait negative
affect (NA) and total number of symptoms reported after viral
exposure, including controls for drug administration. *p < .05; ***p <
.001.
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Figure 2. Trimmed LISREL (path) model testing direct and indirect
(through mucus weights) paths between state and trait negative affect
(NA) and total number of symptoms reported after viral exposure, de-
leting the direct path from state NA to symptoms. *p < .05; **p < .01;
*exn < 001,

for the second model was .950. Finally, we also tested the indi-
rect effect of state NA on symptoms through mucus weights (8
=.102, p < .06).

Trait NA and Symptom Course

Our analyses suggest that associations between trait NA and
increased frequency of symptom reporting during viral illness
are probably attributable to cognitive biases rather than to
pathophysiological responses to infection. Our correlational
data (Table 1) suggested that although a trait NA association
with bias in symptom reporting occurred during illness, it did
not occur before illness onset (baseline). To further illustrate
this point and provide a formal statistical demonstration, we
divided trait NA into low and high groups based on median
score (—0.18) and calculated the number of symptoms before
and after viral exposure for each group. The mean scores before
exposure were 0.58 (SD = 0.81) and 0.68 (SD = 1.12), respec-
tively, for low and high trait NA; the corresponding
postexposure means were 16.25 (SD = 9.71) and 22.09 (SD =
9.63). A repeated measures analysis of variance with one be-
tween-subjects variable (low or high trait NA) and one within-
subject variable (at baseline or after viral exposure) indicated
main effects for trait NA, F(1, 67) = 8.42, p < .005, and time,
F(1, 68) = 278.00, p < .001, as well as a Trait NA X Time in-
teraction, F(1, 68) = 6.67, p < .02. (Analyses examining the
individual postexposure days instead of the aggregate of the 7
days resulted in interactions with similar patterns of means on
Days | [p<.06],3[p<.06],4[p<.01],and 5 [p <.01].) The
Trait NA X Time interaction reflected the evidence that trait
NA was associated with symptoms during but not before ill-
ness. This suggests that trait NA is associated with greater sen-
sitivity to disease-related sensations but not with hypochondri-
acal response.

When in the Course of an Infectious Disease Does State
NA Matter?

The analyses of the relation of state NA and symptoms pre-
sented up until now have included only state NA as measured
at baseline, just before viral exposure. We were interested in

both the course of state NA during the illness and whether state
NA during the illness predicted subsequent symptoms. Table 1
presents the means and standard deviations for NA at baseline
and on the 7 days after viral exposure. As is apparent from the
table, there was a general decrease in state NA over the course
of the trial. This probably reflects participants adjusting to be-
ing in the trial and to the various procedures involved.

Did the state NA measures on subsequent days (after
exposure) predict symptoms? To maintain the prospective na-
ture of the study, we calculated the lag correlations between
state NA and subsequent symptoms for each of the consecutive
days of the trial. Because current illness can influence current
mood, we calculated partial correlations that controlled for
symptoms on the day of the state measure. In essence, we were
asking whether state NA on a certain day predicted changes in
symptoms from that day to the subsequent remaining days in
the trial. Because the number of days left in the trial (and the
illness) decreased with each sequential day of the trial, a simple
total symptom score would necessarily be based on different
numbers of days for each lag. To assess whether this influenced
the outcome, we calculated symptom totals based on the 1, 2,
3, and 4 days following each day of prediction. These data are
presented in Table 3. As is apparent from the table, only Day 0
(baseline) state NA consistently predicted symptoms over the
course of the trial. Although none of the postexposure NA mea-
sures predicted 1- through 3-day cumulative measures, Day 3
state NA did predict 4-day cumulative scores. This suggests the
possibility that state NA on Day 3 did not influence symptoms
until 2 or 3 days later.

Because mucus weight data were collected only on Days 3-7
of the trial, symmetric analyses were not possible. However, we
were able to do lag zero-order correlations between state NA as
measured on different days of the trial and mucus weights for
the next 4 days (in some cases [e.g., predicting from baseline],
total mucus weights were based on as little as 2 days of data).
State NA at baseline was correlated with subsequent mucus
weights (.23, p = .05). However, state measures on Days -3
were not (correlations ranged from —.06 to .10). Like the lag
analysis predicting symptoms, these data suggest the preemi-
nence of state NA at the time of viral exposure.

Discussion

Is NA Associated With Complaining or With Viral
IlIness Severity?

Individual analyses indicated that greater trait and state NA
are independently associated with reporting more disease-spe-
cific symptoms. The relations occurred consistently across ill-
nesses induced by both the rhinovirus and the influenza virus.
That state and trait have independent relations with health com-
plaints is consistent with Watson’s (1988) earlier work predict-
ing complaints that were not disease specific. Both our and Wat-
son’s data are consistent with the idea that state NA is only
partly driven by trait (less than 25% overlapping variance in this
study). Presumably, most state NA is determined by minor and
major events that occur in day-to-day living, and this variance
is sufficient to influence health complaints,
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Table 3

Fartial Correlations Between State Negative Affect and Number of Symptoms on
Subsequent Days, Controlling for Number of Symptoms on Day of Prediction

Correlation with symptom scores

Day of

prediction Next day Next 2 days Next 3 days Next 4 days
Day 0 (baseline) 36%% 29% 2T* .29%
Day 1 -.04 .06 .03 .03
Day 2 .08 06 4 A7
Day 3 .09 .18 .23 27%
Day 4 —-.04 -.03 -.01
Day 5 00 -.05
Day 6 —-.08
*p<05. **p<.0l.

Our path models tested both direct and indirect (through mu-
cus weights) paths connecting both NA measures to number
of reported symptoms. The association between state NA and
greater symptom reporting was explicable in terms of actual
undertying illness (indirect path). The association between trait
NA and greater symptoms was explicable in terms of biases in
encoding and reporting symptoms (direct path). These results
were consistent with the independent contributions of state and
trait to symptoms and the association of state but not trait NA
to an objective marker of disease (mucus weights). In short, in-
creased complaints among those high in trait NA seem to be
relatively independent of objective illness, whereas increased
complaints for people high in state NA are more closely tied to
illness.

These results are consistent with the interpretation of many
investigators that trait NA (trait anxiety or neuroticism) is as-
sociated with cognitive biases that influence symptom reporting
(Costa & McCrae, 1985a; Watson & Pennebaker, 1989). The
failure to find a strong bias in symptom reporting among those
high in state NA is somewhat more puzzling, especially in light
of experimental evidence that manipulation of negative mood
increases the number and severity of self-reported symptoms
(Croyle & Uretsky, 1987; Salovey & Birnbaum, 1989). However,
it is possible that self-report biases found in experimental stud-
ies are attributable to the retrospective nature of their symptom
measures or the vagueness or disease nonspecificity of the
symptoms to which participants are asked to respond.

We also found that baseline state NA was associated with an
increase in an objective indicator of respiratory illness: mucus
production. Although there are few data addressing the role of
state affect in illness severity, these data are consistent with
other findings. Associations between negative emotional states
and changes in immune function have been found in both lab-
oratory experimental (Futterman, Kemeny, Shapiro, Polonsly,
& Fahey, 1992; Knapp et al., 1992) and field correlational stud-
ies (e.g., see review by Herbert & Cohen, 1993). Moreover, state
NA just before viral exposure has been associated with a greater
risk for developing upper respiratory infections (Cohen et al.,
1993). Even so, this is the first evidence for an association of
negative mood with an objective sign of disease severity. This
impact might be mediated through changes in acute behavioral

responses such as smoking or drinking or through neuroendo-
crine response, with consequent alterations in the ability of the
immune system to respond adequately to the viral exposure.
Recall that baseline but not later state NA measures were asso-
ciated with subsequent mucus production. These data are con-
sistent with recent evidence on the speed of immune response
to affective change (e.g., Herbert et al., 1994), as well as evidence
that these immune responses may last 72 hr or more (Sieber,
Rodin, Larson, Ortega, & Cummings, 1992). T-lymphocytes,
natural killer cells, and B-cell production of antibody have all
been established as responses to negative affective states (see re-
view in Herbert & Cohen, 1993). Suppression of any of these
functions at the time of viral exposure could result in more se-
rious infection (greater viral replication) and, consequently, a
broader range of symptoms. However, only future studies that
assess appropriate immune response concurrent with state NA
and then follow the course of the disease can provide definitive
evidence for such mechanisms.

Is Trait NA Associated With Health Complaints
Because of Associated State NA or Because of Other
Trait NA Characteristics?

The data support the hypothesis that increased health com-
plaints for people high in trait NA occur independently of state
NA. This indicates that elevated negative affectivity at the point
of assessment is not the primary mediator of relations between
trait NA and health complaints. What is it about people high in
trait NA that results in more complaining? There are no an-
swers to this question in our data. As mentioned earlier, several
explanations have been discussed in the literature. One is based
on the argument that trait NA is related to a vigilant cognitive
mode in which the individual scans the environment with un-
certainty and apprehension (Gray, 1982; Tellegen, 1985). Ac-
cording to Gray, people high in NA have an overactive behav-
ioral inhibition system (a brain structure postulated to identify
all incoming stimuli as requiring careful checking). This hyper-
vigilance is thought to result in a greater tendency to both notice
and attend to bodily sensations. This could lead to mistaking
normal sensations as symptoms (hypochondria), a mechanism
not supported by our data, but could also lead to hypersensitiv-
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ity to true symptoms of underlying illness. Alternatively, people
high in trait NA have been found to be more introspective and
ruminative (Watson & Clark, 1984). This internal orientation
has been associated with reports of physical symptoms, pre-
sumably because these individuals are more likely to attend to
their bodies and to interpret sensations as negative (Pennebaker,
1980, 1982; Pennebaker & Lightner, 1988).

Is NA Associated With Reporting of Real or Imagined
Symptoms?

Our participants did not generally report upper respiratory
symptoms of infectious disease when they were not actually ill (a
mean of less than one symptom on the day of baseline). As a conse-
quence, although trait NA was associated with illness complaints
during illness, there was no association between trait NA and com-
plaints before viral exposure. One possible conclusion from these
data is that trait NA is associated with greater sensitivity to real
symptoms but not with reporting of nonexistent symptoms. How-
ever, increased symptom reporting of those high in trait NA was
also found to be independent of mucus weights, the objective indi-
cator of illness severity. If people high in trait NA are hypersensitive,
would they not show a stronger association with the objective dis-
ease indicator? One possibility is that people high in trait NA report
symptoms in response to actual illness, but they are poor in dis-
criminating specific symptoms and hence report a range of disease-
relevant symptoms in response to sensations that people low in NA
would identify as specific symptoms. In short, their problem might
be symptom discrimination and overgeneralization rather than ov-
ersensitivity. At a cognitive level, this problem might be viewed as a
manifestation of an illness representation (e.g., Leventhal, Nerenz,
& Steele, in press) whose (over)activation results in biased and un-
differentiated symptom interpretation.

How can we reconcile the lack of relation between trait NA
and symptoms at baseline with existing literature showing that
people high in trait NA report symptoms when they are not ill?
The symptom measure in this study was specifically relevant to
respiratory infections with a significant upper respiratory com-
ponent. It is possible that inventories of nonspecific (psychoso-
matic) symptoms would be associated with trait NA indepen-
dent of a pathological cause. That is, the process of interpreting
ambiguous somatic sensations into vague, nonspecific symp-
toms may be more susceptible to the influence of trait NA.
However, the associations found in this study are attributable to
differences in complaints about what are, by all indications,
true symptoms with an identifiable underlying pathology. In fu-
ture work, asking people with specific diseases to report both
disease-specific and disease-nonspecific (vague psychosomatic)
symptoms could help clarify whether trait NA differentially in-
fluences these two types of symptom reports.

Do Associations Between Trait NA and Illness
Complaints Merely Reflect a Methodological Flaw?

Larsen (1992) argued that the retrospective reports of health
problems used in the vast majority of studies supporting re-
lations between trait NA and health complaints might explain
why trait NA is associated with increased complaining. In

short, he attributed increases in retrospective complaints to a
bias among people in a negative mood to remember negative
events such as symptoms (Bower, 1981; Clark & Isen, 1982).
Moreover, his own data comparing retrospective and concur-
rent reports of symptoms suggested that the relation between
trait NA and health complaints was primarily attributable to
this methodological flaw. In our study, symptom reports were
collected concurrently and hence were not subject to recall bias.
Even so, there were strong and consistent relations between trait
NA and increased symptoms. Thus, the association between
NA and increased symptom reporting in this case is attribut-
able to differences in how physical sensations are perceived and
interpreted (i.e., encoded). The daily report of symptoms not
specific to a particular disease among healthy college students
(as in the Larsen study) may be extremely sensitive to recall
biases and involve less encoding bias. However, our own data
suggest that trait NA is strongly associated with encoding biases
in the case of disease-specific symptoms for sick people.

Conclusions

In sum, we found that trait and state NA are both associated
with more disease-specific health complaints among people
with viral respiratory illnesses. However, these associations oc-
curred for different reasons. In the case of state NA, the associ-
ation was primarily attributable to increased underlying illness.
In the case of trait NA, the association was primarily attribut-
able to overreporting of disease symptoms. Moreover, the rela-
tion between trait NA and svmptom reporting appears to be
driven by a component of the NA disposition other than trait-
associated state affect.

It is important to emphasize that the generality of our results
may be limited by several components of the study. First, we
studied people who were currently ill and their reporting of dis-
ease-relevant symptoms. As discussed earlier, given the existing
literature, it is likely that state NA influences on symptom re-
porting depend on these characteristics and that biases in re-
porting of more vague psychosomatic symptoms by healthy

-people may be directly altered by state NA. Second, we studied

only two common respiratory-type illnesses. Our evidence in-
dicating associations between more NA (both state and trait)
and symptom reporting is consistent with data from other ill-
nesses (Costa & McCrae, 1985a) and from symptom reporting
outside of illness (Watson & Pennebaker, 1989). Our conclusion
that trait NA influences are mediated through biases in percep-
tion and reporting is also consistent with the existing literature
(Costa & McCrae, 1985a; Watson & Pennebaker, 1989). How-
ever, our data indicating that the influence of state NA occurs
only through its impact on disease pathophysiology is not as
well based in the current literature and requires replication.
Moreover, our conclusion that trait NA does not alter the patho-
physiology of disease must be tempered by our use of a less than
optimal assessment of trait, Clearly, assessing trait NA with re-
peated state measures (e.g., Watson, 1988) or with repeated
measurement with a more standard trait assessment tool (e.g.,
the NEO-PI or Eysenck’s neuroticism scale) would provide
stronger evidence for this conclusion.

Finally, we focused on undifferentiated subjective distress, ig-
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noring the potential role of specific affective traits or states (e.g.,
depression and hostility) in disease. This is particularly impor-
fant in regard to traits. Although, as discussed earlier, there is
little evidence linking undifferentiated trait NA to verified dis-
ease states, there is a growing literature suggesting that some
specific dispositions such as hostility (e.g., Siegman & Smith,
1994) and depression (e.g., Fraser-Smith, Lesperance, & Ta-
lagic, 1993) may be linked to verified disease, especially coro-
nary heart disease. We were unable to ask enough questions of
our participants to reliably assess differentiated trait affect and
hence cannot address the potential roles of differentiated traits
(or states) in this article. Clearly, research using psychometri-
cally sound assessment of both differentiated and undifferenti-
ated affective traits would add substantially to an understanding
of what aspects of affective dispositions influence both illness
and illness behavior.
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