Age moderates the association between social integration and diurnal cortisol measures
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Abstract

Social integration is defined as the degree to which an individual participates in a broad range of social relationships. Although measures of social integration vary across studies, it is often assessed as the number of social roles (e.g., parent, friend, student, volunteer) that an individual reports actively participating in. More socially integrated individuals tend to be healthier than those less socially integrated, but the biological mechanisms through which this occurs remain unclear. One possibility is that social integration might alter the function of the hypothalamic-pituitary-adrenal axis, of which cortisol is a key product, and in turn influence a broad range of health outcomes. This study examined the association between social integration and two indices of cortisol in a community sample of 680 healthy men and women aged 18–55. Because the social roles held by younger individuals may be more numerous yet superficial than those held by older individuals, this study also tested the hypothesis that these associations could be moderated by age such that lower levels of integration would be associated with cortisol dysregulation for older but not younger individuals in our sample. Participants provided salivary cortisol samples during waking hours on three days that were used to calculate diurnal cortisol levels and slopes. Increased social integration was associated with lower cortisol AUC among older (ages 35–55) but not younger (ages 18–34) individuals in our sample. Moreover, while increased social integration was associated with steeper diurnal cortisol slopes regardless of age, this association was strongest among older individuals. Differences in health behaviors, affect, and psychological stress did not mediate these associations. The results of this study support cortisol as a candidate biological mechanism through which increased social integration is associated with better physical health among older individuals.
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1. Introduction

Social integration is the degree to which an individual is included in or connected to a broad range of social relationships (Brissette et al., 2000). Although measures of social integration vary across studies, it is often assessed as the number of social roles (e.g., parent, friend, student, volunteer) that an individual reports actively participating in (e.g., Chang et al., 2017; Cohen et al., 1997). Numerous studies demonstrate an association between social integration and lower rates of morbidity (e.g., Barefoot et al., 2005; Seeman, 1996; Kroenke et al., 2012) and all-cause mortality (reviews by Holt-Lunstad et al., 2010; Shor & Roelfs, 2015). Importantly, social integration appears to be theoretically and empirically distinct from related social interaction measures that assess social contact frequency (Brissette et al., 2000) and has been shown to be more reliably associated with health outcomes (Barefoot et al., 2005; Chang et al., 2017; Cheng et al., 2014; Cohen et al., 1997; Holt-Lunstad et al., 2010; Shor & Roelfs, 2015) than measures of contact frequency.

Despite this compelling evidence, there are few studies of plausible biological mechanisms through which greater social integration may be associated with better long-term health. Previous work has demonstrated that more socially integrated individuals have lower allostatic loads assessed by an undifferentiated aggregation of biomarkers reflecting cardiovascular activity, metabolism and adipose tissue deposition, glucose metabolism, hypothalamic-pituitary-adrenal axis (HPA), and sympathetic nervous system (SNS) activity (Seeman et al., 2002), as well as lower levels of systemic inflammation (Shankar et al., 2011). An alternative possibility is that social integration might influence health outcomes primarily through its impact on the HPA axis, of which cortisol is a key product. Cortisol is a glucocorticoid hormone thought to regulate immunological and metabolic processes relevant to health (Sapolsky et al., 2000). Cortisol follows a diurnal pattern, rising rapidly immediately after waking and then declining steadily throughout the waking day. Flatter diurnal cortisol slopes have been associated with negative physical and mental health outcomes (review by Adam et al., 2017). Heightened total cortisol AUC has similarly been associated with negative outcomes including metabolic syndrome (Anagnostis et al., 2009; Brunner et al., 2002) and coronary atherosclerosis (Dekker et al., 2008). Flatter diurnal cortisol slopes and heightened total cortisol AUC may therefore represent distinct plausible biological pathways through which low levels of social integration are associated with poorer physical health.

There are several potential psychological and behavioral pathways through which social integration may alter the HPA response. For example, those low in social integration (socially isolated) may experience psychological stress which in turn induces HPA axis dysregulation (Berkman et al., 2000; Cohen et al., 1995; Grant et al., 2009). Alternatively, greater social integration may promote positive affect, decrease negative affect, or act as a source of social pressure and motivation to engage in better health practices (Berkman & Breslow, 1983; Berkman & Glass, 2000; Cohen, 1988; Cohen, 2004; Cohen & Lemay, 2007; Umberson, 1987). All of these have been found to aid in the regulation of the HPA response (e.g., Badrick et al., 2008; Badrick et al., 2007).
Finally, the majority of social integration and health research has focused on older adults (ages 55 and above) due to their higher risk for morbidity and mortality. One way to study this association in younger individuals is to focus on how social integration relates to biological markers with implications for long-term health. However, few studies thus far have pursued this strategy in younger participants. One notable exception is work by Yang et al. (2016), which found that lower levels of social integration were associated with greater inflammation and increased hypertensive risk among older adults (two samples ages 50–98 and 57–91), but not among younger adults (ages 24–32) or adolescents (ages 12–18). The social motivations and social roles held by younger individuals are likely to be quite different than those of older individuals (Carstensen, 1992). Younger individuals may possess more numerous yet more superficial connections, while older individuals may possess fewer but more meaningful connections. Moreover, the more superficial connections among younger individuals may not be sufficient to drive affective response or produce the social pressures and motivation to alter health practices. Consistent with previous research (Yang et al., 2016), we hypothesized that lower levels of social integration would be associated with greater average cortisol AUC and flatter diurnal slopes for individuals in their mid- to late-30s and older, but that social integration would not be associated with cortisol dysregulation for individuals in their early-30s and younger.

In the current study, we collected measures of social integration, social contact frequency, and salivary cortisol from 680 healthy volunteers between the ages of 18–55. Social integration was assessed as the number of social roles an individual participates in; and social contact frequency as the average number of people one interacts with daily. We expected social integration to be a more potent predictor of diurnal cortisol AUC and slopes than related measures of social contact frequency (Cohen et al., 1997; Shor & Roelfs, 2015). Salivary cortisol was collected across the waking period of three separate days. We hypothesized an association of greater social integration with lower cortisol AUC and steeper diurnal slopes in older but not younger individuals in our sample. Moreover, we expected that social integration would be associated with more positive affect, less negative affect, less psychological stress, and better health practices among older individuals, which would in turn mediate the association between social integration and diurnal cortisol (e.g., Cohen, 2004). Consistent with earlier research suggesting that social integration is a more potent predictor of morbidity and mortality than measures of social contact frequency, we expected social integration to account for more variance than contact frequency, and predict cortisol outcomes independently of frequency.

2. Methods

2.1 Participants

We examined aggregated archival data from three viral-challenge studies conducted by our laboratory between 1997 and 2011: Pittsburgh Cold Study 2 (PCS2), Pittsburgh Cold Study 3 (PCS3), and Pittsburgh Mind-Body Center Study (PMBC). Complete procedures and data from each study can be found at www.commoncoldproject.com. Prior to the beginning of all three studies, participants completed health screenings on the telephone, as well as an in-person medical examination administered by a study physician to determine that they were
in good health and did not meet any study exclusion criteria: history of chronic illness, previous nasal/otologic surgery, regular use of prohibited medication, recent psychiatric diagnosis or hospitalization, HIV seropositivity, abnormal clinical profiles as determined by urinalysis, complete blood count, and analysis of blood chemistry, currently pregnant, lactating, or planning to become pregnant, recently participated in another psychology study, having cold or flu-like symptoms within the previous 30 days, previous hospitalization due to flu-like illness, use of steroids or immunosuppressants within previous 3 months, or allergies to egg or egg-products.

In total, 740 participants completed the three studies. We excluded participants from analyses if they did not provide information about their social interactions during the interview period (n=1), or were missing either relevant covariates (n=1) or primary outcome data (n=58). The final sample consisted of 680 healthy adults between the ages of 18 and 55 years (M=31.39, SD=10.8) recruited from the Pittsburgh, PA area. The sample was 49.7% female, 65.7% white, 30.0% African-American, and 4.3% other ethnicities. Participants provided informed consent prior to study enrollment and received financial compensation following their participation. The institutional review boards of both Carnegie Mellon University and the University of Pittsburgh School of Medicine approved each study.

2.2 Procedures

As part of the parent studies, participants were then exposed to a virus known to cause the common cold, then followed in quarantine and monitored for the development of infection. All data reported here were collected during the baseline period of the parent studies prior to viral-exposure. Eligible participants completed baseline assessments at home, during in-person laboratory visits, and during an initial day of quarantine prior to viral-exposure.

2.3 Measures

2.3.1 Salivary cortisol—Salivary cortisol samples were collected across the waking period of three separate non-consecutive days (see suggestions by Kraemer et al., 2006; Saxbe, 2008). Participants were provided with rolls of cotton inside of a plastic collection tube used to collect each sample (Salivettes®; Sarstedt AG & Co, Nümbrecht, Germany), as well as detailed written instructions and either a pre-programmed wristwatch (PCS2) or handheld computer (PCS3, PMBC) that signaled participants at each collection time. For each collection, participants were instructed to place the cotton in their mouth, allow it to become saturated with saliva, spit it back into the tube, and then reseal the tube. At each collection time, the signaling device provided a unique alphanumeric code. Participants were instructed to write this code as well as the time and date of collection on each tube. Finally, participants stored completed samples in their refrigerator and then brought the tubes with them to their baseline study session where they were collected by staff and frozen for storage.

Two of the three sets of cortisol samples were collected on separate non-consecutive days in the participant’s natural environment 1–6 weeks prior to viral challenge. The third set of samples was collected on the baseline day of quarantine prior to viral-challenge. In two of the studies (PMBC, PCS3), cortisol was collected seven times daily (1, 2, 4, 6, 8, 12, and 14...
h post-waking) on each pre-quarantine day and eight times (0, 1, 2, 4, 5, 7, 9, and 14 h post-waking) on the day of quarantine. In the third study (PCS2), cortisol was collected eleven times daily on each pre-quarantine day and fourteen times on the day of quarantine. In order to establish approximate equivalency across the three studies while still capturing the diurnal rhythm of cortisol, we used seven samples from pre-quarantine days (assessed at 1, 2, 4, 7, 9, 11, and 14 h post-waking) and the eight closest samples from the day of quarantine (0, 1, 4.25, 6.25, 7.25, 9.25, 12.75, and 16.75 h post-waking) when analyzing participants from PCS2 (Chin et al. 2017; Janicki-Deverts et al., 2016; also see www.commoncoldproject.com). Note that cortisol samples necessary to compute the cortisol awakening response (CAR; 30 minutes post-waking) were not collected in two of the three studies we aggregated data from, and the CAR was therefore not assessed as an outcome here.

For two of the three studies (PCS2, PCS3), cortisol assays were performed by the laboratory of Dr. Clemens Kirschbaum in Dresden, Germany. Cortisol concentrations were determined using time-resolved fluorescence immunoassays with a cortisol-biotin conjugate as a tracer (Dressendörfer et al., 1992). Intra- and inter-assay variability were both less than 12%. For the third study (PMBC), assays were performed by the Immunological Monitoring and Cellular Products Laboratory at the University of Pittsburgh Cancer Institute. Cortisol concentrations were determined using enzyme-linked immunosorbent assays (Salimetrics, State College, PA). The average deviation between individual replicate pairs was 4%.

Previous research has shown that the two assays used across the three studies provide very similar results ($r=0.97$; Dressendörfer et al., 1992). However to control for any potential differences in assays across studies, as well as any other potentially relevant study differences, we included two dummy variables representing the three studies covariates in all analyses (PCS3 was the reference category).

For all studies, samples were only included for analysis if they were collected ±45 min of scheduled collection time. Samples collected outside of this range were considered missing. This was done based on previous work demonstrating that this cutoff range would allow us to maintain at least 95% of our data while also accurately capturing cortisol’s diurnal rhythm (e.g., Chin et al., 2017; Janicki-Deverts et al., 2016; also see www.commoncoldproject.com). The actual time of collection (rather than the expected time of collection) was used in all analyses.

To calculate daily cortisol AUC, the area under the curve with respect to ground (AUC$_G$) was computed for each day among participants with sufficient data (Pruessner et al., 2003). Sufficient data was defined as not missing any of the first three samples of the day or more than two of the day’s remaining samples. Next, average daily cortisol AUC was computed for participants who had sufficient data for at least two of three days. This was done by averaging the total adjusted concentrations from all days with available data. Finally, average daily cortisol AUC was log-10 transformed due to the non-normal distribution of data. To calculate average diurnal cortisol slopes, multilevel modeling methods were used (see Data Analysis below). Multilevel models are advantageous because they accommodate missing data and hence allow for the use of all available data.
2.3.2 Social integration—We assessed social integration in two different ways. First, daily (evening) telephone interviews were conducted during the baseline period of the study to assess participants’ daily social activities. Prior to the start of the interview period, participants were asked to provide information about the composition of their social networks. Specifically, participants identified members of their social network that they were most likely to interact with during the interview period and classified these individuals into one of 20 possible social roles: spouse/partner, boyfriend/girlfriend, ex-partner, child, parent, parent-in-law, close relative, non-close relative, close-friend, non-close friend, roommate, neighbor, acquaintance, religious group member, volunteer group member, other group member, person at work, person at school, service/professional, other. In PCS2, participants were interviewed on 3 evenings a week (2 weekdays, 1 weekend day) for 2 weeks for a total of six interviews. As part of a larger battery of interview items, participants were asked to indicate each social interaction they had that day and with whom they had interacted. For the purpose of this interview, interactions were defined as spending time with one or more persons for at least ten minutes (Reis & Wheeler, 1991). In PCS3 and PMBC, participants were interviewed every evening for 2 weeks for a total of fourteen interviews. As part of a larger series of interview questions, participants were asked to indicate with whom they had completed six types of activities during the past 24 hours: (a) meals; (b) leisure activity at home; (c) leisure activity away from home; (d) work around the house; (e) family/personal errands away from home; and (f) any other type of activity. Interview responses were used to compute the total number of social roles participated in during the interview period. When calculating total number of social roles, we sought to establish equivalency across the three studies to control for the number of interviews conducted. To do this, only interviews from the first four weekdays and first two weekends for PCS3 and PMBC participants were included when calculating the total number of social roles.

Second, the Social Network Index (SNI; Cohen et al., 1997) questionnaire was administered at baseline to retrospectively assess participation in 12 types of social roles: spouse, parent, child, child-in-law, close relative, close friend, church or religious group member, student, employee/coworker, neighbor, volunteer, or other group member. Social integration was defined as the total number of social roles participated in at least once every two weeks.

Finally, we created a composite measure of social integration by standardizing the measures of total social roles assessed via daily interviews and of total social roles assessed using the SNI, then averaging the standardized scores. This composite measure was used in all analyses reported below. See Table 1 for the exact items used to assess social integration.

2.3.3 Social contact frequency—Interview responses were also used to compute average number of people interacted with each day. Averages were computed by dividing the total number of people throughout the interview period by the number of interviews completed. Total number of people interacted with was also assessed by the SNI questionnaire as the number of people respondents reported being in contact with in their social roles at least once every two weeks (for example: how many friends did you talk to in person or on the phone during the last two weeks?). To prevent artificial inflation of total network members contacted in a single role, participants could only receive credit for up to 7 network members per social role. Finally, we created a composite measure of social contact...
frequency by standardizing the measures of average number of social partners assessed via daily interviews, and of total network members assessed using the SNI, then averaging the two standardized scores. This composite measure was used in all analyses reported below. See Table 1 for the exact items used to assess social contact frequency.

2.3.4 Perceived stress—Perceived stress was measured during baseline prior to quarantine using the 10-item Perceived Stress Scale (PSS-10; Cohen & Williamson, 1988). The PSS-10 asks participants to indicate how often they found their lives to be unpredictable, uncontrollable, and overloaded throughout the past month using a five-point Likert scale ranging from 0 (“Never”) to 4 (“Very Often”). Responses to all items are summed to create an index of total perceived stress ($\alpha=.872$).

2.3.5 Health behaviors—Three health behaviors (smoking, drinking, physical activity) were measured during baseline prior to quarantine via self-report. Smoking was assessed as the average number of cigarettes participants reported smoking per day. Drinking was assessed as the average number of alcoholic drinks participants reported consuming per week. Physical activity was assessed as the number of minutes that participants reported exercising per week.

2.3.6 Positive affect—Positive affect was assessed at baseline as part of the daily telephone interviews using adjectives derived from a factor analysis of the Profile of Mood States (Usala & Hertzog, 1989). In PCS2, participants were asked to indicate how accurately from 0 (“Not at all accurate”) to 4 (“Extremely accurate”) each of nine positive mood adjectives described how they felt in the previous 24 hours: lively, full-of-pep, energetic, happy, pleased, cheerful, at ease, calm, and relaxed. In PCS3 and PMBC, participants were asked to indicate how accurately each of six positive mood adjectives described how they felt in the previous 24 hours: lively, full-of-pep, happy, cheerful, at ease, calm. For all studies, daily positive affect was calculated by averaging the responses to all items. The internal reliabilities ($\alpha$) for each day ranged from .89–.93 in PCS2, .83–.89 for PCS3, and .82–.90 for PMBC. Finally, trait positive affect was determined by computing average daily positive affect across all interview days (e.g., Polk et al., 2005).

2.3.7 Negative affect—Negative affect was assessed at baseline as part of the daily telephone interviews using adjectives derived from a factor analysis of the Profile of Mood States (Usala & Hertzog, 1989). In PCS2, participants were asked to indicate how accurately from 0 (“Not at all accurate”) to 4 (“Extremely accurate”) each of nine negative mood adjectives described how they felt in the previous 24 hours: hostile, angry, resentful, on edge, tense, nervous, sad, unhappy, depressed. In PCS3 and PMBC, participants were asked to indicate how accurately each of six negative mood adjectives described how they felt in the previous 24 hours: hostile, angry, on edge, tense, sad, and unhappy. For all studies, daily negative affect was calculated by averaging the responses to all items. The internal reliabilities ($\alpha$) for each day ranged from .87–.92 in PCS2, .83–.91 for PCS3, and .83–.91 for PMBC. Finally, trait negative affect was determined by computing average daily negative affect across all interview days (e.g., Cohen et al., 2003).
2.3.8 Primary control variables—The primary control variables were selected *a priori* because of their potential associations with social integration, social contact frequency, and cortisol (e.g., Berkman et al., 2000; Berkman et al., 2004; Champaneri et al., 2013; Cohen et al., 2006; Van Cauter et al., 1996). Five of the control variables were assessed at screening: sex (male or female), race (categorized as white, black, or other), education (years), body mass index (BMI; weight in kilograms/height in meters$^2$), and season of the year (spring, summer, fall, or winter). To adjust for slight differences across studies, two dummy variables indicating which of the three studies the participant had been in (PCS2, PMBC, PCS3) were included as covariates. All six of these covariates were included in all models and analyses. (As discussed later, age was entered as a main effect and in interaction with the social variables).

Finally, because earlier analysis of this data found an association between cortisol measures and marital status (Chin et al., 2017), marital status was included as an additional covariate in secondary analyses to demonstrate that any associations between social integration, social contact frequency, and cortisol were not simply driven by marital status (see earlier description). In addition, two dummy coded interaction terms were also included in secondary analyses in order control for the interaction between marital status and age (Never Married × Age, Previously Married × Age).

Each covariate was mean-centered prior to analysis. Although mean-centering binary variables such as sex or race may seem unintuitive, this is an accepted statistical practice that allows for the interpretation of multilevel regression intercepts and slopes regardless of individual differences in various binary covariates (for discussions regarding the logic of centering binary variables, see Bryk & Raudenbush, 2002; Enders & Tofighi, 2007; Hox, 2010).

2.4 Data Analysis

2.4.1 Average cortisol AUC—Initial analyses were performed using SPSS (Version 21; IBM Corporation). Hierarchical multiple linear regression was used to examine the association of social integration and social contact frequency with average cortisol AUC. Social integration and social contact frequency were initially tested individually in separate models, then tested in a single model with all variables entered together. In the first step, we entered the six primary control variables. In the second step, we entered age and social integration or social contact frequency. In models used to test the moderating effect of age, we added a third step to each model that included social integration or social contact frequency by age interaction term. In other words, models testing for the main effect of social integration or social contact frequency did not include interaction terms but models testing for interactions included both main effects as well as the interaction term (Cohen et al., 2013). We report standardized regression coefficients ($\beta$), standard errors (SE), and $p$-values.

Significant interactions were probed using the PROCESS macro for SPSS (Version 2.16.1; Hayes, 2013) by testing the conditional effects of social integration or social contact frequency at three levels of age: one standard deviation below the mean (20.6 years), the mean (31.4 years), and one standard deviation above the mean (42.2 years). Additionally, the
Johnson-Neyman technique was used to identify regions of significance. Finally, we also tested whether psychological stress, positive affect, or better health practices mediated the association between social integration or social contact frequency and cortisol at each level of age (i.e., moderated mediation). We report unstandardized regression coefficients (b) and 95% CIs for the b-values, as well as p-values for the mediation analyses.

2.4.2 Diurnal cortisol slopes—We used multilevel modeling to test whether diurnal cortisol slopes differed as a function of social integration or social contact frequency, as well as whether age moderated these associations. We used the software HLM (Version 6.08; Raudenbush et al., 2004) to test 3-level models. At Level-1, log-transformed cortisol values were predicted as a function of time (in hours) and time-squared since the first sample of the day. At Level-2, the Level-1 intercept and slope were modeled by intercept terms for the three sampling days. At Level-3, the Level-2 intercepts were predicted as a function of individual differences in age and social integration or social contact frequency. In models testing for statistical interactions between social integration or social contact frequency and age, the interaction term was added at Level-3 as well. Models were estimated using an unstructured covariance matrix. Random effects were modeled for all Level-1 and Level-2 intercept and slope terms. Finally, we adjusted for all primary control variables at Level-3 (sex, race, education, BMI, season of the year, study). Model equations are presented in the Online Supplementary Material.

3. Results

3.1 Cortisol AUC

Adjusting for all primary control variables, there were no main effects of either social integration or social contact frequency on average cortisol AUC; there was also no main effect of age on cortisol AUC, $\beta=.045, \text{SE}=.001, p=.211$. In separate models adjusted for all primary control variables, there was a Social Integration × Age interaction on average cortisol AUC and a marginal Social Contact Frequency × Age interaction on average cortisol AUC (see Table 2). To determine whether these effects were independent, both interactions were entered simultaneously into a single model adjusted for all primary control variables. In this model, only the Social Integration × Age interaction remained marginally associated with cortisol AUC (see Table 2).

We probed the interaction between Social Integration × Age in order to explore the nature of this effect. The PROCESS macro for SPSS was used to test the conditional effects of social integration on cortisol at three levels of age: one standard deviation below the mean (20.6 years), the mean (31.4 years), and one standard deviation above the mean (42.2 years). There were no associations of social integration and cortisol at 1 SD below the mean age or the mean age. However at 1 SD above the mean age, greater social integration was associated with lower total cortisol AUC, $b=-.0166, 95\% \text{ CI } [-.0281, -.0050], p=.005$. The Johnson-Neyman technique shows that the relationship between social integration and age is significant when age is greater than 34.92 years.
3.2 Diurnal cortisol slopes

We used multilevel modeling to test whether diurnal cortisol slopes differed as a function of social integration or social contact frequency. All models included both a linear and quadratic term for time, but only results from the higher-order term (i.e., the quadratic term) were interpreted and reported. First, in models without social integration or the interaction between social integration and age, there was an interaction between age and the linear term for time such that older individuals had steeper diurnal declines than younger individuals in this sample, $\gamma = -0.002, p < .001, 95\% \text{ CI } [-0.002, -0.0011]$. There was a significant three-way interaction between age, social integration, and the linear term for time in predicting diurnal cortisol, $\gamma = 0.0003, p = .037, 95\% \text{ CI } [0.00002, 0.0001]$ (see Figure 1, left panel).

Simple slopes analyses revealed that while more integrated individuals showed steeper cortisol slopes than less integrated individuals, those who were one standard deviation above the means for both age and social integration had the steepest diurnal cortisol slopes, $b = -0.061, p < .001, 95\% \text{ CI } [-0.069, -0.053]$, whereas individuals who were one standard deviation below the means for both age and social integration had the least steep cortisol slopes, $b = -0.014, p = .011, 95\% \text{ CI } [-0.024, -0.003]$.

There was also a significant three-way interaction between age, social integration, and the quadratic term for time in predicting diurnal cortisol, $\gamma = -0.00002, p = .031, 95\% \text{ CI } [-0.00004, -0.000001]$ (see Figure 1, right panel). Simple slopes analyses revealed that individuals who were one standard deviation above the means for both age and social integration had the fastest acceleration in diurnal cortisol decline, translating to lower exposure to cortisol during the afternoon and evening in particular, $b = 0.001, p < .001, 95\% \text{ CI } [0.001, 0.002]$. Conversely, individuals who were one standard deviation below the means for both age and social integration showed evidence of deceleration in diurnal cortisol decline, translating to higher exposure to cortisol during the afternoon and evening in particular, $b = -0.002, p < .001, 95\% \text{ CI } [-0.002, -0.001]$. Model results are presented in Table 3.

There was no three-way interaction between age, social contact frequency, and the linear term for time, $\gamma = -0.0001, p = .601$, or the quadratic term for time, $\gamma < .0001, p = .987$, in predicting diurnal cortisol slopes.

3.3 Mediation analyses

In the PROCESS macro for SPSS, 50,000 bootstrapped samples were used to test proposed mediators of the association of social integration with average cortisol AUC for older individuals in our sample. Models used all standard covariates except for those testing for a moderated mediating effect of health behaviors, which used all standard covariates except for BMI which was likely to be confounded with these behaviors. One participant was missing drinking data ($n=1$) and was excluded from that moderated mediation analysis; two participants were missing exercise data ($n=2$) and were excluded from that analysis. In separate moderated mediation models, none of the proposed variables (psychological stress, $b = 0.0001, 95\% \text{ CI } [-0.0012, 0.0008]$; trait positive affect, $b = 0.0004, 95\% \text{ CI } [-0.0003, 0.0015]$; trait negative affect, $b < 0.0001, 95\% \text{ CI } [-0.0006, 0.0006]$; smoking, $b = -0.0008, 95\% \text{ CI } [-0.0025, 0.0002]$; drinking, $b = -0.0010, 95\% \text{ CI } [-0.0027, 0.0000]$; or exercise, $b = -0.0002, 95\% \text{ CI }$
mediated the association between social integration and cortisol AUC for individuals 1 SD above the mean age (42.2 years).

In separate regular multiple linear regression models, there was a Social Integration × Age interaction in predicting cigarettes smoked per day, $\beta = 0.077$, $SE = 0.017$, $p = 0.036$, but not perceived stress, positive affect, negative affect, number of drinks per week, or minutes of exercise per week, (all $p$s > 0.39). In the multilevel models predicting cortisol, we found no evidence that either the Social Integration × Age × Time or the Social Integration × Age × Time-Squared interactions were at all attenuated when additionally adjusting the model for any proposed mediator. As such, there was no evidence that any of the proposed mediators mediated the association between Social Integration × Age and diurnal cortisol slopes.

### 3.4 Controlling for marital status

Because an earlier analysis of this data found an association of cortisol AUC and diurnal slopes with marital status (Chin et al., 2017), we conducted secondary analyses including marital status as a covariate in order to demonstrate that the association between social integration and cortisol were not driven only by marital status. In addition, these analyses also controlled for the interaction between marital status and age. Controlling for both marital status and the interaction between marital status and age did not meaningfully affect the Social Integration × Age interaction on average cortisol AUC, $\beta = -0.084$, $SE < 0.001$, $p = 0.012$, the three-way interaction between age, social integration, and the linear term for time in predicting diurnal cortisol, $\gamma = 0.0003$, $p = 0.037$, 95% CI [0.00002, 0.001], or the three-way interaction between age, social integration, and the quadratic term for time in predicting diurnal cortisol, $\gamma = -0.00002$, $p = 0.032$, 95% CI [-0.00004, -0.000001].

### 4. Discussion

Previous research has demonstrated that increased social integration is associated with lower rates of morbidity (e.g., Barefoot et al., 2005; Kroenke et al., 2012; Pinquart & Duberstein, 2010; Seeman, 1996) and mortality (Holt-Lunstad et al., 2010; Shor & Roelfs, 2015). However, the biological mechanisms through which these associations occur remain understudied. One possibility is that social integration might influence health outcomes by altering the function of the HPA axis. Those lacking social integration may experience psychological stress which in turn induces HPA axis dysregulation. Alternatively, social integration may improve health by increasing positive affect, decreasing negative affect, or promoting better health practices, all of which aid in the regulation of the HPA response. Here we tested whether social integration, measured as the number of social roles in which an individual reports actively participating, was associated with differences in diurnal cortisol AUC and slopes. We found that greater social integration was associated with lower cortisol AUC in older (ages 35–55) but not younger (ages 18–34) individuals in our sample. Additionally, while social integration predicted steeper diurnal slopes regardless of age, the association was strongest among older individuals in our sample. However, the association between greater social integration and lower daily cortisol levels among older adults was not mediated by differences in positive affect, negative affect, psychological stress, or health behaviors.
While the majority of social integration and health research has focused on individuals older than those in our study (ages 55 and above), this study provides some of the first evidence that social integration is associated with biological markers with implications for long-term health in a mid-life sample (mid 30s to 55 years). Previous work by Yang et al. (2016) found that lower levels of social integration were associated with greater inflammation and increased hypertensive risk among older adults (two samples ages 50–98 and 57–91), but not among younger adults (ages 24–32) or adolescents (ages 12–18). Consistent with these earlier findings, our results demonstrate that lower levels of social integration are associated with elevated daily cortisol AUC among older but not younger adults. Additionally, while lower levels of social integration were associated with less steep diurnal decline in cortisol regardless of age, this association was strongest among older compared to younger individuals in our sample.

Although the primary aim of this study was to examine the association whether age moderated the association between social integration and diurnal cortisol, we were also able to test the main effect of age among individuals aged 18–55. Greater age was associated with steeper diurnal cortisol declines but not AUC. Although previous research suggests that older age is associated with increased cortisol AUC and flatter diurnal slopes (review by Gaffey et al., 2016), all studies examining these associations included individuals considerably older than those in the current sample (ages 18–55).

There are several possible explanations for why higher levels of social integration were more strongly associated with cortisol outcomes among older compared to younger individuals in our sample. One possibility is that the social motivations and social contexts of younger individuals are likely to differ substantially from those of older individuals (Carstensen, 1992). Younger individuals may possess more superficial connections that do not confer the same health benefits as the more meaningful connections held by older individuals. Alternatively, it is possible that we did not find stronger associations between social integration and cortisol outcomes for younger individuals because our assessments failed to measure some of the social roles that are meaningful for this group. For example, a more effective assessment of social integration in college-aged populations may need to ask about roles more relevant to these individuals such as sorority/fraternity membership, casual dating partners, or online contacts. Although differences in health behaviors did not mediate the association between social integration and lower cortisol AUC in older individuals, it is possible that we did not find evidence for mediation because health behaviors were only assessed on a single occasion that did not coincide with the specific days of cortisol collection. Another possibility still is that the effects of social integration on health accumulate over time and less socially integrated younger individuals will eventually show the elevations in cortisol seen in their older less-integrated counterparts. These results suggest the importance of taking into account the context of aging when examining the effects of social interactions on health.

One strength of the current study is how social interactions were measured. Here we disaggregated measurement of two related but distinct concepts: social integration and social contact frequency. This allowed us to examine the unique associations of both constructs with diurnal cortisol. Consistent with research on social factors predicting mortality (e.g.,
Holt-Lunstad et al., 2010; Shor & Roelfs, 2015), we found that social integration was the dominant predictor of cortisol AUC and diurnal slopes in those in their mid 30s and older, with a greater effect size than social contact frequency. While greater social contact frequency was also associated with lower cortisol AUC in older individuals, this effect did not persist when controlling for total number of social roles. This suggests that the degree to which individuals have diverse social connections is more important than the actual frequency of interactions. This study highlights the need for future research to carefully consider the ways in which social interaction variables are operationalized and measured.

There are several limitations to the current study that warrant consideration. First, the cross-sectional design of this study prevents us from drawing causal inference about the direction of the association between social integration and cortisol. However it seems unlikely that differences in total cortisol AUC or diurnal slopes influence levels of social integration, especially in a sample selected for being in good health. Although we controlled for a large number of potential confounding factors, it is also possible that an unmeasured third variable may account for the association between social integration and cortisol for older individuals in our sample. It is also possible that the use of three days of cortisol collection was insufficient to optimize the reliability of cortisol measures (Segerstrom et al., 2014 but see dissenting opinions by Kraemer et al., 2006; Saxbe, 2008). If so, we may have underestimated the effect sizes in our study. Finally, an implicit assumption of this study is that cortisol may mediate the association between social integration and health outcomes. However, total social roles were unrelated to risk of objectively catching a cold in analyses not reported here, and we were therefore unable to test cortisol as a mediator of the association between total social roles and disease.
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Highlights

- Greater social integration associated with lower cortisol AUC for those over 35
- Social integration and cortisol AUC not associated for those under 35
- Greater social integration associated with steeper diurnal slopes overall
- Social integration and diurnal slopes more strongly associated for those over 35
Figure 1.
Multilevel model results predicting diurnal cortisol slopes as a function of the interaction between age, social integration (SI), and the linear term for time (left panel) or the quadratic term for time (right panel), adjusted for the control variables. The intercept value of 0 (vertical dashed line) represents the cortisol sample taken at 1-hour post waking.
Table 1
Summary of social integration and social contact frequency variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social integration</strong></td>
<td></td>
</tr>
<tr>
<td>1. Total Roles (Daily Interviews)</td>
<td>Total number of social roles individuals reported participating in across the six days of interviews.</td>
</tr>
<tr>
<td>2. Total Social Roles (SNI Questionnaire)</td>
<td>Total number of social roles individuals reported participating in at least once every two weeks.</td>
</tr>
<tr>
<td><strong>Social contact frequency</strong></td>
<td></td>
</tr>
<tr>
<td>1. Average Partners (Daily Interviews)</td>
<td>Average number of people participants reported interacting with each day.</td>
</tr>
<tr>
<td>2. Total Network Members (SNI Questionnaire)</td>
<td>Total number of people participants reported being in contact with at least once every two weeks.</td>
</tr>
</tbody>
</table>
Table 2

Fully adjusted associations between social integration, social contact frequency, and average cortisol AUC moderated by age

<table>
<thead>
<tr>
<th></th>
<th>Separate Regressions</th>
<th>Entered Simultaneously</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta )</td>
<td>( SE )</td>
</tr>
<tr>
<td>Social Integration × Age</td>
<td>−.085</td>
<td>.000</td>
</tr>
<tr>
<td>Social Contact Frequency × Age</td>
<td>−.061</td>
<td>.000</td>
</tr>
</tbody>
</table>
### Table 3
Multilevel model results for predicting cortisol slopes as a function of the interaction between social integration and age

<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>Parameter</th>
<th>Fixed Effects</th>
<th>γ</th>
<th>p-value</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>1.011</td>
<td>&lt; .001</td>
<td></td>
<td>[0.993, 1.028]</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>-0.037</td>
<td>.008</td>
<td></td>
<td>[-0.064, -0.010]</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>-0.030</td>
<td>.078</td>
<td></td>
<td>[-0.064, 0.003]</td>
</tr>
<tr>
<td></td>
<td>Other Race</td>
<td>-0.067</td>
<td>.025</td>
<td></td>
<td>[-0.126, -0.008]</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>-0.001</td>
<td>.759</td>
<td></td>
<td>[-0.009, 0.007]</td>
</tr>
<tr>
<td></td>
<td>Body Mass Index</td>
<td>-0.001</td>
<td>.393</td>
<td></td>
<td>[-0.003, 0.001]</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>-0.003</td>
<td>.866</td>
<td></td>
<td>[-0.040, 0.034]</td>
</tr>
<tr>
<td></td>
<td>Summer</td>
<td>0.045</td>
<td>.29</td>
<td></td>
<td>[0.005, 0.085]</td>
</tr>
<tr>
<td></td>
<td>Fall</td>
<td>0.015</td>
<td>.468</td>
<td></td>
<td>[-0.025, 0.054]</td>
</tr>
<tr>
<td></td>
<td>Pittsburgh Cold Study 2</td>
<td>0.164</td>
<td>&lt; .001</td>
<td></td>
<td>[0.132, 0.195]</td>
</tr>
<tr>
<td></td>
<td>Pittsburgh Mind Body Center Study</td>
<td>-0.157</td>
<td>&lt; .001</td>
<td></td>
<td>[-0.206, -0.107]</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>0.004</td>
<td>&lt; .001</td>
<td></td>
<td>[0.002, 0.006]</td>
</tr>
<tr>
<td></td>
<td>Social Integration</td>
<td>0.007</td>
<td>.182</td>
<td></td>
<td>[-0.003, 0.018]</td>
</tr>
<tr>
<td></td>
<td>Social Integration × Age</td>
<td>-0.002</td>
<td>.002</td>
<td></td>
<td>[-0.002, -0.001]</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>-0.042</td>
<td>&lt; .001</td>
<td></td>
<td>[-0.047, -0.037]</td>
</tr>
<tr>
<td></td>
<td>Time × Age</td>
<td>-0.002</td>
<td>&lt; .001</td>
<td></td>
<td>[-0.002, -0.001]</td>
</tr>
<tr>
<td></td>
<td>Time × Social Integration</td>
<td>-0.004</td>
<td>.009</td>
<td></td>
<td>[-0.007, -0.001]</td>
</tr>
<tr>
<td></td>
<td>Time × Social Integration × Age</td>
<td>&lt; .001</td>
<td>.037</td>
<td></td>
<td>[0.000, 0.001]</td>
</tr>
<tr>
<td></td>
<td>Time²</td>
<td>&lt; .001</td>
<td>.162</td>
<td></td>
<td>[0.000, 0.001]</td>
</tr>
<tr>
<td></td>
<td>Time² × Age</td>
<td>&lt; .001</td>
<td>&lt; .001</td>
<td></td>
<td>[0.000, 0.000]</td>
</tr>
<tr>
<td></td>
<td>Time² × Social Integration</td>
<td>&lt; .001</td>
<td>.019</td>
<td></td>
<td>[0.000, 0.000]</td>
</tr>
<tr>
<td></td>
<td>Time² × Social Integration × Age</td>
<td>&lt; .001</td>
<td>.032</td>
<td></td>
<td>[0.000, 0.000]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random Effects</th>
<th>Parameter</th>
<th>Variance</th>
<th>χ²(df)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level-1/Level-2</td>
<td>Intercept</td>
<td>0.039</td>
<td>2722.59(1343)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Time Slope</td>
<td>0.002</td>
<td>1767.42(1343)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Time² Slope</td>
<td>0.000</td>
<td>1754.52(1343)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Residual Error</td>
<td>0.079</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level-3</td>
<td>Intercept</td>
<td>0.166</td>
<td>1405.71(666)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Time Slope</td>
<td>0.042</td>
<td>1223.37(676)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Time² Slope</td>
<td>0.002</td>
<td>959.46(676)</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>