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ABSTRACT:
The ability to discriminate frequency differences between pure tones declines as the duration of the interstimulus

interval (ISI) increases. The conventional explanation for this finding is that pitch representations gradually decay

from auditory short-term memory. Gradual decay means that internal noise increases with increasing ISI duration.

Another possibility is that pitch representations experience “sudden death,” disappearing without a trace from

memory. Sudden death means that listeners guess (respond at random) more often when the ISIs are longer. Since

internal noise and guessing probabilities influence the shape of psychometric functions in different ways, they can be

estimated simultaneously. Eleven amateur musicians performed a two-interval, two-alternative forced-choice

frequency-discrimination task. The frequencies of the first tones were roved, and frequency differences and ISI dura-

tions were manipulated across trials. Data were analyzed using Bayesian models that simultaneously estimated inter-

nal noise and guessing probabilities. On average across listeners, internal noise increased monotonically as a

function of increasing ISI duration, suggesting that gradual decay occurred. The guessing rate decreased with an

increasing ISI duration between 0.5 and 2 s but then increased with further increases in ISI duration, suggesting that

sudden death occurred but perhaps only at longer ISIs. Results are problematic for decay-only models of discrimina-

tion and contrast with those from a study on visual short-term memory, which found that over similar durations,

visual representations experienced little gradual decay yet substantial sudden death.
VC 2021 Acoustical Society of America. https://doi.org/10.1121/10.0002992
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I. INTRODUCTION

To discriminate two sounds separated in time, a listener

must remember the relevant features of the first sound until

they have encoded the corresponding features of the second

sound. Typically, discrimination performance declines as

the duration of the interstimulus interval (ISI) increases

(e.g., Berliner and Durlach, 1973; Cl�ement et al., 1999;

Harris, 1952; Kinchla and Smyzer, 1967; Mathias et al.,
2020; Wickelgren, 1969).1 Importantly, since this decline in

performance occurs when the ISI is silent, it is not caused

by interference from irrelevant sounds (cf. Deutsch, 2013;

Mathias and von Kriegstein, 2014; Mercer and McKeown,

2010a,b; Ries et al., 2010; Semal and Demany, 1991, 1993;

Starr and Pitt, 1997). These findings suggest that representa-

tions of sound features are stored within—and eventually,

forgotten from—auditory short-term memory (ASTM).

The conventional view of forgetting from ASTM is that

representations experience gradual decay, becoming weaker

or less precise over time. For example, according to the

influential model proposed by Kinchla and Smyzer (1967),

representations fluctuate over time according to Wiener

diffusion (Wiener, 1923).2 Diffusion can be considered to

increase internal noise (Swets et al., 1959). The model by

Kinchla and Smyzer (1967) assumes that the variance of

internal noise is proportional to the ISI—or more precisely,

the stimulus-onset asynchrony (SOA)—whereas other mod-

els assume that this relationship is nonlinear (e.g.,

Wickelgren, 1969). Historically, it has proven difficult to

determine the exact gradual-decay function and adjudicate

between different gradual-decay models (Laming and

Scheiwiller, 1985). In other words, the results of many pre-

vious studies are broadly consistent with gradual decay.

An alternative view of forgetting is that representations

are maintained in ASTM without decaying until at some

point they disappear without a trace. In vision, this has been

called sudden death (Zhang and Luck, 2009). During a trial

in a discrimination experiment, if the representation of the

first sound suddenly dies before the second representation is

formed, the listener’s response on that trial must be a com-

plete guess, provided that care has been taken to rule out

alternative decision strategies relying on long-term memory

(Dai and Micheyl, 2012). Sudden death is a random event

that may or may not occur on any given trial but is more

likely to occur when the ISI is longer. Thus, sudden death

predicts a gradual decline in performance (when the

outcomes of many trials are averaged) as a function of
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increasing ISI duration. Results from studies in which dis-

crimination performance declined as a function of ISI dura-

tion (e.g., Berliner and Durlach, 1973; Cl�ement et al., 1999;

Harris, 1952; Kinchla and Smyzer, 1967; Mathias et al.,
2020; Wickelgren, 1969) may be explained either by grad-

ual decay or sudden death or perhaps a combination of both.

One trick to disentangling gradual decay and sudden

death is to estimate internal noise and guessing probabilities

simultaneously, using either delayed-estimation tasks
(Prinzmetal et al., 1998; Wilken and Ma, 2004) or psycho-
metric functions (Klein, 2001). A number of visual short-

term memory (VSTM) studies have employed the former

approach. Briefly, an observer sees a transient visual stimu-

lus (e.g., a colored square) and estimates its relevant feature

using a response array (e.g., a color wheel). On each trial,

the error (e.g., angular separation between the true and

estimated colors) is recorded. The distribution of errors over

trials typically resembles a mixture of a normal-like distri-

bution, reflecting errors on non-guess trials, and a uniform-

like distribution, reflecting errors on guess trials. Internal

noise is related to the spread of the normal-like distribution,

whereas guessing probability is related to the mixture

weighting. Perhaps surprisingly, results from some visual

delayed-estimation tasks suggest that color and shape repre-

sentations experience almost no gradual decay and substan-

tial sudden death (Zhang and Luck, 2009). Whereas

delayed-estimation tasks have been developed for the audi-

tory domain (Kumar et al., 2013; Teki and Griffiths, 2014),

as discussed later, these tasks may have some limitations

and may not be strongly analogous to tasks used in vision

studies (see Sec. IV).

A complementary approach to estimating internal noise

and guessing probabilities simultaneously is to use psycho-

metric functions. In a typical two-interval, two-alternative

forced-choice (2I-2AFC) discrimination experiment, inter-

nal noise is more likely to cause a listener to make the

wrong decision on a trial in which the stimuli are difficult to

discriminate than on a trial in which the stimuli are highly

discriminable. When proportions of responses belonging to

one response category are plotted as a function of the differ-

ences in physical properties of the stimuli (i.e., a psychomet-

ric function; see Fig. 1), greater internal noise leads to a

shallower slope. However, the lower and upper asymptotes

of the psychometric function do not change. By contrast,

guesses should occur randomly on any trial in a 2I-2AFC

experiment regardless of discriminability. Therefore,

increases in guessing probability draw the asymptotes of a

psychometric function toward the middle. Previous studies

have used similar approaches to estimate the extent to which

psychometric functions are contaminated by guesses due to

lapses in attention (Dai and Micheyl, 2011; Klein, 2001;

Mathias et al., 2020; Prins, 2012; Wichmann and Hill,

2001). Here, we adopt a similar approach to disentangle

gradual decay and sudden death in 2I-2AFC frequency-dis-

crimination experiments.

In the present study, we investigated whether pitch rep-

resentations experience gradual decay, sudden death, or a

combination of both. In two 2I-2AFC pure-tone frequency-

discrimination experiments, the frequency of the first tone

was randomized per trial over a wide range, making it likely

that listeners based their decisions on pitch representations

stored in ASTM rather than in long-term memory (cf.

Harris, 1952; Mathias et al., 2020). The frequency differ-

ences between the tones, denoted by D, and the durations of

the silent ISIs were manipulated across blocks of trials.

Data were analyzed in two ways. First, we fitted a

model that simultaneously estimated the listeners’ internal

noises and guessing probabilities (along with other parame-

ters of the psychometric function) at each ISI duration. If lis-

teners’ pitch representations experienced gradual decay,

there should be more internal noise, on average, on trials

with longer ISIs. If listeners’ pitch representations experi-

enced sudden death, guessing should be more likely, on

average, on trials with longer ISIs. We also analyzed the

data by fitting additional models that made more explicit

predictions concerning the potential effects of gradual decay

and sudden death, and we explored which of these best

explained the data.

II. METHOD

A. Experiment 1

Eight listeners (L0–7) participated in experiment 1

(four female, 19–29 years old). Each had a � 15 dB hearing

level for frequencies at octave steps between 250 and

8000 Hz and at least some degree of musical experience.

Musicians rather than nonmusicians were used to avoid the

need for extensive training in pure-tone frequency discrimi-

nation prior to the experiment (Micheyl et al., 2006). None

had experience in psychoacoustical experiments, all were

FIG. 1. Three possible psychometric functions from a 2I-2AFC discrimina-

tion experiment. On each trial, the listener chooses either the first or second

stimulus (e.g., “which was higher?”). Curves show the proportion of times

that the second stimulus is chosen as a function of D, denoting the relevant

physical property of the second stimulus minus that of the first stimulus.

The solid curve shows a reference psychometric function. The dashed line

shows a psychometric function with greater internal noise relative to the

reference as predicted by the gradual-decay view of forgetting. This psy-

chometric function has a shallower slope but similar values at the asymp-

totes (extreme values of D). The dotted line shows a psychometric function

with a greater guessing probability relative to the reference as predicted by

the sudden-death view. The asymptotes of this psychometric function are

closer to the middle of the y axis.
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naive to the aims to the study, and all were paid for their

participation. All listeners provided informed consent via

documents approved by the Boston University Charles

River Campus Institutional Review Board. None of the lis-

teners reported having absolute pitch.

On each trial, listeners heard two 100-ms pure tones,

presented at 70 dB sound pressure level, gated on and off

with 20-ms raised-cosine amplitude ramps to reduce spectral

splatter, and separated by silent ISIs of 0.5, 2, 5, or 10 s.

Tones were generated digitally and delivered diotically via

headphones (Sennheiser HD 580, Hannover, Germany)

using a 24-bit digital-to-analog converter at a sampling rate

of 44 100 Hz (MOTU Microbook, Cambridge, MA). On

each trial, the frequency of the first tone was roved uni-

formly on the log2 scale over a three-octave range

(400–3200 Hz). The frequency difference between the tones,

D, was selected from 13 values, which were roughly loga-

rithmically spaced on the log2 scale (�0.75, �0.38, �0.19,

�0.1, �0.05, �0.03, 0, 0.03, 0.05, 0.1, 0.19, 0.38, and 0.75

semitone). Trials were organized into blocks containing

�50 trials each. The ISI was fixed for all trials within a

block, and blocks were randomly ordered. All listeners but

L0 completed 40 trials of each combination of ISI and D.

Due to a programming error, L0 completed 38–50 trials per

condition.

Listeners were tested alone in a sound-attenuating

chamber (IAC, North Aurora, IL). Task instructions were

always the same: indicate which tone had the higher pitch

by pressing “1” or “2” on the computer keyboard. Response

times were unlimited. After each trial, listeners were given

visual feedback about the response accuracy in the form of

green or red text on the computer monitor (none of the lis-

teners were colorblind). On trials in which D ¼ 0, neither

response was considered correct, and listeners always

received negative feedback.3 The next trial began 2 s after a

response. Listeners completed the experiment over several

sessions, completed on different days, and each session

lasted �2 h.

B. Experiment 2

Values of D exceeding a listener’s difference limen cap-

ture the extremities of their psychometric function and are

highly informative for estimating the guessing probability.

However, for some listeners in experiment 1, the most

extreme D values (60.75 semitone) were not much larger

than their difference limens. Therefore, their guessing prob-

abilities may not have been estimated precisely, which, in

turn, could have influenced estimation of the standard devia-

tion of their internal noises and influenced overall results.

Experiment 2 was performed to address this potential limita-

tion of experiment 1.

Four listeners from experiment 1 (L0–3) and three new

listeners (L8–10) participated in experiment 2 (seven total;

four female; age range 19–29 years old). Like the other lis-

teners, the three new listeners had normal hearing, some

degree of musical experience, and no experience in

psychoacoustical experiments. They were also naive to the

aims of the study, paid for their participation, and provided

informed consent via approved documents. None reported

having absolute pitch.

Experiment 2 was identical in design to experiment 1

except that D values were linearly spaced and spanned twice

that of the previous range. The possible values were �1.5,

�1.25, �1, �0.75, �0.5, �0.25, 0, 0.25, 0.5, 0.75, 1, 1.25,

and 1.5 semitones. All listeners except L3 completed 40 tri-

als of each combination of ISI and D; due to a programming

error, L3 completed 40 trials of each 0.5-s ISI condition and

45 trials of all other conditions. As in experiment 1, trials

were organized into blocks of �50 trials, the ISI was fixed

for all trials within a block, and listeners completed the

experiment over several sessions on different days with each

session lasting �2 h. Experiment 2 was conducted after

experiment 1.

C. Data analysis

1. Agnostic model

In a previous study, we developed a Bayesian model

(Gelman, 2014; Kruschke, 2015; Lee and Wagenmakers,

2013) to explain listeners’ responses in 2I-2AFC experi-

ments that estimated internal noise and guessing probabili-

ties simultaneously (Mathias et al., 2020). Here, we used a

modified version of that model to test whether internal noise

and guessing probabilities differed between ISI durations.

The model assumed that on each trial, there was non-

zero probability that a listener responded completely at

random regardless of the stimuli. We call this behavior

guessing. We let g denote the guessing probability and a
denote the probability of choosing the second tone while

guessing. The model further assumed that on non-guessing

trials, listeners formed two noisy representations correspond-

ing to the tones’ pitches. Pitch representations were corrupted

by internal noise that was normally distributed on the musical

scale and had equal variance across all frequencies. We let n
denote the standard deviation of the ensemble internal noise

(i.e., the combined noise affecting both pitch representations

per trial) in semitones. Listeners chose the first tone if the first

pitch representation—plus an amount to account for response

bias on non-guessing trials, denoted by b—was greater than

the second pitch representation, and chose the second tone

otherwise. These assumptions were combined to form a psy-

chometric function with four parameters,

p ¼ agþ 1� gð ÞU D� b

n

� �
; (1)

where p is the probability that a listener chose the second

tone, U is the cumulative distribution function of the stan-

dard normal distribution, and D is the frequency of the first

tone minus the frequency of the second tone. Given the sim-

ilarities between this model and the one described by

Mathias et al. (2020), we have omitted its derivation.
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Each parameter of the psychometric function (a, b, n,

and g) was the sum of a stochastic random variable representing

the baseline value of that parameter per listener and a stochastic

random variable representing the fixed or group-level effect of

ISI duration on that parameter. Group-level effects were coded

using reduced-rank dummy coding with ISI¼ 0.5 s as the refer-

ence condition; this meant that, per parameter, there were varia-

bles representing the group-level differences between ISI

¼ 0.5 s and ISI ¼ 2 s, ISI ¼ 0.5 s and ISI ¼ 5 s, and ISI

¼ 0.5 s and ISI ¼ 10 s. Bayes factors (BFs; Jeffreys, 1998;

Kass and Raftery, 1995), approximated via the Savage–Dickey

method (Dickey and Lientz, 1970; Wagenmakers et al., 2010),

were used to test whether these variables differed from zero.

This involved fitting skew normal distributions (Azzalini, 1985)

to the variable’s prior and posterior samples, computing their

probability densities at zero, and then dividing the prior proba-

bility density at zero by the posterior probability at zero. BFs

were interpreted using the scheme proposed by Jeffreys (1998)

and later modified by Lee and Wagenmakers (2013).

Mildly informative priors were assigned to random var-

iables. See Appendix A for the complete specification.

We describe the above model as agnostic because it did

not assume that either gradual decay or sudden death actu-

ally occurred—it was possible for the group-level differ-

ences in n and g across ISI durations to be zero or even

negative. Moreover, the model allowed a and b to differ

between ISI durations, although neither view of forgetting

made any predictions about these parameters.

2. Prescriptive models

We modified the agnostic model to create three pre-
scriptive models, called the decay-and-death model, the

decay-only model, and the death-only model. Under these

models, the ensemble variance of internal noise, n2, was

decomposed into independent variance components: sensory
noise, the reflecting error in the initial encoding of represen-

tations, and memory noise, which accumulated over time

according to Wiener diffusion (Kinchla and Smyzer, 1967;

Wiener, 1923). Wiener diffusion may be considered to be a

simple model of gradual decay, and because previous stud-

ies comparing different gradual-decay models have pro-

duced somewhat equivocal results (Laming and Scheiwiller,

1985), we consider it to be a reasonable choice. Following

our previous work (Mathias et al., 2020), we assume that

sensory noise was equal for both tones per trial and memory

noise only affected the first tone. Therefore,

n2 ¼ 2s2 þ m2; (2)

where s is the standard deviation of sensory noise and m is

the standard deviation of memory noise. Wiener diffusion

means that the memory-noise variance is proportional to the

SOA or the ISI plus the duration of the first tone (0.1 s).

Therefore,

m2 ¼ dSOA; (3)

where d is the decay rate in semitones squared per second.

The prescriptive models further assumed that the guess-

ing probability, g, was the union of two nonexclusive proba-

bilities: the probability of a lapse in attention, denoted by l,
and the probability of sudden death, denoted by q. We define

lapses in attention as guesses that occur only at the response

stage after the computation of the decision variable, which

are not influenced by ISI duration. Guessing probability is,

therefore,

g ¼ lþ q� lq: (4)

We are not aware of any previous study proposing that

sudden death follows a specific function. We reasoned that a

sensible assumption, analogous to the assumption of Wiener

diffusion for gradual decay, is that the probability of sudden

death occurring within a 1-s interval is constant. Letting u
denote this probability, it follows that the probability of sud-

den death not occurring in a 1-s interval is 1� u. It also fol-

lows that the probability of sudden death not occurring in a

variable interval is the intersection of all infinitesimal non-

overlapping subintervals or ð1� uÞt, where t is the interval

in seconds. Therefore, the probability of sudden death

occurring within t is 1� ð1� uÞt, and q as a function of the

SOA is given by

q ¼ 1� ð1� uÞSOA: (5)

Under all three prescriptive models, psychometric-

function parameters a, b, l, and s were estimated separately

per listener but assumed to be the same on every trial. The

models differed in terms of d and u: under the decay-and-

death model, they were both estimated per listener, whereas

under the decay-only and death-only models, u and d,

respectively, were always zero. To improve the plausibility

of the prescriptive models, stochastic random variables were

assigned informative, hierarchical, multivariate priors (see

Appendix B).

The prescriptive models were fitted to the data sepa-

rately and their goodness-of-fits were compared using leave-

one-out cross validation (LOO) with Pareto-smoothed

importance sampling (Vehtari et al., 2017). The LOO infor-

mation criterion (IC) quantifies the out-of-sample predictive

accuracy of a Bayesian model while penalizing for its

complexity; when LOO ICs are reported on a log scale (in

contrast to a deviance scale), a model with a greater score

may be considered to be a better model than a model with a

smaller score. Like other ICs, absolute LOO ICs are not

meaningful. They are commonly interpreted in terms of the

difference in IC between models divided by the standard

error of the difference; in the social and psychological scien-

ces, differences on the order of two standard errors or

greater are usually considered to be substantial.

3. Sampling and checking

Joint posterior distributions were estimated using

no-U-turn sampling (NUTS; Hoffman and Gelman, 2014)

implemented in PyMC3 (Salvatier et al., 2016). Per model,
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three independent chains of 15 000 samples were collected.

The first 5000 samples per chain were used for tuning and

then discarded. Chains were inspected for good sampling

and convergence using various diagnostic metrics before

being concatenated. Prior and posterior distributions of all

variables were compared visually to ensure that appropriate

priors were chosen.

4. Additional analyses, data, and code availability

We examined the consequences of numerous modifica-

tions to the models described above. We fitted the models to

the experiments separately and to both experiments com-

bined4 with the two poorest-performing listeners excluded

(see Sec. III A). We created versions of the agnostic model

where a, b, g, and/or n were fixed across ISI durations. We

fitted versions of the prescriptive models with different

kinds of priors (nonhierarchical and hierarchical, univariate

and multivariate). With the exception of one ancillary result,

none of these modifications yielded any substantive changes

in the findings. Therefore, we have omitted them for the

sake of brevity. However, all models and results can be

found online.5

III. RESULTS

A. Raw data

As shown in Fig. 2, all listeners exhibited clear psycho-

metric functions, although L6 and L7 (who performed

experiment 1 only) had noticeably different psychometric

functions from the other listeners. These two listeners found

the experiment boring and were perhaps less motivated than

the others. On these grounds, one could make a case for

excluding their data; however, for the sake of transparency,

we opted to include them. We re-performed all analyses

with these listeners excluded, and none of the results

changed qualitatively (see Sec. II C 4). As expected, the

wider range of D values in experiment 2 resulted in captur-

ing more of the asymptotes of listeners’ psychometric func-

tions than were captured in experiment 1.

B. Results from the agnostic model

The agnostic model produced good, convergent poste-

rior samples and fitted the data well. The Bayesian fractions

of missing information (BFMIs; Betancourt, 2016) for the

three chains were 0.997–1.038, all rank-normalized R̂
(Vehtari et al., 2020) were � 1:000, and all effective sample

sizes (ESS, calculated using the bulk method; Vehtari et al.,
2020) for stochastic random variables were � 1:05� 104.

Median Bayesian R2 (Gelman et al., 2019) was 0.977 (stan-

dard deviation ¼ 0.019), and visual posterior predictive

checks (Fig. 2) revealed a high correspondence between the

model predictions and data.

If representations experienced gradual decay, there

should have been more internal noise (i.e., larger n) on trials

with longer ISIs than on trials with shorter ISIs on average.

Posterior distributions of the relevant stochastic random

variables are summarized in Fig. 3. For all three variables,

posterior means were positive, and the 95% highest density

intervals did not include zero. Furthermore, BFs for all three

corresponding hypothesis tests revealed “extreme” evidence

against the null hypothesis ((BF for 0.5-s versus 2-s ISI

¼ 2:99� 104; BF for 0.5-s versus 5-s ISI ¼ 2:72� 1016; BF

for 0.5-s versus 10-s ISI ¼ 4:55� 1020). Together, these

results suggest that internal noise monotonically increased

with increasing ISI duration.

If representations experienced sudden death, there

should have been a greater guessing probability (i.e., larger

g) on trials with longer ISIs than on trials with shorter ISIs

on average. Unexpectedly, the mean and entire 95% highest

density interval of the variable representing the difference in

guessing probability between ISI ¼ 0.5 s and ISI ¼ 2 s was

negative (Fig. 3), indicating a smaller guessing probability

on trials with the longer ISI. The corresponding BF was

2254.988, suggesting extreme evidence against the null

hypothesis of no difference. For the variable representing

the difference between ISI ¼ 0.5 s and ISI ¼ 5 s, the 95%

highest density interval included zero, and the correspond-

ing BF was 0.114, suggesting “moderate” evidence for the

null hypothesis of no difference. Finally, for the variable

representing the difference between ISI ¼ 0.5 s and ISI

¼ 10 s, the mean and 95% highest density interval were

greater than zero and the BF was 3:04� 104, suggesting

extreme evidence against the null hypothesis. To summa-

rize, somewhat contrary to the predictions of sudden death,

the guessing probability was a nonmonotonic function of ISI

duration: the guessing probability appeared to decline when

the ISI increased from 0.5 to 2 s but increased with further

increases in ISI duration.

Although we did not make a priori predictions concern-

ing them, the agnostic model allowed us to examine the dif-

ferences between guessing preference, a, and bias, b, as a

function of ISI duration. There appeared to be a shift toward

greater preference for choosing the second tone while guess-

ing at ISI ¼ 2 s and 10 s. We are cautious about placing too

much importance on these results because guessing trials

reflect the minority of trials for all listeners.6 There also

appeared to be a negative shift in bias (greater bias toward

choosing the second tone) at ISI ¼ 5 s and 10 s. This result

could reflect the consistent drift of pitch representations

over time.

C. Results from the prescriptive models

All three prescriptive models produced good, conver-

gent posterior samples. The BFMI was 0.800–0.855 for all

models and chains, all rank-normalized R̂ were � 1:001,

and all ESSs were � 7727:928.

The LOO scores (Table I) showed that the decay-only

model outperformed the death-only model. However, the

decay-and-death model outperformed both of them, sugges-

ting that both kinds of forgetting were necessary to best

explain the data. The difference in the LOO score between
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the decay-and-death model and the decay-only model was

substantial at 2.9 times larger than its standard error.

IV. DISCUSSION

A. Summary of the findings

The present study examined how pitch representations

are forgotten from ASTM. One possibility is that they

experience gradual decay, becoming weaker over time.

Another is that they experience sudden death, disappearing

without a trace. Over two experiments, 11 listeners discrimi-

nated frequency differences between pairs of pure tones sep-

arated by silent ISIs of 0.5, 2, 5, or 10 s. We analyzed the

data in two ways. First, we used a model that estimated the

standard deviation of internal noise and guessing probabili-

ties as a function of ISI duration. Under this model, internal

FIG. 2. Symbols represent the proportion of second responses for a given experiment (circles for experiment 1 and triangles for experiment 2), listener (row

panels), ISI (column panels), and D (40 trials per symbol, on average). Curves are the posterior mean values of p, and shaded regions are the ranges between

the 1st and 99th centiles of the posterior predictive distribution under the agnostic model.
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noise appeared to increase with increasing ISI duration,

across all ISI durations, consistent with gradual decay.

Guessing probabilities decreased with increasing ISI duration

when ISI <2 s and increased with increasing ISI duration for

longer ISIs. These results suggest that sudden death also

occurred, at least for longer ISIs. In the second round of anal-

ysis, we compared models that assumed specific gradual

decay and/or sudden death functions. While the decay-only

model outperformed the death-only model, the decay-and-

death model outperformed both of them. Considering all

results together, we conclude that the data provide evidence

that both gradual decay and sudden death occurred. However,

we also note that the evidence for sudden death was some-

what weaker than that for gradual decay, and sudden death

may be pronounced only at relatively long ISI durations.

B. Implications for ASTM

Many previous studies have found that the ability to dis-

criminate differences between sequential sounds declines

with increasing ISI duration, even in the absence of interfer-

ing sounds, as long as the ISI is longer than a few hundred

ms (e.g., Berliner and Durlach, 1973; Cl�ement et al., 1999;

Harris, 1952; Kinchla and Smyzer, 1967; Mathias et al.,
2020; Wickelgren, 1969). Most of these studies assumed

that worsening performance was caused by gradual decay.

However, the present study suggests that performance in

these studies may have been influenced by sudden death as

well as gradual decay at long ISIs, which may have implica-

tions for their conclusions. For example, Cl�ement et al.
(1999) measured the listeners’ difference limens for fre-

quency and intensity when the ISI was 0.5 s, and then mea-

sured the sensitivity (d0; Green and Swets, 1988) for the

frequency and intensity differences of these magnitudes

when the ISIs were in the range 0.5–10 s. The authors found

that d0 decreased more rapidly as a function of the increas-

ing ISI for the intensity than for the frequency differences,

suggesting that loudness representations decayed more rap-

idly than the pitch representations. Alternatively, the results

by Cl�ement et al. (1999) could be explained by loudness

representations being more susceptible to sudden death than

are pitch representations, although it remains to be seen

whether discrimination of other sound features besides pitch

are affected by sudden death. Given that sudden death was

difficult to observe when ISI <5 s, we speculate that it plays

a relatively small role in most studies of frequency discrimi-

nation (besides those cited above) because it is rare for such

studies to employ very long ISIs. Furthermore, outside of

the laboratory, it is extremely rare to encounter such long

intervals of silence; therefore, it seems likely that the role of

FIG. 3. Marginal posterior distributions of the variables from the agnostic model, which represent the group-level differences between the ISI conditions.

Although the units are arbitrary, a value of zero represents no difference between conditions, a negative value represents a reduction from ISI¼ 0.5 s to the longer

ISI duration, and a positive value represents an increase from ISI¼ 0.5 s to the longer ISI duration. The shaded regions are 95% of the highest density intervals.

TABLE I. Results of the LOO model comparison. Higher information crite-

rion (IC) indicates a better model. Np is the effective number of parameters,

se( ) is the standard error of the estimate, and D is the difference from the

best model.

Model IC Np DIC se(IC) se(DIC)

Decay and death �1553.261 71.070 36.016

Decay only �1586.578 63.581 33.317 38.294 12.914

Death only �1625.497 78.757 72.236 38.611 14.009
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sudden death in real-world frequency discrimination is also

small.

Previous studies have proposed mathematical descrip-

tions of the gradual-decay function. For example, Kinchla

and Smyzer (1967) proposed that gradual decay follows

Wiener diffusion, which implies that the variance of internal

noise increases linearly with increasing ISI duration. Other

researchers have proposed alternative functions (for a dis-

cussion, see Laming and Scheiwiller, 1985). The present

findings suggest that the goal of selecting the correct

gradual-decay function is even more difficult than previ-

ously thought because the possibility of sudden death further

increases the complexity of the problem. To our knowledge,

no previous study has proposed any kind of function for sud-

den death. In our prescriptive models, we assumed a simple

function in which the probability of sudden death per second

was constant over the ISI. We chose this function mostly for

convenience so that the death-only model was roughly equal

in terms of overall complexity to the decay-only model.

However, the observation that the guessing probability was

not monotonically related to ISI duration may call this

assumption into question. Future experimentation could

attempt to adjudicate between more complex gradual-decay

and sudden-death functions simultaneously.

C. Limitations and open questions

An important limitation of the present work is that it

can be difficult to accurately and simultaneously measure

the slope and asymptotes of a psychometric function

because they exert somewhat similar influences on the mid-

dle of the function. If the range of stimulus values is too nar-

row, such that not enough of the extremes of the

psychometric function are captured, there is a risk that the

parameters controlling the slope and asymptotes may

“trade-off.” We recognized this issue during data collection

for experiment 1, which is why we performed experiment 2

with a wider range of frequency differences. However, as

pointed out by Prins (2012), trade-offs and misestimation

may occur even with very wide stimulus ranges. This was

the motivation behind fitting versions of the agnostic model

where some variables were fixed across different ISI dura-

tions (see Sec. II C 4). Overall, these models did not produce

results that were markedly different from those reported in

this paper. For example, in the model in which the guessing

probability was fixed across ISIs, one might have expected,

due to trade-off, that the relationship between internal noise

and ISI duration would be nonmonotonic, resembling the

relationship between the guessing probability and ISI dura-

tion in other models; instead, this relationship was mono-

tonic and almost identical to the relationship in the main

agnostic model.

It is unclear why the guessing probability decreased

between trials with 0.5-s ISIs and trials with 2-s ISIs. It

seems likely that some other phenomenon besides sudden

death influenced the listeners’ guessing behavior, which was

strongest at relatively short ISI durations. One possibility is

that this phenomenon was related to trials being blocked by

the ISI condition. It could be that the listeners’ strategies

were in some way modified by the ISI being predictable.

This is probably not a simple practice or fatigue effect

because ISI durations were varied randomly across blocks

of trials. More experimentation is needed to discover why

this occurred. For example, a future study could have listen-

ers perform the experiment with ISIs randomly varied across

trials within the same block.

In all of our models, we assumed that for a given lis-

tener, the standard deviation of sensory noise was always

the same. This assumption meant that under the agnostic

model, the standard deviation of ensemble internal noise [n
in Eq. (1)] was fixed per listener and ISI, and under the pre-

scriptive models, the standard deviation of sensory noise [s
in Eq. (2)] was fixed per listener. However, at least three

factors may have caused trial-by-trial variation in n or s.

First, the listeners’ difference limens for frequency are not

perfectly constant in semitones across the roving range we

employed (for a review and meta-analysis, see Micheyl

et al., 2012). Second, there may have been a resolution-edge

effect in which internal noise is lower when tone frequencies

are close to the limits of the roving range (e.g., Berliner

et al., 1977). Third, there may have been sequential interfer-

ence in which the second tone from one trial interferes with

the representation of the first tone on the next trial (e.g.,

Cowan et al., 1997). We believe that, overall, trial-by-trial

variability in n or s was quite small and roughly constant

across the different ISI durations, meaning that it was

unlikely to have made a considerable impact on our results

and conclusions.

Future work could examine the role of trial-by-trial var-

iability in roved frequency discrimination, although doing

this within the current analytic framework may prove to be

rather challenging. One approach is to relax the assumption

that sensory noise is normally distributed on the semitone

scale. A sensible alternative assumption is that it follows

a student t distribution, which is equivalent to assuming that

it is Gaussian, but from one trial to the next, its variance follows

the inverse-gamma probability distribution. Unfortunately, this

model involves convolving and marginalizing over highly

complex nonstandard probability distributions. An alterna-

tive approach is to explicitly model the sources of trial-by-

trial variability in internal noise. For example, the standard

deviation of sensory noise on a given trial could be made to

be a function of the frequency of the first tone (e.g., Micheyl

et al., 2012) or of frequencies visited on previous trials in

the experiment (e.g., Arzounian et al., 2017). We attempted

to implement these kinds of models here, but they did not

yield acceptable diagnostic metrics. We speculate that many

more trials per listener may be necessary to detect such

effects.

D. Comparison to VSTM

Our results concerning ASTM contrast with those of

previous studies on VSTM, most notably with the study by
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Zhang and Luck (2009). In the first of two experiments,

each trial presented three colored squares simultaneously for

100 ms, followed by an empty retention interval of 1, 4, or

10 s, followed by a probe to indicate the target square and a

color wheel. Observers estimated the color of the target

square using the color wheel. In the second experiment, the

colored squares were replaced by “s”-like objects whose

shapes were determined by a function that took as inputs

values from the circle, and the color wheel was replaced by

180 possible shapes arranged in a circle. In both experi-

ments, the authors fitted a mixture of two circular probabil-

ity distributions to observers’ errors (true color or shape in

degrees minus reported color or shape in degrees). The mix-

ture comprised a circular uniform distribution and a von

Mises distribution (an approximation to the wrapped normal

distribution). From this model, the authors estimated the

spread of the von Mises distribution (roughly analogous to n
in our models) and the mixture weighting (roughly analo-

gous to g) for each listener and retention interval. The

authors concluded that in both experiments, the spread of

the von Mises distribution did not differ across the different

retention intervals. By contrast, the weighting of the circular

uniform distribution increased significantly as a function of

the increasing retention interval. These results were inter-

preted as suggesting that representations of visual color and

shape experience only sudden death and no gradual decay

from VSTM.7

What could account for this apparent discrepancy

between findings concerning ASTM and VSTM? One obvi-

ous difference is that the experiments of Zhang and Luck

(2009) involved remembering three visual objects during

the retention interval, whereas in our experiments, listeners

needed to remember just one tone’s pitch during the ISI. We

are aware of three other studies in which observers per-

formed delayed-estimation tasks with one visual object per

trial and a variable retention interval, but none of them con-

sidered the possibility of sudden death (Nilsson and Nelson,

1981; Pertzov et al., 2017; Shin et al., 2017).

Another possibility is that delayed-estimation tasks and

2I-2AFC tasks produce different estimates of internal noise

and guessing probabilities, leading to different results. One

way to resolve this potential issue would be to use both

kinds of tasks in the same sensory domain and compare the

results. We are not aware of any vision studies that

employed 2I-2AFC tasks to investigate gradual decay and

sudden death. Two previous studies have employed

delayed-estimation tasks in audition. In the first (Kumar

et al., 2013), listeners heard sequences of one, two, or four

tones. At the end of each sequence, one of the tones was

probed via a number on the screen. A random-frequency

probe tone was then played, whose pitch listeners adjusted

using a dial to match that of the remembered target. On tri-

als in which listeners heard one tone, the average standard

deviation of the listeners’ errors (equivalent to n in our mod-

els) was �0:9 semitone. This value is much larger than the n
estimates obtained at 0.5-s ISI in our experiments, sugges-

ting that the task by Kumar et al. (2013) did not estimate the

same kind of internal noise as our 2I-2AFC discrimination

tasks did. Before conducting the present experiments, we

informally tried a similar delayed-estimation procedure but

quickly abandoned it. Anecdotally, this task did not feel like

a faithful analog of VSTM delayed estimation because the

tone to be adjusted tended to strongly interfere with the

memory of the target tone (cf. Deutsch, 2013) in a way that

may not happen in VSTM delayed estimation. In another

study (Teki and Griffiths, 2014), listeners estimated the

durations of intervals formed between clicks. However, one

could argue that because the intervals were actually silent

and merely demarcated by clicks, ASTM may not have been

used to remember the interval durations.

A final possibility is that analogous stores within audi-

tory and visual memory operate on different time scales.

Previous vision studies have often failed to find effects of

ISI duration during 2I-2AFC discrimination tasks of various

visual features when ISIs range from 1 to 60 s (e.g., Blake

et al., 1997; Greenlee et al., 1995; Greenlee et al., 1993;

Magnussen and Greenlee, 1992; Magnussen et al., 1990,

1991; Magnussen et al., 1996; Magnussen et al., 1998;

Magnussen et al., 1985). These results contrast sharply with

auditory studies in which effects of ISI duration are typically

robust. In vision, there is strong evidence for a distinction

between VSTM and iconic memory (Sperling, 1960). It

could be that sudden death is more frequent in VSTM than

in iconic memory or VSTM experiences less gradual decay

than does iconic memory. In one study, Demany et al.
(2008) suggested that there may be an auditory equivalent

of iconic memory, a high-capacity auditory memory storing

raw spectral information. However, its duration is at least

2 s, much longer than the duration of iconic memory (cf.

Phillips, 1974). It is possible that what we call ASTM here

is actually the analog of iconic memory and not VSTM.
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APPENDIX A: SPECIFICATION OF THE AGNOSTIC
MODEL

The vector w ¼ ½w0;w1;…w779�T denoted the counts of

trials on which the second tone was chosen as binned by lis-

tener, ISI, and D. Elements of w followed the probability

distribution

w � Binomial r; pð Þ; (A1)

where r is the vector containing the numbers of trials per bin

(40 in most cases) and p is the vector of probabilities [see

Eq. (1)]. Vectors of parameters from the psychometric func-

tion were transformations of vectors of latent variables as

follows:

a ¼ logistic
ffiffiffi
2
p

a
� �

; (A2)

b ¼ b=5; (A3)
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g ¼ logistic
ffiffiffi
2
p
ðc� 1Þ

� �
; (A4)

n ¼ exp m � 2ð Þ: (A5)

These transformations enabled the sampling of stochastic

random variables to be performed on the real number line

while ensuring informative priors on psychometric-function

parameters. Vectors of pretransformed variables were given

by

a; b; c; m½ � ¼ XH; (A6)

where X was a 14 � 780 design matrix [created using the R/

patsy formula “0 þ C(listener) þ C(isi)”], and H was a 4 �
14 matrix of independent stochastic random variables with

univariate standard normal priors,

H � Normalð0; 1Þ: (A7)

APPENDIX B: SPECIFICATION
OF THE PRESCRIPTIVE MODELS

Equations (A1)–(A3) also applied to the prescriptive

models. Additional psychometric-function parameters were

given by

l ¼ logistic
ffiffiffi
2
p
ðk� 1Þ

� �
; (B1)

s ¼ exp 1� 2ð Þ: (B2)

Under the decay-and-death and decay-only models,

d ¼ exp d� 5ð Þ; (B3)

whereas under the death-only model, d ¼ 0. Under the

decay-and-death and death-only models,

u ¼ logistic
ffiffiffi
2
p
ðv� 2Þ

� �
; (B4)

whereas under the decay-only model, u ¼ 0. Vectors of the

pretransformed variables were given by

a; b; d; k;v½ � ¼ ZX; (B5)

where Z was an 11 � 780 design matrix [created using the

R/patsy formula “0 þ C(listener)”] and

X ¼ lþ ðLAÞT ; (B6)

where l was a five-item vector of stochastic random varia-

bles, representing the hyperprior means,

l � Normalð0; 1Þ: (B7)

A was an 11 � 5 matrix of independent stochastic random

variables, representing the offsets of listener-level

parameters,

A � Normalð0; 1Þ; (B8)

and L was the Cholesky decomposition of the variance-

covariance matrix R ¼ LLT , and

R ¼ RDR; (B9)

where R was a stochastic correlation matrix assigned the

prior distribution proposed by Lewandowski et al. (2009)

with flat priors on all nondiagonal entries,

R � LKJð1Þ; (B10)

and D was a diagonal matrix of stochastic standard

deviations,

D ¼ diagðrÞ; (B11)

r � Exponentialð1Þ: (B12)

1This is not always the case. When the stimuli are very brief and ISIs are

shorter than a few hundred ms, longer ISIs actually improve discrimina-

tion performance (e.g., Carbotte, 1973; Demany et al., 2005; Demany and

Semal, 2005; Massaro and Idson, 1977; Small and Campbell, 1962;

Taylor and Smith, 1975).
2Kinchla and Smyzer (1967) actually considered gradual decay to be a

Gaussian random walk with arbitrarily small steps. However, it is equiva-

lent and more rigorous mathematically (because it bypasses the need to

define a step size) to take the random process to the limit and consider

gradual decay to be the Wiener process, which is a Gaussian random walk

with infinitely small steps (Donsker, 1951).
3This feature was inherited from our previous study and had no discernible

bearing on its results; see footnote 1 of Mathias et al., 2020, for a

discussion.
4For listeners who participated in both experiments, all of their data were

used to estimate a single set of listener-specific variables (i.e., they were

not treated as separate listeners between experiments).
5See https://github.com/sammosummo/ForgettingPitchPublic (Last viewed

Dec. 4, 2020).
6Moreover, these group-level differences were no longer present when L6

and L7 were removed.
7These findings were disputed in a conference abstract by Fougnie et al.
(2013); however, to the best of our knowledge, a full article describing

this work was never published.
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