Spatial alignment between faces and voices improves selective attention to audio-visual speech
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ABSTRACT: 
The ability to see a talker’s face improves speech intelligibility in noise, provided that the auditory and visual speech signals are approximately aligned in time. However, the importance of spatial alignment between corresponding faces and voices remains unresolved, particularly in multi-talker environments. In a series of online experiments, we investigated this using a task that required participants to selectively attend a target talker in noise while ignoring a distractor talker. In experiment 1, we found improved task performance when the talkers’ faces were visible, but only when corresponding faces and voices were presented in the same hemifield (spatially aligned). In experiment 2, we tested for possible influences of eye position on this result. In auditory-only conditions, directing gaze toward the distractor voice reduced performance, but this effect could not fully explain the cost of audio-visual (AV) spatial misalignment. Lowering the signal-to-noise ratio (SNR) of the speech from +4 to −4 dB increased the magnitude of the AV spatial alignment effect (experiment 3), but accurate closed-set lipreading caused a floor effect that influenced results at lower SNRs (experiment 4). Taken together, these results demonstrate that spatial alignment between faces and voices contributes to the ability to selectively attend AV speech.
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I. INTRODUCTION 

The ability to see a person’s face as they are speaking leads to a well-established improvement in speech recognition accuracy, particularly in high levels of background noise (Crosse et al., 2016; Erber, 1975; MacLeod and Summerfield, 1987; Ross et al., 2006; Schwartz et al., 2004; Sumby and Pollack, 1954). This benefit critically depends on the temporal relationship between the auditory and visual signals (Grant and Greenberg, 2001; Grant and Seitz, 2000). For both speech and nonspeech stimuli, temporal coherence across cross-modal features drives binding of the sensory inputs into a single perceptual object (Maddox et al., 2015). If the signals are offset beyond the limits of a temporal binding window, benefits of audio-visual (AV) binding are abolished; for AV speech, this window spans an auditory offset of roughly −40 to 200 ms relative to the visual input (Conrey and Pisoni, 2006; van Wassenhove et al., 2007). 

Reduced latencies and amplitudes compared to their auditory-only counterparts, suggesting that vision can provide anticipatory information that facilitates auditory processing (Besse et al., 2004; Peelle and Sommers, 2015; van Wassenhove et al., 2005). However, as with the behavioral benefits of integration, introducing temporal offsets between the auditory and visual stimuli systematically reduces the strength of these AV ERP modulations (Simon and Wallace, 2018).

Consensus has not been reached regarding the practical role that AV spatial alignment plays in integration. On one hand, several cross-modal illusions are known to be unaffected by spatial misalignment between their unisensory components. For instance, the McGurk effect, in which visual articulator movements influence auditory perception of syllables, occurs even with a large spatial disparity between the talker’s video and voice (Bertelson et al., 1994; Jones and Munhall, 1997). The same is true of the sound-induced flash illusion; briefly presented auditory stimuli can influence the number of perceived visual stimuli even if the cross-modal signals are spatially misaligned (DeLoss and Andersen, 2015; Innes-Brown and Crewther, 2009).

However, in a study that introduced a more complex version of the sound-induced flash paradigm with multiple competing streams of auditory and visual stimuli, the strength of the effect was in fact modulated by spatial alignment within each AV stream (Bizley et al., 2012). Similarly, in the pip...
and pop effect, in which visual search is facilitated by a tone played in synchrony with a visual target (Van der Burg et al., 2008), behavioral and electrophysiological signatures of integration were observed regardless of AV spatial alignment between visual targets and tones. However, in a version of the task with two competing AV stimuli, search benefits and ERP signatures of integration did depend on hemifield alignment between the auditory and visual components of each stimulus (Fleming et al., 2020). Taken together, these findings indicate that in relatively simple scenes lacking in multisensory competition, temporal coherence alone is sufficient to drive AV integration. When the sensory environment becomes more complex, however, AV spatial alignment may represent an important secondary cue to aid selective integration of the correct inputs.

Some previous studies have investigated visual facilitation of auditory selective attention using speech stimuli in “cocktail party” listening environments. For instance, visual input that is temporally coherent with one stream in an auditory mixture improves perceptual and neural tracking of that stream (Atilgan et al., 2018; Zion Golumbic et al., 2013). However, to our knowledge, no existing studies have examined whether spatial alignment (or explicit misalignment) between faces and voices influences this AV selective attention advantage. In investigating this, target and distractor voices would necessarily be spatially separated from one another, providing another auditory selective attention benefit in the form of spatial release from masking (SRM) (Litovsky, 2012). Acoustic advantages arising from the relative positions of the target and masker contribute to SRM, but their contribution is relatively minor when competing speech is present. Instead, the main benefits of spatially separating the competing talkers arise from facilitating perceptual segregation of the voices, thereby allowing listeners to focus attention selectively on the target talker based on its location (Durlach et al., 2003; Watson, 1987; Wu et al., 2005). Given that AV binding can also improve perceptual segregation, the current work aimed to tease apart these benefits and ERP signatures of integration did depend on hemifield alignment between the auditory and visual components of each stimulus (Fleming et al., 2020). Taken together, these findings indicate that in relatively simple scenes lacking in multisensory competition, temporal coherence alone is sufficient to drive AV integration. When the sensory environment becomes more complex, however, AV spatial alignment may represent an important secondary cue to aid selective integration of the correct inputs.

In experiment 1, we examined whether spatial alignment between corresponding faces and voices affected the magnitude of AV benefits in speech attention. Aligned and misaligned AV conditions were compared against auditory-only conditions with spatially separated or spatially coincident speech streams. In experiment 2, we examined gaze fixation effects on auditory spatial attention, and whether they may have influenced the results of experiment 1. In experiment 3, we tested the effect of AV spatial alignment at increasingly challenging SNRs. Finally, in experiment 4 we measured lipreading performance on this closed-set task using a visual-only condition. Across these experiments, spatial alignment between corresponding faces and voices provided a consistent selective attention benefit. While gaze position alone had an effect, it could not account for the full effect of AV spatial alignment (experiment 2). The effect of spatial alignment between faces and voices may be magnified in noisier settings (experiment 1 and experiment 3), though a future open-set version of this task is needed to confirm this (experiment 4).

II. GENERAL METHODS

There were several common aspects across the four experiments presented in this study. These general procedures will first be described, with experiment-specific methods covered in subsequent subsections. All experiments were presented online using the Gorilla Experiment Builder (Gorilla, 2021), and subject recruitment was conducted using the Prolific online recruitment service (Prolific, 2021). Participants were required to use a laptop or desktop computer and either the Microsoft Edge or Google Chrome web browser, due to known issues with media autoplay in other web browsers. To be included in the study, participants were required to be 18–55 years old, have learned English as their first language, and have no known hearing loss. Participants were allowed to complete only one of the four experiments. Participants provided informed consent, and all study procedures were approved by the Carnegie Mellon University Institutional Review Board.

A. Screening and pre-experiment tasks

Before participants were allowed to start the main experiment, they had to complete several screening and setup tasks designed to ensure their web browser settings and audio equipment were suitable to perform the study. First, a questionnaire at the end of the consent form asked participants to confirm the first language and hearing status they reported in Prolific; those who failed to confirm this information were rejected. Next, a brief piece of music was automatically played to ensure that participants had autoplay enabled in their web browser. If they could not hear the music, instructions for enabling autoplay were provided.
If they did not want to change their browser settings, participants were also given the option to withdraw from the study at this point.

Next, participants completed an illusory pitch detection task based on the Huggins pitch phenomenon to check that they were using headphones. In the Huggins pitch effect, identical white noise is played to the two ears, except that the noise is phase-shifted by 180° in a narrow frequency band in one ear. Monaurally, this phase shift is undetectable, but when presented dichotically, participants perceive a pitch corresponding to the narrowband noise that is phase-inverted between the ears (Chait et al., 2006; Cramer and Huggins, 1958). Since free-field interference disrupts this interaural phase offset, screening tasks based on Huggins’ pitch are highly selective for participants who are using headphones (Milne et al., 2020). On each trial, three binaural noise stimuli were presented sequentially, one of which contained a Huggins’ pitch stimulus. Participants made a three-alternative forced choice judgment about which interval contained the “hidden tone.” Participants were first given an example trial, on which they were told which interval contained the tone. They then performed six trials of this task without feedback. All trials needed to be answered correctly to proceed to the main task, but participants were allowed one retry with six new trials if they did not pass on the first attempt.

Participants were next asked to set their computer volume in preparation for the main experiment. An audio-only speech stimulus resembling those used in the main study (two female talkers embedded in speech-shaped noise) was played, and participants were asked to turn up their computer volume until the stimulus was as loud as possible without becoming uncomfortable. Finally, participants performed a brief spatial hearing task using similar audio-only speech stimuli. Prior to starting this task, participants were instructed to check that their headphones were not on backwards. On each trial, one of the talkers from the main experiment spoke a five-word sentence, which was spatialized using non-individualized head-related transfer functions (HRTFs) to either −15° or 15° azimuth. These sentences were not repeated by this talker in the actual experiment. Participants’ task was to judge whether the speech came from the left or the right. After two practice trials with feedback, participants were required to answer five out of six trials correct without feedback to advance to the main experiment.

B. Trial structure and task

During the main experiment, participants were asked to pay attention to one talker’s speech while ignoring the other talker. The general timeline of a trial is illustrated in Fig. 1(A). Each trial started with 1 s of fixation, with the fixation position changing based on the target talker and experimental condition, but remaining constant throughout the trial. Next, the word “nine” was spoken by the target talker to inform participants which talker to attend for the upcoming trial. The stimulus configuration was also present in the cue (e.g., video on or off, spatial location of the target talker’s voice). This was followed by another 1.5 s of fixation, with a separate token of speech-shaped noise (SSN) coming on in each ear for the last 500 ms. The SSN continued throughout presentation of the two competing speech stimuli. Stimulus presentation was followed by another 500 ms of fixation, and finally the participant response screen.

At the response screen, participants were shown four words, one of which had been spoken by the target talker. Participants’ task was to identify this target word and click on it using their mouse. Among the non-target word options, one or two (chosen randomly on each trial) always came from the distractor talker’s stream. The other one or two word options were selected randomly from words present in the stimulus corpus, but not spoken by either talker on the current trial. The instructions stated that participants should respond as quickly as possible without sacrificing accuracy.

C. Stimuli

The original speech stimuli were high-definition AV recordings of two female talkers saying short sentences in a neutral affect, drawn from the Sensimetrics Speech Test Video Corpus (Sensimetrics, 2021). The video components of these stimuli are limited to the talkers’ shoulders and above and do not include hand gestures. The sentences are constrained to a syntactic structure of Name–Verb–Number–Adjective–Plural Noun (for example, “Peter gives nine red tables”). One of 10 interchangeable words can appear in each position. The corpus includes each talker saying 500 unique sentences of this structure; a subset of 160 of these sentences were chosen randomly from each talker for this experiment. On each trial, stimulus pairings from the two talkers were restricted such that all five words were different between the two talkers. Within each talker, no sentences were repeated during the experiment.

On each trial, the auditory signals from the two talkers underwent the following processing steps: amplitude normalization, onset and offset ramping, time alignment, spatialization, and the addition of speech-shaped noise. The speech envelopes were first approximated separately for each stimulus by lowpass filtering the signals (third order Butterworth filter, 8 Hz cutoff frequency). The speech-on portions were estimated by finding the first and last points at which the envelope crossed an arbitrary threshold value. The root mean square (RMS) amplitude of each stimulus was calculated within the speech-on portion, and then the entire signal was scaled to an RMS level such that no clipping would occur across the entire stimulus set. This procedure ensured that the stimuli were amplitude-normalized across talkers and trials; however, given that the actual stimulus level was set by each participant in this online study, we did not control absolute sound levels.

The first and last 30 ms of the stimuli were cosine-ramped to avoid onset and offset artifacts. Within each pair of stimuli, the auditory signals were then time-aligned such that the speech-on portions overlapped maximally.
Whichever signal had their earlier onset was delayed such that the midpoints of the speech-on portions matched, with the amount of time shift rounded to an integer multiple of the video frame rate to preserve AV alignment. Zeros were appended to the other signal to match stimulus lengths. The stimuli were then separately spatialized to \( \pm 15^\circ \) azimuth (depending on the experimental condition) and 0\(^\circ\) elevation by convolving them with non-individualized HRTFs from the CIPIC database (Algazi et al., 2001).

Speech-shaped noise was generated based on a random subset of 60 experimental stimuli (30 samples from each of the talkers). To generate the noise, we randomized and concatenated the 60 stimuli, computed the discrete fast Fourier transform (FFT), randomized the phases of the frequency components, and then returned the stimulus to the time domain with the inverse FFT. The resulting noise stimulus was approximately 186 s long; a random time segment of this signal was extracted for each stimulus. The level of the noise was measured by RMS, and depending on the condition, scaled to an amplitude of −4, 4, 8, or 12 dB relative to the speech signal at the louder ear (speech was embedded in noise in all experiments). Two separate noise tokens were drawn on each trial, one of which was spatialized to \( \pm 15^\circ \) and the other to \( +15^\circ \) azimuth, matching the locations of the speech signals. Each noise stimulus was then added to the corresponding spatialized speech signal.

We performed minimal additional processing on the video components of the stimuli, but to align them with the auditory stimuli, we duplicated the first or last frame until the video and audio lengths matched. Finally, the two
auditory and visual (if present) stimulus components were combined in Adobe Premiere Pro. Fixation and cue trial phases were also added at this stage, and complete trials were exported as MP4 video files. To prevent lagging or freezing in a web browser-based experimental environment, the stimuli were compressed using default online video settings in the Handbrake Open Source Video Transcoder software (The HandBrake Team, 2021).

D. Data analysis

Proportion correct and response time (RT) data were analyzed using mixed effects models. For the accuracy data, binomial models (using the logit link function) were employed at the level of individual trials. For the RT data, the median RT was first calculated for each participant and condition to limit the influence of anomalously slow RTs. These median RTs were then analyzed using linear mixed effects models. In both cases, the significance of fixed effects terms and their interactions (where appropriate) were assessed by subjecting the model to a type III analysis of variance (ANOVA), with p-values based on the Satterthwaite approximation for degrees of freedom. Post hoc comparisons between each relevant pair of factor levels were made by extracting model terms for these contrasts, then cycling which level was treatment-coded as baseline until all the necessary contrasts were computed. To account for multiple comparisons, the p-value criterion for assessing the significance of these model terms was adjusted using the Bonferroni-Holm correction, assuming a starting alpha level of $p = 0.05$.

For plotting, each participant’s median RT data were centered on the average of their median RTs across conditions due to the large inter-subject variability in RT. Stimulus processing and data organization were performed in PYTHON, while statistical analyses (using the lme4 and lmerTest packages) and figure generation were conducted in R.

III. EXPERIMENT 1

A. Experiment 1 methods

1. Participants

One hundred participants completed all experimental procedures for experiment 1. Ten additional participants completed some but not all components; two failed to confirm either their first language or hearing status as reported in Prolific, six failed one of the headphone checks and were rejected, and two started the main experiment but did not finish it. Of the 100 complete datasets, four were rejected because participants performed below chance in one or more of the experimental conditions, making it difficult to verify that they were consistently attending the correct talker. Thus, the final dataset comprised 96 participants (mean age = 30.1 years, SD = 8.8; 57 female, 38 male, 1 non-binary). Participants who failed headphone screenings or did not complete the task due to technical issues were awarded partial compensation. Participants who completed all study components were paid a flat amount of $5.50, corresponding to an average pay rate of $7.77/h.

2. Experiment design

Participants performed the speech selective attention task in four different conditions [Fig. 1(B)]. In the AV aligned condition (top-left panel), participants heard two competing speech streams and saw corresponding video of the talkers’ faces. The videos were positioned on opposite sides of the screen, with each talker’s video appearing in the same location on all trials. The auditory signals were spatialized to $-15^\circ$ and $15^\circ$ such that each voice was presented in the same hemifield as the corresponding face. In the AV misaligned condition (bottom-left panel), the video components were structured identically to the AV aligned condition (with the same talker’s face always appearing on the left), but the voice spatialization was reversed, such that each voice was presented in the opposite hemifield as the corresponding face. In both AV conditions, participants were instructed to look at the target talker’s face in whatever way felt natural.

Two auditory-only (A-only) control conditions were also included so we could test for perceptual advantages of being able to see the talkers’ faces. In the A-only lateralized condition [Fig. 1(B), top-right panel], voices were spatialized in the same was as in the AV aligned condition, but the video components were removed and replaced with a constant fixation cross. Fixation was lateralized to the same hemifield as the target voice to control for possible eye position effects on auditory localization and attention (Maddox et al., 2014; Reisberg et al., 1981). Finally, in the A-only colocated condition (bottom-right panel), both voices were spatialized to $0^\circ$ azimuth, which removed the benefit of SRM (Litovsky, 2012). In this condition, the fixation cross was presented in the “stereotyped” hemifield for the target talker (i.e., where their voice was presented in the AV aligned and A-only lateralized conditions) such that fixation would be lateralized similarly across conditions.

In all conditions of experiment 1, the speech-shaped noise was set to be 4 dB less intense than the speech. As with all experiments, the noise was spatialized to the same azimuthal locations as the two speech signals. Prior to starting the main experiment, participants were given one practice trial from each condition with feedback. If they answered a practice trial incorrectly, they were asked to repeat the trial until they correctly chose the target word. Trials from the four conditions were randomly intermixed throughout the experiment. Participants performed 40 trials of each condition (160 trials total) without feedback. An opportunity to take a break was provided every 10 trials.

B. Experiment 1 results

1. Speech attention task accuracy

A binomial mixed effects model was used to analyze task accuracy. The model had one fixed effect term, condition, with the four experimental conditions as levels. Random effects included participant-specific intercepts for each
condition and a stimulus term. A fuller version of the model also included a random effect term for participant age, but removing this term did not result in a significantly worse fit to the data as measured by the Akaike or Bayesian information criterion, and so the simpler model was favored. The structure of the final model was as follows, in Wilkinson notation,

$$\text{logit}(\text{Correct}) \sim \text{Condition} + (1 + \text{Condition} | \text{ID}) + (1 | \text{Stimulus}).$$

An ANOVA conducted on this model revealed a main effect of condition \(X^2 = 204.58, df = 3, p = 4.33 \times 10^{-44};\)

Fig. 2(A)]. Post hoc comparisons (Wald’s z tests on model contrasts, followed by Bonferroni-Holm correction of the alpha criterion) revealed that participants performed significantly worse on the A-only co-located condition than any of the other three (vs AV aligned, \(z = -13.70, p = 1.03 \times 10^{-42};\) vs AV misaligned, \(z = -8.96, p = 3.02 \times 10^{-19};\) vs A-only lateralized, \(z = -9.60, p = 7.78 \times 10^{-22};\) The difference between the two A-only conditions validates a strong benefit of SRM, on the order of a 30% improvement in target speech recognition, using an online platform. To assess AV benefits beyond spatial separation of the two voices, each
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FIG. 2. (Color online) Task performance in experiment 1. (A) Proportion correct. Chance performance is indicated by the dashed line. (B) Response time, with each participant’s average RT across conditions subtracted from their RT in each condition. (C) Average counts of Switch errors (the participant chose a word from the distractor stream) and Random errors (the participant chose a word spoken by neither talker). (D) The proportion of errors that were of the Switch type in each condition. Because half of the incorrect words came from the distractor stream on average, random guessing on each error trial would yield a proportion of 0.5 (dashed line). All gray lines and dots represent individual participants, error bars represent 95% confidence intervals, and asterisks indicate statistical significance in post hoc comparisons: ** = \(p < 0.01;\) *** = \(p < 0.001;\) N.S. = not significant.
AV condition was compared against the A-only lateralized condition. We observed an additional performance benefit of seeing the talkers’ faces when each voice was presented in the same hemifield as the corresponding face (AV aligned vs A-only lateralized, \( z = 4.72 \), \( p = 2.39 \times 10^{-6} \)). On the other hand, speech recognition accuracy did not differ significantly between the AV misaligned and A-only lateralized conditions (\( z = -0.40 \), \( p = 0.68 \)). A direct comparison between the two AV conditions revealed that accuracy was significantly higher when the unisensory components of AV speech were spatially aligned than when they were misaligned (AV aligned vs AV misaligned, \( z = 4.87 \), \( p = 1.09 \times 10^{-6} \)). All significant p-values survived Bonferroni-Holm adjustment of the alpha criterion for significance.

2. Response time

Median RTs within each condition were widely variable across participants, from a minimum value of 1224 ms to a maximum of 3911 ms. Nonetheless, the pattern of RTs varied systematically across conditions in a matter consistent with the accuracy data. Since the RT data were first reduced to the median across stimuli within each condition, these data were modelled using a linear mixed effects model with no random effects term for stimulus. The structure of this model was

\[
RT \sim Condition + (1 + Condition | ID).
\]

An ANOVA conducted on this model again revealed a significant main effect of condition \([X^2 = 235.73, df = 3, p = 2.97 \times 10^{-51}; \text{Fig. 2(B)}]\). Post hoc testing showed that participants were slower to respond in the A-only co-located condition than any of the other three, reflecting elevated task difficulty when neither spatial separation nor visual information were available to help segregate the speech streams (vs A-only lateralized, \( t = 10.99 \), \( p = 1.17 \times 10^{-23} \); vs AV misaligned, \( t = 12.06 \), \( p = 2.49 \times 10^{-22} \); vs AV aligned, \( t = 13.88 \), \( p = 8.47 \times 10^{-34} \)). A modest difference in RT was also observed between the AV aligned and A-only lateralized conditions (mean RTs of 1999 and 2087 ms, respectively), which was statistically significant (\( z = -2.88 \), \( p = 0.0042 \), Bonferroni-Holm adjusted p-value criterion: \( p = 0.017 \)). This AV facilitation of RT did not reach significance when comparing the AV misaligned and A-only lateralized conditions (\( t = 1.07 \), \( p = 0.29 \)), hinting at a particular AV RT benefit when faces and voices were spatially aligned. However, the RT difference between the AV aligned and AV misaligned conditions approached but did not reach significance in this experiment (\( t = 1.82 \), \( p = 0.07 \), adjusted p-value criterion: \( p = 0.025 \)).

3. Error types

In all conditions, participants more commonly made Switch errors (in which they chose a word spoken by the distractor talker) than Random errors [in which they chose a word spoken by neither talker; Fig. 2(C)]. Figure 2(D) shows the proportion of errors that were of the switch type, in all conditions except AV aligned, in which there were not enough error trials to reliably compute these proportions. Data were excluded if a participant made fewer than three errors in a given condition, although that participant’s data could be included in other conditions where this error threshold was met. These error data were analyzed using a model similar to that used for the RT data,

\[
Prop.\text{Switch} \sim Condition + (1 + Condition | ID).
\]

Participants committed a significantly higher proportion of switch errors in the AV misaligned condition than in the A-only lateralized condition (\( t = 6.73 \), \( p = 2.76 \times 10^{-10} \)), although average proportion correct scores did not differ between these conditions. This suggests that when the faces and voices were spatially misaligned, errors were higher relative to the AV aligned condition because the distractor stream was processed to a greater extent. When visual information was removed altogether (A-only lateralized) on the other hand, the decrement in proportion correct was caused by reduced intelligibility of the target stream, as well as potentially the distractor stream. Switch errors were also relatively more common in the A-only co-located condition than in the A-only lateralized condition (\( t = 9.25 \), \( p = 1.48 \times 10^{-16} \)), indicating that across-stream confusions were the dominant error type when the streams could not be segregated on the basis of spatial separation or AV coherence.

IV. EXPERIMENT 2

A. Experiment 2 methods

In the previous experiment, performance differences between conditions may have been partially caused by eye position, which has been shown to affect auditory localization (Cui et al., 2010; Razavi et al., 2007) and spatial discrimination (Maddox et al., 2014). In the AV aligned and A-only lateralized conditions, participants’ gaze was held in the same hemifield to which they were listening. On the other hand, in the A-only co-located condition, participants fixated laterally but listened to a target voice presented at the midline, and in the AV misaligned condition, participants looked at the target talker’s face in the opposite hemifield as the corresponding voice. Directing gaze toward an auditory distractor stream in this manner can reduce participants’ ability to selectively attend and remember information in an auditory target stream (Reisberg et al., 1981).

To account for these issues, we conducted a follow-up experiment in which the A-only co-located condition was replaced with an A-only fixation reversed condition. On these trials, target and distractor voices were spatialized as in the A-only lateralized condition, but participants were asked to fixate in the opposite hemifield as the target voice. Poorer performance in this condition than the A-only lateralized condition would provide evidence that eye position effects may have contributed the difference between the AV aligned and AV misaligned conditions observed in experiment 1. Much of the methodology was the same as in experiment 1, and so this section will focus on differences between the two experiments.
1. Participants

There were 109 participants included in the final dataset for experiment 2 (mean age = 30.0 years, SD = 8.8; 58 female, 49 male, 2 non-binary), none of whom had participated in experiment 1. A total of 52 additional participants were rejected for the following reasons: four failed to verify their language and hearing information from Prolific, 17 failed the headphone screening task, eight started but did not complete the main task, seven were rejected due to performance that fell anywhere below chance in one or more experimental condition (6 in the new A-only fixation reversed condition, 1 in the AV misaligned condition), and 16 failed a new fixation check sub-task implemented in this experiment (more below). Including these rejected participants, 161 individuals were originally recruited into the experiment. Below-chance performers were paid in full, and the remaining rejected participants received partial compensation, with a maximum partial payment of $3 for those who completed all study procedures but failed the fixation check. Full payment was a flat $5.50, yielding an average pay rate of $7.53 per hour.

2. Experiment design

The AV aligned, AV misaligned, and A-only lateralized conditions from experiment 1 were left largely unchanged in experiment 2. In the new A-only fixation reversed condition, the talkers’ voices were again spatialized horizontally to $-15^\circ$ and $15^\circ$, but the fixation cross was positioned in the hemifield opposite the target talker’s voice [see Fig. 1(C)]. In all four conditions, catch trials were included to ensure participants were maintaining fixation in the correct location. On these trials, a small green dot was briefly presented at the center of the fixation cross (A-only conditions) or the target talker’s video (AV conditions). The dot was presented for 300 ms at a random time when both talkers were speaking. When participants saw this dot, they were instructed to ignore the normal speech attention task and click a separate “catch” button on the response screen. Four catch trials replaced actual trials in each condition (16 catch trials overall), so participants performed 36 actual trials of each experimental condition. Participants were required to detect at least 60% of the catch trials overall, and at least 2 out of the 4 in each condition, to be included in the dataset and receive full payment.

B. Experiment 2 results

1. Speech attention task accuracy

A binomial mixed effects model was again used to analyze task accuracy. The conditions in this experiment were separated into two factors: Modality (AV or A-only) and fixation (aligned or reversed). Note that in the AV conditions, this fixation term also captured effects of AV spatial alignment. The model included these factors and their interaction as fixed effects, and random effect terms for participant-specific intercepts and individual stimuli.

\[
\text{logit}(\text{Correct}) \sim \text{Modality} \times \text{Fixation} + (1 + \text{Modality} + \text{Fixation} | \text{ID}) + (1 | \text{Stimulus}).
\]

Since this experiment had a two-by-two factorial design, the model was first computed with sum-coded contrasts, such that the significance of fixed effect model terms could be interpreted in a similar fashion to ANOVA results. The modality term was significant ($z = 4.96, p = 7.22 \times 10^{-7}$), reflecting better performance in the AV than the A-only conditions. The fixation term was also significant ($z = 6.69, p = 2.24 \times 10^{-11}$), indicating that participants generally performed better when fixating in the same hemifield as they were listening [Fig. 3(A)].

Importantly, the interaction term between modality and fixation was also significant ($z = 2.63, p = 0.009$), indicating that the effect of spatial alignment between faces and voices in the AV conditions was larger than the gaze position effect in the A-only conditions [Fig. 3(B)]. However, post hoc testing revealed significant effects of gaze position in both the AV (AV aligned vs AV misaligned, $z = 6.51, p = 7.62 \times 10^{-11}$) and A-only (A-only lateralized vs A-only fixation reversed, $z = 3.07, p = 0.002$) conditions. Thus, eye position effects may have contributed to the performance difference between the AV aligned and AV misaligned conditions, but the interaction term indicates an added detrimental effect of having to attend auditory and visual speech signals across hemifields.

2. Response time

RTs were modeled using a linear mixed effects model with modality, fixation, and their interaction included as the fixed effect terms,

\[
RT \sim \text{Modality} \times \text{Fixation} + (1 + \text{Modality} + \text{Fixation} | \text{ID}).
\]

This model revealed that RTs were significantly impacted by modality ($t = -5.14, p = 1.27 \times 10^{-6}$), with faster RTs in the AV than the A-only conditions, and fixation ($t = -3.49, p = 6.95 \times 10^{-5}$), with generally faster RTs when fixation was aligned with the target voice than when it was misaligned, both in accord with the accuracy data [Fig. 3(C)]. The interaction term also reached marginal significance ($t = 2.02, p = 0.046$), motivating post hoc tests. These tests revealed that RTs were significantly faster in the AV aligned condition than the AV misaligned condition ($t = -3.94, p = 1.09 \times 10^{-3}$), but that fixation did not significantly affect RTs in the A-only conditions ($t = -1.22, p = 0.22$). Thus, RTs in this speech selective attention task were speeded by the ability to see the talkers’ faces, particularly when the cross-modal components of the target and distractor streams were spatially aligned. The significant RT difference in the AV conditions, but not the A-only conditions, suggests an attentional cost when AV speech is
separated across hemifields, which cannot be fully explained by gaze differences.

3. Error types

Replicating the results of experiment 1, switches with the distractor stream represented the majority of error trials across conditions [Fig. 3(D)]. Switch error proportions were again analyzed using a statistical model similar to that used for the RT data,

\[
\text{Prop. Switch} \sim \text{Modality} \times \text{Fixation} \\
+ (1 + \text{Modality} + \text{Fixation} | \text{ID})
\]

As in Experiment 1, Switch errors were relatively more common in the AV Misaligned condition than in the A-only Lateralized condition \(t = 8.37, p = 8.37 \cdot 10^{-14}; \) Fig. 3(E)]. Switch error proportions were also higher in the A-only Fixation Reversed condition than the A-only Lateralized condition \(t = 6.54, p = 8.14 \cdot 10^{-16}\), demonstrating that gazing in the direction of the distractor speech increased the confusability between streams. Additionally, Switch error proportions were slightly but significantly higher in the AV Misaligned condition than the A-only Fixation Reversed condition \(t = 2.42, p = 0.017\). This effect suggests that gazing toward a distractor speech stream and integrating spatially misaligned AV speech can each increase confusability between streams, but that integrating misaligned speech comes at an especially high attentional cost. This result is corroborated by patterns in the overall performance [Fig. 3(B)] and RT data [Fig. 3(C)].

V. EXPERIMENT 3

A. Experiment 3 methods

In experiments 1 and 2, near-ceiling performance was observed in the AV aligned condition. Significant effects of AV spatial alignment were found in both experiments in spite of this ceiling effect, but we reasoned that more
dramatic effects of alignment between faces and voices would be observed if the task were made more difficult. Such an effect could also be interpreted as an example of inverse effectiveness, a principle of multisensory integration which states that the greatest multisensory gain is observed when the unsynsory stimulus components elicit weak behavioral or neuronal responses (Crosse et al., 2016; Senkowski et al., 2011; Stevenson et al., 2012; Stevenson and James, 2009). As more intense noise corrupts the envelope of the speech signals, which likely contains the temporal information that binds each voice to the corresponding face, we expected that AV spatial alignment would take on greater importance as a secondary cue to AV speech integration. To this end, in experiment 3 we tested effects of AV spatial alignment at varying SNRs, all of which were more difficult than those used in experiments 1 and 2.

1. Participants

One hundred participants were included in the final dataset for experiment 3 (mean age = 31.8 years, SD = 10.2; 52 female, 47 male, 1 non-binary), none of whom had participated in the previous experiments. A total of 26 additional participants were rejected for the following reasons: nine failed the headphone screening task, four started but did not complete the main task, and 13 failed the fixation check sub-task. Since more difficult conditions were being introduced, we no longer excluded data on the basis of below-chance performance in any of the experimental conditions. As with the previous experiments, rejected participants received partial compensation and the full payment amount was $5.50, yielding an average pay rate in this experiment of $8.37 per hour.

2. Experiment design

This experiment used only the AV aligned and AV misaligned conditions. Whereas the noise level was previously set to be 4 dB less intense than the speech, in this experiment we tested three lower SNRs of −4, −8, and −12 dB. The different SNRs were achieved by varying the noise level while keeping the speech level constant. Prior to the experiment, an extra trial from the −12 dB condition (in which the noise level was highest) was used to let participants set their system volume. Fixation catch trials, as introduced in experiment 2, were also used here. Nine catch trials were included in both the AV aligned and AV misaligned conditions (18 overall, evenly distributed across SNRs). Only sessions in which participants got six out of nine catch trials correct in each AV spatial alignment condition were included in the final dataset. In addition to the catch trials, participants performed 23 trials of each combination of AV spatial alignment and SNR, making for a total of 156 trials. Conditions were randomly intermixed throughout the experiment.

B. Experiment 3 results

1. Speech attention task accuracy

A binomial mixed effects model was used to analyze task accuracy. The conditions in this experiment were separated into two factors: AV spatial alignment (aligned or misaligned) and SNR (−4, −8, or −12). The model included these factors and their interaction as fixed effects, and random effect terms for participant-specific intercepts and individual stimuli,

\[
\logit(Correct) \sim Alignment^{\text{SNR}} \\
+ (1 + Alignment + SNR | ID) \\
+ (1 | Stimulus).
\]

The significance of these fixed effects was assessed by passing the model to an ANOVA, with p-values based on the Satterthwaite approximation for degrees of freedom. This ANOVA revealed significant main effects of AV spatial alignment (X^2 = 15.41, df = 1, p = 8.65 \times 10^{-5}), with better performance in the AV aligned condition, and SNR (X^2 = 10.95, df = 2, p = 0.004), with performance worsening as the SNR was lowered. There was also a marginally significant interaction between AV spatial alignment and SNR [X^2 = 5.97, df = 2, p = 0.051; Fig. 4(A)].

Post hoc testing was restricted to comparisons between the AV aligned and AV misaligned conditions at each SNR, as we were interested in how this effect changed as a function of SNR. Performance on the speech attention task was significantly better in the AV aligned than the AV misaligned condition at −4 dB SNR (z = 3.84, p = 1.24 \times 10^{-4}) and −8 dB SNR (z = 2.62, p = 0.009), but not at the most difficult SNR, −12 dB (z = 0.51, p = 0.61). This pattern ran counter to our hypothesis, with effects of AV spatial alignment appearing to weaken as the task was made more difficult; a likely explanation for this will be discussed below.

At the highest SNR (−4 dB), Switch errors accounted for a greater proportion of error trials than Random errors in the AV misaligned condition, but not the AV aligned condition (supplemental Fig. 1). At the lowest SNR (−12 dB), Random guessing became more common as energetic masking substantially degraded both speech streams.

2. Response time

RTs were modeled using a linear mixed effects model with AV spatial alignment, SNR, and their interaction included as fixed effect terms.

\[
RT \sim Alignment^{\text{SNR}} + (1 + Alignment + SNR | ID).
\]

Similar to the accuracy data, submitting this model to an ANOVA revealed main effects of AV spatial alignment (X^2 = 27.57, df = 1, p = 1.51 \times 10^{-8}), SNR (X^2 = 87.26, df = 2, p = 2.2 \times 10^{-16}), and an interaction between these factors [X^2 = 24.80, df = 2, p = 4.11 \times 10^{-6}; Fig. 4(B)]. Post hoc testing revealed significantly faster response times
in the AV aligned than the AV misaligned condition at $-4$ dB SNR ($t = -4.54, p = 8.02 \times 10^{-6}$) and $-8$ dB SNR ($t = -6.16, p = 2.41 \times 10^{-9}$), both of which survived Bonferroni-Holm adjustment of the significance criterion, but not at $-12$ dB SNR ($t = -0.09, p = 0.93$). Thus, the RT results mirrored the accuracy data, with AV spatial alignment significantly speeding responses at the relatively high SNRs, but not at the lowest SNR, when responses were slowest overall.

### 3. Comparison of SNRs across experiment 1 and experiment 3

In experiment 3, participants performed at well above-chance levels in all conditions, including the AV misaligned condition at the most difficult SNR (a potential reason for this high effective performance floor will be examined in experiment 4). This limited our ability to measure the influence of AV spatial alignment at the lower SNRs, as the lowest average performance levels were around 70% correct. However, at $+4$ dB SNR (experiment 1) and $-4$ dB SNR (experiment 3), average performance in both alignment conditions was above the effective performance floor reached at lower SNRs. Thus, we next compared the effect of AV spatial alignment between these two SNR levels across the experiments [Fig. 4(C)]. At both SNRs, proportion correct was computed for each participant in the AV aligned and AV misaligned conditions. These proportion correct scores were then subtracted, yielding the individual benefit (in terms of a proportion correct difference) of spatial alignment between corresponding faces and voices. Shapiro-Wilk tests revealed that these difference scores were not normally distributed across the population at either SNR; thus, the effect of AV spatial alignment was compared between the $+4$ dB and $-4$ dB SNR conditions using a two-sided Wilcoxon rank-sum test. This test showed a greater benefit of AV spatial alignment at the lower SNR from experiment 3 ($W = 3480, p = 8.74 \times 10^{-7}$). This result should be interpreted carefully, as there was a potential ceiling effect in the AV aligned condition in experiment 1, although average performance in the AV aligned condition was similar between these two SNRs (94.7% correct at $+4$ dB SNR, 92.7% correct at $-4$ dB SNR). This provides some evidence that effects of AV spatial alignment may indeed become stronger as the auditory speech signal is degraded. However, this should be validated using a paradigm in which performance is not compressed within the upper range of percent correct scores.

### VI. EXPERIMENT 4

#### A. Experiment 4 methods

The floor effect observed in experiment 3 could have resulted from the closed-set nature of the stimuli and response method used in the current study. Although neither talker ever repeated the same sentence during the experiment, the words in the corpus were all repeated, opening the possibility that participants learned the set of possible words during the experiment. Since participants had to select the target word rather than repeating what they heard, they essentially received feedback on this learning at the response stage. While introducing a different stimulus set or response methodology were beyond the scope of the current study, in experiment 4 we aimed to assess the extent to which these closed-set factors influenced our results. One way that this could manifest is in an increased ability to lipread the stimuli given prior knowledge of the possible words in the corpus. If this were the case, participants may have been encouraged to rely more on lipreading at lower SNRs, rendering spatial alignment between the faces and voices irrelevant. Here, we performed a version of experiment 3...
with the addition of a visual-only (V-only) condition to determine the performance level participants were able to achieve using lipreading alone.

1. Participants

a. Experiment 4 methods. There were 39 participants included in the data set for experiment 4 (mean age = 34.7 years, SD = 10.1; 15 female, 24 male, 0 non-binary), none of whom had participated in the previous experiments. A total of 17 additional participants were rejected for the following reasons: two failed to confirm their native language information from Prolific, 11 failed the headphone screening task, two started but did not complete the main task, and two failed the fixation check sub-task. Data were not excluded on the basis of below-chance performance. As with the previous experiments, rejected participants received partial compensation and the full payment amount was $5.50, yielding an average pay rate in this experiment of $8.56 per hour.

2. Experiment design

The AV aligned and AV misaligned conditions were again used, keeping the −4 and −12 dB SNR conditions from experiment 3. In place of the −8 dB SNR condition, we added V-only trials on which participants attempted to lipread the target talker’s speech with no voice. Fixation catch trials were included as in experiments 2 and 3. Three catch trials were included in each combination of AV spatial alignment and SNR, as well as the V-only condition (15 catch trials overall). Only sessions in which participants got two out of three catch trials correct in each condition were included in the final dataset. In addition to the catch trials, participants performed 23 trials of each condition, making for a total of 130 trials. To maximize potential learning of the words in the corpus, participants first performed intermixed AV aligned and AV misaligned trials in the −4 dB SNR condition. We reasoned that participants would be most likely to hear all the words spoken by the target talker—and possibly some spoken by the distractor talker—at this relatively high SNR. Participants then completed the remaining AV aligned and misaligned trials in the −12 dB SNR condition, as well as the V-only trials, all randomly intermixed.

B. Experiment 4 results

1. Speech attention task accuracy

Performance was quite high on average in the V-only condition (66.8% correct, SD = 18.4%). Previous studies have shown that, in normal-hearing participants, open-set word recognition performance using lipreading is typically between 10% and 15% correct (Altieri et al., 2011; Grant and Seitz, 2000). A binomial mixed effects model was used to analyze differences between experimental conditions, which were all coded as a single condition factor. The model included condition as the only fixed effect, and random effect terms for participant-specific intercepts and individual stimuli.

logit(Correct) ~ Condition + (1 + Condition | ID) + (1 | Stimulus).

Significance of the condition effect was assessed by passing the model to an ANOVA, with p-values based on the Satterthwaite approximation for degrees of freedom. A significant effect of condition was found ($X^2 = 20.67$, df = 4, $p = 3.68 \times 10^{-4}$, Fig. 5). Post hoc tests compared the V-only condition to each of the other four, as well as the AV aligned vs AV misaligned conditions within each SNR level (six total comparisons). The latter comparisons replicated the results of experiment 3, with performance significantly improved when faces and voices were spatially aligned at −4 dB SNR ($z = 2.97$, $p = 0.003$; adjusted p-value criterion $= 0.01$), but not at −12 dB SNR ($z = 0.75$, $p = 0.45$). When the auditory components of AV speech stimuli were presented at −12 dB SNR, task performance was not significantly different than when participants used only lipreading, regardless of AV spatial alignment. The same was true of the AV misaligned speech at −4 dB SNR; only AV aligned task performance at this SNR was significantly better than the V-only condition ($z = 4.36$, $p = 1.32 \times 10^{-5}$; adjusted p-value criterion = 0.008). In sum, this experiment revealed that participants could achieve a high-level of lipreading accuracy, setting a floor level of performance that participants approached when the auditory stimuli were embedded in noise at −12 dB SNR.

Error types were also analyzed (supplemental1 Fig. 2), but it should be noted that in experiments 3 and 4, AV
spatial misalignment may have produced competing effects on the prevalence of switch errors: AV misalignment could increase confusability between streams, leading to more switch errors, but also decrease the intelligibility of the target stream (particularly at low SNRs), leading to more random errors. These data should therefore be interpreted with caution. Nonetheless, the results were generally consistent with error types in experiment 3, but also showed a surprising prevalence of switch errors in the V-only condition (about 66% of V-only errors).

VII. GENERAL DISCUSSION

Across four online experiments, we evaluated the extent to which AV speech perception benefits depend on spatial alignment between faces and voices, using a paradigm that featured both acoustic noise and a competing talker. In experiment 1, performance was worst overall by far in the A-only co-located condition, in which neither visual information nor spatial separation of the talkers were available to help participants segregate the speech streams. This indicates that the benefits of SRM in a multi-talker environment were preserved in the online experiment format (Kidd et al., 1998; Marrone et al., 2008; Shinn-Cunningham et al., 2005). Beyond this benefit of spatial separation, the ability to see the talkers’ faces further improved task performance, but critically, this was only true when the corresponding faces and voices for each talker were aligned in the same hemifield. In experiment 2, we examined the possibility that fixating in one hemifield while listening to a target in the other led to the performance decrement in the AV misaligned condition. Indeed, auditory-only task performance was worse when participants fixed their gaze in the hemifield of the distractor talker, but this effect was smaller than the effect of spatial alignment between faces and voices in the AV conditions. The AV spatial alignment effect decreased as the SNR was reduced from –4 to –12 dB (experiment 3), but participants may have hit the performance floor at the lowest SNR, as lipreading performance was quite good given the closed-set nature of the stimuli (experiment 4). Nonetheless, comparison of the alignment effect in the +4 dB SNR condition of experiment 1 and the –4 dB condition of experiment 3 revealed a stronger effect at the lower SNR. This suggests that AV spatial alignment may become a more relevant cue as noise degrades the speech envelope, which provides temporal information linking the voice to the corresponding face.

Despite quite large inter-subject differences in overall response times, consistent patterns emerged across conditions in line with the performance accuracy results. The large degree of inter-subject differences was likely caused by a combination of variability in participants’ personal hardware and the response method of clicking on the word spoken by the target talker; the starting position of the participant’s mouse and the order in which they examined the possible words both could introduce noise into RT measures. In the first two experiments, RTs were reliably faster in the AV than the A-only conditions, in general agreement with task accuracy. Faster responses to multisensory as opposed to unisensory stimulation is a hallmark of multisensory integration, at least when simple stimuli are used (Colonius and Diederich, 2006). However, when more temporally complex AV stimuli (including speech) are used, it has been reported that AV RTs are actually slower than those to A-only stimuli (Fraser et al., 2010; Strand et al., 2020). Thus, the speeded AV responses we observed probably do not reflect differences in the speed of early sensory processing; a more likely explanation is that AV integration made the task easier by facilitating the allocation of selective attention to the target talker.

In experiment 2, RTs were significantly faster in the AV aligned than the AV misaligned condition, but RTs did not differ significantly between these same conditions in experiment 1. The fixation check sub-task introduced in experiment 2 may explain this result; without fixation control in experiment 1, participants may have adopted a different strategy in the AV misaligned condition, such as fixating centrally rather than on the target face. Other factors, however, such as the size of the participants’ computer display and their distance from it, are more difficult to control in an online format. If using a smaller monitor or seated farther away, participants could more clearly see both talkers’ faces simultaneously, which may contribute to the large inter-subject variability in task performance in the AV misaligned condition. The use of newly developed online eye tracking tools (Semmelmann and Weigelt, 2018) could partially mitigate these issues in future online AV studies.

A. Spatial attention in audio-visual processing

A broad literature has converged to demonstrate that top-down attention influences the strength of multisensory integration (Talsma et al., 2010). This has been frequently shown in the realm of AV speech using McGurk effect manipulations (McGurk and Macdonald, 1976). If, instead of the standard single face, two lateralized faces accompany a single auditory stimulus, the face to which covert attention is directed has greater influence over auditory syllable perception than the unattended face (Andersen et al., 2009). Similar results were found when the long-term focus of spatial attention was shifted by reliably presenting auditory stimuli from a particular location (e.g., presenting stimuli from –90° azimuth on 90% of trials); the McGurk percept was strengthened at this attended location (Tiippana et al., 2011). Neurally, deploying top-down spatial attention to AV stimuli modulates ERPs elicited by them in several time ranges, indicating effects at multiple processing stages (Talsma and Woldorff, 2005). Similarly, fMRI activation differs across a wide network depending on whether visuospatial attention is directed toward speaking lips that are matched or unmatched to an auditory speech stimulus (Fairhall and MacAluso, 2009). These studies, among others, demonstrate an unequivocal link between whether a
cross-modal stimulus is attended and whether signatures of multisensory integration are observed.

In the AV misaligned condition of the present study, the “spotlight” of top-down spatial attention had to be either divided or broadened across hemifields in order to successfully integrate the target talker’s face and voice. In vision, the spotlight of spatial attention can be efficiently divided into multiple locations across or within hemifields (Malinowski et al., 2007; McMains and Somers, 2005; Müller et al., 2003). Dividing auditory spatial attention, on the other hand, has been shown to come at a processing cost (Parasuraman, 1978). Thus, it is possible that dividing cross-modal spatial attention in the AV misaligned condition decreased participants’ ability to track the target talker’s speech. In experiment 2, such a division of cross-modal attention was required in both the AV misaligned and A-only fixation reversed conditions; in the latter, participants had to listen to speech in one hemifield while visually monitoring the other to detect the fixation catch trials. This form of divided spatial attention did cause a performance decrement compared to the A-only lateralized condition (in which participants visually monitored a fixation cross-in the same hemifield as the target speech), but this effect was smaller than the difference between the AV aligned and AV misaligned conditions. Thus, dividing cross-modal spatial attention appeared to have an especially deleterious effect on the selective integration of AV speech. This is consistent with previous studies demonstrating that top-down attention is required for many forms of multisensory integration (see Talsma et al., 2010 for review), as well as studies showing a reduction in behavioral (Alsius et al., 2005) and neural (Alsius et al., 2014) signatures of multisensory integration under a high degree of attentional load.

B. When do we make use of auditory spatial information?

In auditory selective attention tasks, participants do not obligatorily rely on spatial features to separate component sounds from an auditory mixture. Top-down attention can be volitionally directed toward other sound features, such as pitch, depending on task demands and participant goals (Maddox and Shinn-Cunningham, 2012). Further, even when a target is defined only by a cued location, neural signatures of spatial attention appear at first, but are not sustained past initial selection of the relevant auditory target as long as the competing streams can be segregated on the basis of pitch (Bonacci et al., 2020). Both competing talkers were female in the present study, and so their voices were somewhat similar (although clearly differentiable) in fundamental frequency. Beyond pitch though, many other features were available to separate the two voices, including talker-specific characteristics (e.g., speech rate, vowel space, etc.), and in the AV conditions, the fact that each voice was temporally coherent with a separate face. Thus, cross-modal spatial features were by no means required to segregate the target and distractor talkers, and yet we observed strong benefits of AV alignment nonetheless.

This discrepancy may trace its roots to the high degree of spatial reliability of the visual component of AV speech. The multisensory perceptual system is highly sensitive to the reliability of individual cues, such that vision dominates in instances of cross-modal spatial conflict (i.e., ventriloquism) as long as it remains more spatially reliable than audition (Alais and Burr, 2004; Recanzone, 1998; Wozny and Shams, 2011). This visual dominance is distinct from auditory spatial information being ignored altogether. For instance, ventriloquism breaks down if the auditory and visual signals become too far separated in space, indicating that the auditory spatial information is still being encoded (Bosen et al., 2016). Because part of the AV stimulus is in general spatially reliable, cross-modal spatial alignment may play a more obligatory role in AV than auditory-only selective attention, even if—as in the current study—spatial information is not explicitly task-relevant.

C. Eye position effects on auditory spatial attention

The direction of eye gaze influences auditory responses in many stations along the processing hierarchy, including the inferior colliculus (Groh et al., 2001), superior colliculus (Jay and Sparks, 1984), and primary auditory cortex (Fu et al., 2004; Werner-Reiss et al., 2003). These effects are mirrored by improved auditory selective attention when fixing in the direction of an auditory target (Maddox et al., 2014; Reisberg et al., 1981), which was also found in the A-only conditions of experiment 2. The A-only fixation reversed condition created a particularly challenging scenario, as participants were asked to fix their gaze in the direction of the distractor talker. This has been shown to reduce the difference between target and distractor ERPs—a measure of successful deployment of attention—relative to fixation on the auditory target or a neutral location (Okita and Wei, 1993).

Importantly, however, our ability to claim that participants were fixated on the exact location of the auditory source is limited because of the methodologies employed. First, sounds were spatialized with non-individualized HRTFs and presented through unknown headphones, so the degree to which participants externalized the sounds to the intended locations likely varied widely. Second, the use of HRTFs in may have led to a weaker auditory spatial percept than free-field sound sources would have (Brungart and Simpson, 2001). Finally, without the use of eye-tracking we cannot be completely sure that participants maintained correct fixation throughout the experiment, although our fixation check task excluded several participants who likely failed to do so. Given these factors, the effects of eye position in this study may reflect the relationship between the hemifield of fixation and the hemifield of the target talker’s voice, more so than effects of looking at the auditory target per se. Similarly, it is impossible to control factors such as display size or participant distance from the display in an online experiment format. Thus, effects of AV spatial alignment in this study should be interpreted at the hemifield
level; further research using free-field sound sources, preferably in a laboratory setting so that eye gaze can be more reliably monitored, could distinguish the effects of integrating cross-modal information across hemispheres from subtler forms of AV spatial misalignment.

VIII. CONCLUSIONS

Participants exhibited improved speech selective attention performance when the target and distractor talkers’ faces were visible, as compared to auditory-only conditions. However, this was only true when each talker’s voice was spatially aligned with their face; spatially misaligning voices and faces disrupted the AV benefit. This spatial dependence of AV benefits was found despite the presence of alternative features that could be used to separate the competing speech streams, such as voice pitch and other talker-specific characteristics. Taken together, these data provide evidence that cross-modal spatial alignment provides an important cue to the integration of AV speech stimuli in an acoustically and attentionally challenging environment.
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