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A B S T R A C T   

In order to parse the world around us, we must constantly determine which sensory inputs arise from the same 
physical source and should therefore be perceptually integrated. Temporal coherence between auditory and 
visual stimuli drives audio-visual (AV) integration, but the role played by AV spatial alignment is less well 
understood. Here, we manipulated AV spatial alignment and collected electroencephalography (EEG) data while 
human subjects performed a free-field variant of the “pip and pop” AV search task. In this paradigm, visual 
search is aided by a spatially uninformative auditory tone, the onsets of which are synchronized to changes in the 
visual target. In Experiment 1, tones were either spatially aligned or spatially misaligned with the visual display. 
Regardless of AV spatial alignment, we replicated the key pip and pop result of improved AV search times. 
Mirroring the behavioral results, we found an enhancement of early event-related potentials (ERPs), particularly 
the auditory N1 component, in both AV conditions. We demonstrate that both top-down and bottom-up attention 
contribute to these N1 enhancements. In Experiment 2, we tested whether spatial alignment influences AV 
integration in a more challenging context with competing multisensory stimuli. An AV foil was added that 
visually resembled the target and was synchronized to its own stream of synchronous tones. The visual com
ponents of the AV target and AV foil occurred in opposite hemifields; the two auditory components were also in 
opposite hemifields and were either spatially aligned or spatially misaligned with the visual components to 
which they were synchronized. Search was fastest when the auditory and visual components of the AV target 
(and the foil) were spatially aligned. Attention modulated ERPs in both spatial conditions, but importantly, the 
scalp topography of early evoked responses shifted only when stimulus components were spatially aligned, 
signaling the recruitment of different neural generators likely related to multisensory integration. These results 
suggest that AV integration depends on AV spatial alignment when stimuli in both modalities compete for se
lective integration, a common scenario in real-world perception.   

1. Introduction 

Vision and audition work synergistically to allow us to sense dy
namic events in real-world settings. Often, we identify points of interest 
in the environment based on simultaneous auditory and visual events, 
such as when a car horn and flashing lights help us find our car in a 
crowded parking lot. Such cross-modal convergence helps the brain 
analyze complex mixtures of multisensory inputs. Indeed, successful 
integration of information between audition and vision leads to many 
perceptual benefits, including faster reaction times (Diederich, 1995; 
Miller and Ulrich, 2003), improved detection rates (Rach et al., 2011), 

and enhanced salience of weak stimuli (Odgaard et al., 2004). 
Temporal synchrony and coherence of audio-visual (AV) inputs over 

time are important drivers of AV integration that affect both physio
logical and perceptual responses. Early studies of neural responses to 
multisensory stimuli noted that neurons in the superior colliculus (SC) 
respond most strongly to synchronized auditory and visual inputs 
(Meredith, Nemitz and Stein, 1987; Meredith and Stein, 1986). Simi
larly, participants tend to perceive auditory and visual stimuli as sharing 
a common source when events in the two modalities occur close enough 
in time that they fall within a “temporal binding window” (Stevenson 
et al., 2012; Wallace and Stevenson, 2014). When listening to an 
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auditory target in a mixture of sounds, a visually displayed disc with a 
radius that changes in synchrony with the modulation of the target’s 
amplitude enhances detection of acoustic features in the target, even 
though these features are uncorrelated with the coherent modulation 
(Atilgan et al., 2018; Maddox et al., 2015). Together, these results 
establish that cross-modal temporal coherence binds stimuli together 
perceptually, producing a unified multisensory object that is often 
representationally enhanced relative to its unisensory components. 

The role that spatial alignment plays in real-world multisensory 
integration is less well understood. Physiologically, neurons in the deep 
layers of the SC represent space across modalities in retinotopic co
ordinates (Meredith and Stein, 1990). When presented with spatially 
misaligned auditory and visual stimuli, many neurons in the SC (Stein 
and Meredith, 1993) and its avian homologue (Mysore and Knudsen, 
2014) exhibit suppressed responses. In non-human primates, neuronal 
responses in the ventral intraparietal area (VIP) are super- or 
sub-additively modulated by AV stimuli, but only when the stimuli are 
spatially aligned (Avillac et al., 2007). Spatial influences on AV inte
gration have also been found behaviorally in humans, such as the AV 
spatial recalibration observed in the ventriloquist effect: when partici
pants are presented with spatially disparate but temporally coincident 
AV stimuli, visual stimulus locations bias perception of auditory stimuli, 
reducing the perceived spatial discrepancy (Bosen, Fleming, Allen, 
O’Neill and Paige, 2018; Howard and Templeton, 1966; K€ording et al., 
2007). However, when a task does not specifically require attention to 
stimulus locations, AV integration is often observed even in the absence 
of spatial alignment. For instance, a video of a talker’s face can bias 
perception of spoken phonemes (the McGurk effect) whether or not vi
sual and auditory signals are aligned in space (Bertelson et al., 1994). In 
simple scenes with at most one visual and one auditory source, spatial 
alignment also has no bearing on the sound-induced flash illusion (also 
referred to as the flash-beep illusion), in which pairing a single brief 
flash with multiple auditory stimuli leads to the perception of multiple 
visual events (Innes-Brown and Crewther, 2009). However, in more 
complex scenes with competing visual and auditory sources in different 
locations, spatial alignment does influence the flash-beep illusion (Biz
ley et al., 2012). In sum, although spatial alignment affects integration 
in some cases, it is not a universal prerequisite for cross-modal pro
cessing or multisensory integration. Especially for relatively simple 
multisensory scenes, temporal coherence alone can drive multisensory 
integration. 

A striking example of temporally driven AV integration is the pip and 
pop effect (Van der Burg et al., 2008). In this paradigm, participants 
search for a visual target (a vertical or horizontal line) amidst a large 
number of randomly oriented distractor lines. The target and distractors 
rapidly and randomly change color. If a sequence of tones is played with 
onsets that are temporally coherent with visual target color changes, the 
search time required to find the target is significantly reduced, even 
though these tones provide no explicit information about the target 
location or orientation. In the initial pip and pop study, tones were 
presented over headphones and provided no spatial information about 
the location of the target, and AV integration was driven solely by 
temporal synchrony. However, the question of whether the spatial 
relationship between the visual and auditory stimuli modulates the 
strength of the pip and pop effect has not been thoroughly explored. We 
hypothesized that the role of AV spatial alignment in the pip and pop 
effect would depend on the sensory context, just as it does for the 
flash-beep illusion. Specifically, we postulated that AV spatial alignment 
takes on greater importance when multiple auditory and visual signals 
compete for integration. 

To test this hypothesis, we conducted two electroencephalography 
(EEG) experiments. Both experiments used a free-field auditory setup. In 
Experiment 1, synchronous tones could be either spatially aligned or 
misaligned with the visual display to test directly whether AV spatial 
alignment influences the pip and pop effect. If AV integration in the pip 
and pop effect requires that the auditory and visual stimuli both 

plausibly fall within the same “spatial binding window,” we reasoned 
that AV search benefits would be weaker when the auditory and visual 
signals were misaligned. If, on the other hand, the effect is driven purely 
by temporal synchrony, irrespective of spatial alignment, search times in 
the two conditions would be unaffected by the spatial position of the 
auditory stimulus. In Experiment 2, we introduced a second AV stimulus 
(the AV foil), which participants were instructed to ignore. As with the 
first experiment, the auditory and visual components of the target and 
foil could be spatially aligned or misaligned, allowing us to explore 
whether spatial effects on multisensory integration are stronger when 
there are competing stimuli in the sensory environment. Briefly, in 
Experiment 1, we found that search times and neural signatures of AV 
integration were unaffected by spatially misaligning the auditory and 
visual stimuli in the pip and pop effect. However, spatial alignment 
between the senses did promote integration in Experiment 2, signaling 
an increased role of cross-modal spatial alignment in sensory settings 
with competing multisensory inputs. 

2. Experiment 1 

2.1. Methods 

2.1.1. Participants 
Twenty healthy adults participated in Experiment 1. Two partici

pants were removed due to excessive EEG noise, and so the final data set 
contained 18 participants (8 female; mean age ¼ 22.8 years, standard 
deviation ¼ 7.0 years). All participants had normal hearing, defined as 
thresholds below 20 dB HL at octave frequencies from 250 Hz to 8 kHz, 
and normal or corrected-to-normal vision. No participants reported any 
form of color blindness. Participants gave written informed consent, and 
all experimental procedures were approved by the Boston University 
Charles River Campus Institutional Review Board. 

2.1.2. Experimental setup 
The experiment was conducted in an electrically shielded, darkened, 

sound-treated booth. Visual stimuli were presented on a black back
ground (0.09 cd/m2) at a refresh rate of 120 Hz using a Benq 1080p LED 
monitor. The monitor was positioned on a stand directly in front of the 
participant and at 1.5 m distance, such that the center of the display was 
at approximately 0� azimuth and 0� elevation relative to eye level. 
Auditory stimuli were presented using RME Fireface UCX soundcard and 
three free-field loudspeakers (KEF E301), each driven by a separate 
amplifier (Crown XLS 1002). The loudspeakers were mounted on stands 
at 1.5 m distance from the participant and positioned at 0� and �90�
azimuth (Fig. 1A). To prevent the central loudspeaker from being 
occluded by the display, it was raised in elevation by approximately 5�
above the horizontal plane of the eyes; the lateral loudspeakers were 
raised to the same elevation. This elevation offset is within typical es
timates of human auditory vertical localization error (Cui et al., 2010; 
Razavi, 2009). Experiment control and stimulus presentation were 
implemented in MATLAB using the Psychtoolbox package (Brainard, 
1997). 

2.1.3. Task and design 
The paradigm used here was similar to that developed by Van der 

Burg et al. in their original description of the pip and pop effect (2008). 
On each trial, participants were shown a visual search display with one 
target item, defined as a perfectly vertical or horizontal line segment, 
amid many randomly oriented distractor line segments (Fig. 1B). The 
visual search display could consist of 24, 36, or 48 total line segments, 
selected randomly on each trial with equal probability. The task was to 
find and identify the orientation of the visual target as quickly as 
possible while maintaining fixation on a small white cross subtending 
0.07� of visual angle at the center of the display. Participants reported 
whether the target was vertical or horizontal with a keypress. The trial 
ended after the participant either responded or failed to find the target 
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within 12 s. 
The search display was dynamic in that, every 50, 100, or 150 ms, 

either the target in isolation or a subset of distractors changed color 
between red and green. The intervals in which the target changed were 
spaced pseudo-randomly throughout the trial such that the target 
changed every 1.1 s on average. Distractors could change in isolation or 
in groups that scaled with set size: For 24 search items, 1, 2, or 3 dis
tractors could change at each transition time; for 36 search items, 1, 3 or 
5 could change; and for 48 search items, 1, 4, or 7 distractors could 
change (chosen with equal likelihood). In two of the four experimental 
conditions, a brief complex tone was played in synchrony with color 
changes of only the target item. The intervals preceding and following 
target color changes were fixed at 100 and 150 ms, respectively, to 
prevent spurious AV interactions between the tone and distractor items. 

To test whether AV benefits in the pip and pop effect are stronger 
when the auditory and visual signals are spatially aligned, we manipu
lated spatial alignment between the visual target and the auditory tones 
in two conditions. On Spatially Aligned trials, the synchronous tones were 
played from the central loudspeaker, which was aligned with the 
azimuthal center of the visual display. On Spatially Misaligned trials, the 
tones were played from either the left or right loudspeaker. The speaker 
location remained fixed for the duration of each trial. 

In a third Asynchronous condition, the same tones were played from 
the central loudspeaker, but with a timing that was uncorrelated with 
either target or distractor color changes. On these trials, the distribution 
of the tones’ timing was statistically identical to that in the Spatially 
Aligned and Misaligned trials; however, the Asynchronous tones never 
fell within 200 ms of visual target changes. Finally, on No Tone trials, 
participants did the task using vision alone. These conditions are illus
trated in Fig. 1C. 

Asynchronous and No Tone trials were included for two reasons. 
First, they provided a baseline against which to compare search time 
improvements when the synchronous AV stimuli were presented. Sec
ond, they allowed us to measure neural responses to the isolated audi
tory and visual components of the AV stimuli, respectively. Comparing 
multisensory and summed unisensory neural responses can be used to 
test for nonlinear interactions in the multisensory evoked response 
(Stein and Stanford, 2008; though see Angelaki et al., 2009). In our 
paradigm, however, it is likely that participants’ detection of the target 
was more closely aligned to target color changes (and corresponding 

auditory stimuli) in the AV conditions than in No Tone condition. Thus, 
neural responses to the AV stimuli may include visual contributions not 
present in the No Tone responses. Nonetheless, we present the summed 
unisensory responses here as a reference against which to compare the 
AV ERPs. 

The experiment was divided into 12 blocks of trials: 3 Asynchronous 
blocks, 3 No Tone blocks, and 6 blocks of randomly intermixed Spatially 
Aligned and Misaligned trials. One of each type of block was presented 
(the order was randomized independently for each subject) before any 
were repeated to mitigate any potential ordering effects. In total, par
ticipants completed 108 trials per condition. Participants were given 
untimed breaks between blocks. Before the start of a block, an instruc
tion screen informed participants about the upcoming block type, stat
ing either “tones will be synced to target,” “tones and target will be 
asynchronous,” or “there will be no tone this block.” Before data 
collection began, participants performed one practice block of inter
mixed Spatially Aligned and Misaligned trials and one of No Tone trials. 
The ratio of search times between trials with and without the synchro
nous tone was computed, and if this ratio was not clearly below one, 
participants were allowed another set of practice blocks. 

2.1.4. Stimuli 
Each visual stimulus in the search display was positioned within a 

randomly selected square in a 10 by 10 search grid. The exact positions 
of the line segments were then jittered to further randomize their lo
cations. Adjacent search items were not allowed to fall within 5 pixels of 
each other. Each edge of the entire search grid subtended 8.5� of visual 
angle. The long edge of all the line segments subtended 0.44� visual 
angle for a stimulus directly in the line of sight. Distractor line segments’ 
orientations were randomly assigned, but were not allowed to fall within 
16� rotational angle of the cardinal vertical or horizontal orientations. 
Luminance values were 4.56 cd/m2 for the red stimuli and 26.7 cd/m2 

for the green stimuli. 
The auditory tones were 60 ms in duration, with onsets and offsets 

ramped by a 6 ms cosine-squared window to limit spectral splatter. Each 
“tone” was actually a chord comprising three complex tones with 
fundamental frequencies of 350, 467, and 556 Hz. Each component of 
the chord was composed of the first 10 harmonics, all set to the same 
intensity, to ensure that the stimulus had enough spectral bandwidth to 
be localized accurately. The sounds were presented at 71 dB SPL, as 

Fig. 1. Exp. 1 setup and design. A. A 
schematic of the experimental setup, 
as viewed from above. B. A snapshot 
of the visual stimuli during an 
example trial. The target was either a 
vertical or horizontal line, and the 
distractors were oriented at random 
angles. C. Time courses of the four 
experimental conditions. Visual (V) 
and (where applicable) auditory (A) 
stimuli are shown for each condition 
(for simplicity, ongoing visual dis
tractor changes are not portrayed). 
The loudspeaker that presents the 
auditory stimuli is shown in color for 
each condition. Note that in the 
Spatially Misaligned condition, tones 
are portrayed as coming from the 
right loudspeaker, though in the 
actual experiment tones were pre
sented from either the left or right 
loudspeaker, randomly selected on 
each Spatially Misaligned trial. (For 
interpretation of the references to 
color in this figure legend, the reader 
is referred to the Web version of this 
article.)   
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measured at the location of the participant’s head. 

2.1.5. Passive listening follow-up experiment 
To determine whether auditory stimuli presented from the central 

and lateral loudspeakers elicited different neural responses, a post hoc, 
passive listening control experiment was also conducted during a 
separate experimental session. We attempted to recruit the same 18 
individuals who participated in Experiment 1, but only 10 were avail
able to return for the follow-up. To increase statistical power, five 
additional participants were added (one of whom participated in Exp. 1 
but whose data was rejected due to excessive artifacts), making for a 
total of 15 normal-hearing participants. EEG was collected while par
ticipants maintained fixation on a cross at the center of a black screen. 
Tone complexes identical to those used in Exp. 1 were presented from 
the three loudspeakers (left, center, and right). Tones were presented 
isochronously, with an inter-stimulus interval of 1 s, and in a random
ized order. In total, 100 stimuli were played from each of the three 
loudspeakers. 

2.1.6. Behavioral analysis 
For all analyses (excluding error rate calculations), trials on which 

the participant failed to correctly identify the target as vertical or hor
izontal were excluded. The search time (ST) was defined as the elapsed 
time between the appearance of the search display and the participant’s 
response. To calculate grand average STs for each condition, the median 
STs for individual participants were averaged. All comparisons were 
Bonferroni corrected for multiple comparisons. 

2.1.7. EEG analysis 
During task performance, 64-channel EEG data were collected at a 

sampling rate of 2048 Hz using a BioSemi ActiveTwo system. EEG data 
were recorded using a dedicated PC, separate from the one used for 
stimulus presentation. To ensure that participants did not make any 
major eye movements away from the fixation cross, electrooculography 
(EOG) data was collected using external electrodes placed on both 
temples and above and below the participant’s left eye. The EEG pre
processing pipeline consisted of the following steps: downsampling the 
data to 512 Hz; bandpass filtering between 0.5 and 20 Hz; visually 
rejecting stochastic motion artifacts; conducting independent compo
nent analysis (ICA) to remove components of the data generated by 
blinks and small saccades; epoching the data between the 200 ms before 
and the 400 ms following each auditory stimulus (Asynchronous con
dition), visual target color change (No Tone), or AV stimulus (Spatially 
Aligned and Misaligned); rejecting epochs in which the signal exceeded 
a 100 μV peak-to-peak threshold; and baseline correcting each epoch to 
the 200-ms long time window immediately preceding stimulus presen
tation. All analyses were carried out using the FieldTrip MATLAB 
package (Oostenveld et al., 2011). 

A zero-phase FIR filter with a transition width of 0.2 Hz, order of 
9274, and stopband attenuation of � 60 dB was used. We chose a 20 Hz 
low-pass cutoff because our primary aim was to study the effects of AV 
integration on attention in a multisensory search task. We had no strong 
a priori expectations of how attention might affect high-frequency EEG 
components in this task. We therefore focused our analysis on relatively 
low-frequency components of the event-related potential (ERP) known 
to be modulated by attention. While oscillatory activity in higher fre
quency bands is known to play a role in AV integration (see Keil and 
Senkowski, 2018), this was beyond the scope of the present work. 

In one Exp. 1 dataset, an excessively noisy frontal channel was 
replaced with the weighted average of neighboring channels; otherwise, 
no channels were removed or interpolated. ERPs from trials on which 
the participant failed to report the correct target orientation were 
excluded from all analyses. Average ERP counts for all analyses, as well 
as the number of removed independent components for each experi
ment, can be found in Supplemental Table 1. 

Non-parametric cluster-based permutation testing was used to assess 

whether differences in evoked EEG responses between experimental 
conditions were statistically significant. This approach limits the mul
tiple comparison problem for high-dimensionality EEG datasets by 
testing the significance of “clusters” of time-channel points, rather than 
the highly co-dependent individual data points. For a given comparison 
between two conditions, average ERPs were first calculated in both 
conditions for each participant. Next, T-tests were computed between 
conditions at each time-channel sample, and clusters were formed from 
significant samples (p < 0.01) contiguous in time and within a scalp 
distance limit of 40 mm. For each cluster, the T-values were summed 
across all member samples, giving a single value (the “cluster mass”) for 
the strength of the effect captured by the cluster (Maris and Oostenveld, 
2007). 

Permutation tests were used to assess the significance of cluster mass 
values, in which we randomly reassigned each subjects’ condition labels 
and repeated the above procedure. On each of 2000 permutation runs, 
the mass of the largest cluster was calculated, forming a null distribution 
of cluster masses. For each cluster in the true data, its mass was 
compared to this distribution; p-values indicate the proportion of per
mutations on which a cluster of equal or greater mass to the real one was 
formed (Maris and Oostenveld, 2007). 

3. Results 

3.1. The pip and pop effect is impervious to AV spatial misalignment 

The behavioral results of Exp. 1 replicate the pip and pop effect, with 
search times (STs) improved by a tone played in synchrony with visual 
target color changes (Fig. 2A). Without the synchronous tone, STs 
increased monotonically with set size in the Asynchronous and No Tone 
conditions, suggesting that participants had to search through the 
display serially to find the target. In contrast, when the synchronous 
tones were present, STs were minimally affected by increasing the 
number of search items, consistent with a parallelization of search 
(Wolfe et al., 1989). These observations are supported by the results of a 
two-way repeated measures ANOVA, which showed a significant inter
action between the effects of condition and number of search items on 
ST (F(6,102) ¼ 3.90, p ¼ 0.015). Tukey’s HSD post-hoc tests showed no 
significant differences between conditions on trials with 24 search items. 
However, AV Aligned and AV Misaligned search were both faster than 
Asynchronous and No Tone search on trials with 36 (p < 0.05 for all 
comparisons; see Supplemental Table 2 for full list) and 48 (p < 0.01 for 
all comparisons) search items. AV Aligned and AV Misaligned STs did 
not increase significantly with the addition of more search items, 
indicative of search “popout” in these conditions. The spatial alignment 
between the visual display and the loudspeaker playing the synchronous 
tones had no effect on the strength of the pip and pop effect. These ST 
effects are shown in greater detail in the distributions in Fig. 2B, 
collapsed across participants and number of search items. The average 
time of the first target color change is indicated by the dashed grey line 
at 715 ms. The AV Aligned and AV Misaligned distributions peak shortly 
after this time, indicating that participants were often able to find the 
target after the first presentation of the synchronized tone and visual 
target color change. 

In most cases, participants correctly identified the target as vertical 
or horizontal (95% of all trials). However, error rates also varied sys
tematically with condition and number of search items (Fig. 2C). In 
agreement with the ST data, error rates increased with number of search 
items in the Asynchronous and No Tone conditions, but not in the two 
AV conditions. Consistent with these observations, a two-way ANOVA 
revealed a significant interaction between the effects of condition and 
number of search items on error rate (F(6,102) ¼ 3.80, p ¼ 0.0019). 
Post-hoc tests showed that when the number of search items was largest 
(48), AV Aligned and AV Misaligned error rates were both significantly 
lower than Asynchronous and No Tone error rates (p < 0.0001 for all 
comparisons, Bonferroni corrected). Similar to the ST results, AV spatial 
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alignment did not significantly affect error rates for any number of 
search items (p > 0.99 for each after multiple comparisons correction). 

In sum, we observed consistent behavioral benefits in both search 
time and error rate when the tone was synchronized to the visual target 
color changes. Behavioral results were the same whether the visual and 
auditory stimuli were Spatially Aligned or Misaligned, arguing against 
an obligatory role of spatial alignment in the AV interactions driving the 
pip and pop effect. 

3.2. Spatially Aligned and Misaligned AV ERPs are both enhanced 

To examine the neural correlates of search enhancement in the pip 
and pop effect, we first analyzed the last auditory, visual, or AV event 
before participants responded on each trial. We reasoned that on AV 
trials, this final stimulus was the one most likely to have undergone AV 
integration, facilitating target detection. In the Asynchronous condition, 
evoked responses were measured relative to the final auditory stimulus, 
and in the No Tone condition, measurements were time-locked to the 

Fig. 2. Behavioral Results from Experiment 1. A. Average median search times across participants. B. Search time distributions collapsed across participants and 
number of search items. The grey dashed line indicates the average time of the first visual target color change, synchronous with the tone in the AV conditions. C. 
Mean proportion of error trials, defined as those on which participants incorrectly identified the target as vertical or horizontal or failed to make a response before the 
time limit (12 s). All error bars represent the standard error of the mean (S.E.M). (For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 

Fig. 3. Exp. 1 ERP results. A. Average waveforms of the last ERPs before participants responded across five fronto-central electrode sites (Fz, FCz, Cz, FC1, and FC2). 
B. Scalp topographies of evoked responses in the N1 (95-135 ms) and P2 (170-210 ms) time ranges. C. Difference between the Spatially Aligned responses and the 
sum of the isolated auditory (Asynchronous) and visual (No Tone) responses. D. Difference between the Spatially Aligned and Spatially Misaligned AV responses. 
Asterisks denote channels that are part of a significant cluster (p < 0.01) in permutation testing in the indicated time range. 
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final target color change before the behavioral response. We will refer to 
ERPs elicited by these final stimulus events as “Last” ERPs. 

Fig. 3A shows grand average ERP waveforms averaged across 5 
fronto-central electrode sites (Fz, FCz, Cz, FC1, and FC2 on the standard 
10-20 layout) elicited by these stimuli. Evoked responses in the visual- 
only No Tone condition were relatively weak across the electrode 
montage; this was not surprising, as visual ERPs are known to be greatly 
weakened in cluttered, dynamic visual displays (Leblanc et al., 2008; 
Martens et al., 2006). However, both the auditory N1 component, a 
broadly fronto-central negative-going deflection that peaks approxi
mately 100 ms post-stimulus, and the P2 component, a positive-going 
potential that peaks around 200 ms post-stimulus, showed clear differ
ences across the other conditions. The scalp topographies of evoked 
responses in these time windows are shown in Fig. 3B. 

To statistically assess differences between AV and unisensory re
sponses, we used cluster-based permutation testing to compare the 
Spatially Aligned AV responses to the sum of the auditory-only (Asyn
chronous) and visual-only (No Tone) ERPs. We first performed this test 
over the entire post-stimulus epoch (0–400 ms) to determine when the 
earliest significant multisensory effects occurred. This analysis revealed 
a broad cluster of significant time-channel points, with the Spatially 
Aligned AV response diverging from the summed unisensory model by 
70 ms post-stimulus (p < 0.001). Interpretation of this comparison may 
be complicated by that fact that, in the No Tone condition, participants 
likely detected the visual target without attending changes in its color. 
Because any evoked responses in this condition would be poorly time- 
locked to color changes, the resulting ERP would be weaker than in 
the AV conditions. However, since visual evoked activity was weak even 
in the AV conditions (see occipital electrode sites in the right panels of 
Fig. 3B; which encompass the expected visual N1 time range), such 
temporal dispersion cannot account for the observed AV enhancement 
over the summed unisensory model. 

Because differences in both the auditory N1 and P2 could contribute 
to the observed effect, we next conducted separate versions of the test 
restricted to the N1 (95-135 ms, left panel of Fig. 3C) and P2 (170-210 
ms, right panel) time ranges. These time ranges were selected by 
calculating the average N1 and P2 peak latencies across participants, 
and then expanding the windows to the 20 ms before and after each 
grand average peak to allow for individual differences in component 
latencies. Testing separately in these two windows allowed us to assess 
the degree to which these two distinct ERP components contributed to 
the broad spatiotemporal cluster. 

In the N1 time window, a single cluster biased toward left parietal 
electrode channels was identified in which the Spatially Aligned AV 
responses were significantly larger (more negative) than the summed 
unisensory model (p ¼ 0.006). This result was qualitatively similar when 
comparing the Spatially Misaligned AV responses to the summed uni
sensory model (p < 0.001; see Supplemental Fig. 1). In some cases, such 
differences between multisensory and summed unisensory responses 
have been interpreted as a signature of multisensory integration, but this 
“super-additive” property is rarely observed in human scalp recordings 
(Stanford and Stein, 2007; also see Angelaki et al., 2009). Since the 
auditory N1 is known to be strongly modulated by attention (Choi et al., 
2014; Hillyard et al., 1973), we instead interpret these results as a neural 
correlate of the increased bottom-up salience of the multisensory target. 

In the P2 time range, the Spatially Aligned AV responses were 
significantly smaller (more negative) than the summed unisensory 
model (p < 0.001). This effect was driven by the especially large P2 
component in the Asynchronous condition. Prior studies have shown 
that non-target auditory stimuli that are to be ignored elicit stronger P2 
responses in both pitch discrimination (Novak et al., 1992) and oddball 
detection (García-Larrea et al., 1992) tasks. Participants likely ignored 
the tones in the Asynchronous condition, as these tones had no temporal 
relation to the visual target and therefore could not aid search, which 
could explain the larger P2 response in this condition. 

3.3. Differences in Aligned and Misaligned AV responses can be explained 
by stimulus characteristics 

Despite a lack of behavioral differences between the Spatially 
Aligned and Misaligned conditions, Aligned AV stimuli evoked smaller 
(less negative) N1 responses than Misaligned stimuli, (Fig. 3D, p ¼
0.002). The P2 components were indistinguishable between these con
ditions, consistent with participants attending the AV stimuli in both 
conditions. Previous studies using spatialized sounds have found larger 
ERPs in response to lateralized sounds than central sounds (Dai et al., 
2018; Palom€aki et al., 2005). Since the Spatially Aligned tones were 
always presented from the central loudspeaker and the Spatially Mis
aligned tones from the left or right loudspeaker, we reasoned that the N1 
differences we observed could be due to these inherent differences in 
auditory spatial encoding. In a brief follow-up experiment, we measured 
neural responses to tone complexes played from the central and lateral 
loudspeakers during passive listening, and then compared these to re
sponses elicited during the AV search task. 

Consistent with previous findings, The N1 and P2 components of 
ERPs elicited by lateral free-field stimuli tended to be larger than those 
elicited by central stimuli (Fig. 4A). Of particular interest is the differ
ence in the N1 component. To calculate the N1 amplitude for each 
participant, average ERPs were first computed over five fronto-central 
electrode sites (Fz, FCz, Cz, FC1, and FC2). The peak N1 amplitude 
was defined as the average of the ERP minimum in the N1 time range 

Fig. 4. ERPs elicited by passive listening to central and lateral tone complexes 
in the follow-up experiment. A. Average ERP traces (N ¼ 15) across five fronto- 
central electrode sites (Fz, FCz, Cz, FC1, and FC2). Each subject’s lateral ERP is 
the average of ERPs elicited by left and right tone complexes. B. Central and 
lateral N1 amplitudes from waveforms averaged across the same five channels. 
C. Residual ERPs from the search task, calculated by subtracting the average 
central passive ERP from the Spatially Aligned ERPs, and the average lateral 
passive ERP from the Spatially Misaligned ERPs. D. Scalp topography of the 
difference between Aligned and Misaligned residual ERPs (not significant) in 
the N1 time range. 
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(95-135 ms) and the two samples flanking it. Lateral N1 amplitudes 
(mean ¼ � 4.76 μV, SD ¼ 3.29) were significantly larger than central 
(mean ¼ � 3.31 μV, SD ¼ 3.10), based on a paired T-test (T ¼ 3.39, df ¼
14, p ¼ 0.004; Fig. 4B). 

To test whether this difference could account for the difference be
tween Spatially Misaligned and Spatially Aligned responses in Exp. 1, we 
computed residual ERPs by subtracting these passively elicited ERPs 
from those elicited during the search task. For the Spatially Aligned 
ERPs, the central passive ERPs were subtracted, and for the Spatially 
Misaligned ERPs, the lateral passive ERPs were subtracted; that is, we 
subtracted off ERPs elicited by physically identical sound sources heard 
passively. Since only 11 participants in the passive follow-up had 
participated in Exp. 1, we could not match individual responses, and so 
we used the grand average passive ERPs. The results of this analysis are 
shown in panels C and D of Fig. 4. The significant N1 difference between 
Spatially Aligned and Misaligned responses was abolished after ac
counting for the inherent differences between central and lateral tone 
responses. Thus, we conclude that the Spatially Aligned and Misaligned 
AV responses were enhanced roughly equally as compared to the sum
med unisensory model, mirroring the behavioral search time improve
ments in both AV conditions. 

3.4. ERP enhancement is caused by a combination of bottom-up and top- 
down attention 

While participants used the tone to guide search in the AV condi
tions, they most likely ignored it in the Asynchronous condition, as it 
had no relation to the visual target. Since selective attention has well- 
established effects on N1 amplitudes (Choi et al., 2014; Hillyard et al., 
1973), the AV N1 enhancement we observed could have been caused by 
differences in top-down attention between the conditions, by height
ened salience of the multisensory stimuli, or by a combination of these 
factors. To test for effects beyond sustained attentional differences, we 
compared ERPs evoked by the last stimulus before the participant’s 
response on each trial (Last ERP) with the Other ERPs throughout the 
trial. If the N1 differences we observed were due to increased top-down 
attention to the tones in the AV conditions, one would expect ERPs 
elicited by synchronous tones to be strengthened throughout these trials, 
as participants were using the tones to guide search even before they 
found the AV target. If, on the other hand, the enhancement was driven 
by integration of visual targets and synchronous tones and a subsequent 
increase in stimulus salience, the Last ERP might be enhanced relative to 
the Other ERPs, as this last stimulus was likely the only one actively 
detected as an AV event. 

For this analysis, a Last ERP was removed if the participant’s 
response fell within 150 ms after tone presentation, as such responses 
are too soon after the tone to have been guided by the AV stimulus. At 
the level of individual participant average ERPs, there tended to be more 
Other ERP epochs than Last ERP epochs (see Supplemental Table 1). 
This is because each trial could have at most one Last ERP, whereas 
depending on the search time, there could be multiple Other ERPs. To 
test whether these unequal ERP counts would bias our comparison of 
Last and Other ERPs, we used a bootstrap procedure in which, over 1000 
iterations, we randomly downsampled ERP counts in each condition to 
the minimum count obtained across participants and conditions (54 
ERPs) before computing group average ERPs. On each iteration, we 
compared Last vs. Other ERPs in each condition using cluster-based 
permutation testing. We found that the effect sizes reported below 
were larger than those typically found using the ERP downsampling 
procedure (Supplemental Fig. 2, panels A and B). Critically however, the 
downsampling did not bias the ERP amplitude in either direction 
(Supplemental Fig. 2, panels C and D), and so the increased statistical 
strength when all ERPs were used likely resulted from reduced noise in 
individual participant average ERP estimates. Thus, for all analyses, we 
kept the maximum possible number of epochs in each participant 
average ERP. 

We used cluster-based permutation tests, restricted to a window 
spanning 95–135 ms post-stimulus, to compare N1 components between 
the Last and Other ERPs in each of the four experimental conditions. 
Fig. 5 shows the grand average Last and Other ERP waveforms at 
channel Fz, near the strongest auditory N1 response. At this channel, 
Last ERPs were significantly enhanced relative to Other ERP in the N1 
time range in both AV conditions (cluster p ¼ 0.030 for Spatially 
Aligned, p < 0.001 for Spatially Misaligned), but not the Asynchronous 
or No Tone conditions. Since participants attended the tones throughout 
the trial in the AV conditions – even prior to finding the target – this 
result is inconsistent with the Last ERP differences being driven by top- 
down attention alone. Instead, multisensory integration of the AV events 
likely contributes to the observed N1 enhancements, reflecting the 
increased perceptual salience of the AV stimuli. 

In the Asynchronous and No Tone conditions, this analysis also 
revealed a separate cluster, biased toward more posterior electrode sites, 
in which Last ERP N1s were significantly more positive (smaller) than 
Other ERP N1s. This positivity appeared to strengthen after the N1 time 
range, so we examined it using a second cluster test focused on a later 
time window (250–400 ms post-stimulus). In this time window, Last 
evoked responses were more positive than Other responses in all con
ditions (Supplemental Fig. 3). We attribute this effect to a weakly time- 
locked P3 ERP component, which is related to the detection of target 
stimuli that require a motor response (Conroy and Polich, 2007; Squires 
et al., 1975). 

Finally, as an explicit test for effects of top-down attention, we 
compared Other (not trial-final) ERPs in the AV conditions to a summed 
unisensory model (Asynchronous þ No Tone), also composed of Other 
ERPs. Since the Other ERPs preceded target detection, effects here 
reflect sustained attention and not integration of the AV target. As was 
the case with the Last ERPs (Fig. 3), in the N1 time range Other ERPs 
were larger in the AV conditions than the summed unisensory model 

Fig. 5. Last ERPs in the trial compared to Other ERPs in Exp. 1. All traces are 
shown at channel Fz. Shaded regions indicate the N1 time window examined in 
cluster-based permutation testing (95-135 ms post-stimulus). Asterisks denote 
the significance level of resulting clusters. Error clouds around the waveforms 
represent SEM. 
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(cluster p ¼ 0.006 for Spatially Aligned, p < 0.001 for Spatially Mis
aligned). While this enhancement might reflect a sub-threshold signa
ture of AV integration, a more likely explanation is that top-down 
attentional control and an exogenous increase in multisensory stimulus 
salience both exerted influences on the observed neural responses, 
enhancing AV ERPs throughout the trial when the tones were behav
iorally relevant. 

4. Experiment 2 

When searching for a single AV target in the Exp. 1 pip and pop task, 
spatial misalignment between the auditory and visual signals did not 
diminish the behavioral benefits or neural signatures of AV integration. 
However, the auditory stimuli in Exp. 1 consisted of a single stream of 
tones. On trials in which these tones were present, listeners knew they 
were either synchronized with the visual target (AV conditions) or not 
useful (Asynchronous condition). We hypothesized that, as in the flash- 
beep illusion, the spatial alignment of auditory and visual stimuli might 
be irrelevant for AV integration when there is strong temporal coherence 
between auditory and visual events and no competing sound. However, 
in a more complex auditory scene, in which irrelevant sounds must be 
ignored, the spatial alignment of auditory and visual events may become 
important. We therefore undertook a second experiment to explore the 
possibility that in more complex, ambiguous multisensory scenes, AV 
spatial alignment would influence the pip and pop effect. 

We created a version of the pip and pop task with competing auditory 
and visual stimuli. On each trial, two potential visual targets were pre
sented, one in each hemifield, as well as two sets of tones, one in each 
hemifield. Participants were cued to search for a visual target in one 
hemifield and ignore a visual “foil” in the other. The tones in one 
hemifield were temporally matched to the target, while the tones in the 
other hemifield temporally matched the foil. Importantly, the visual 
target could either be Spatially Aligned or Spatially Misaligned with the 
informative, temporally coherent tones. Thus, in the Spatially Mis
aligned condition, the tones synchronized to the visual target came from 
the hemifield opposite that of the target, and the same was true for the 

foil. 

4.1. Methods 

Experimental methods of Exp. 2 were largely the same as those for 
Exp. 1. Specifically, the Stimuli, Behavioral analysis, and EEG analysis 
were generally the same and are fully described in the Methods for Exp. 
1. For brevity, here we describe only those methods that differed be
tween the experiments. 

4.1.1. Participants 
Twenty healthy adults participated in Experiment 2, none of whom 

had completed Exp. 1. Two participants in Exp. 2 were removed due to 
excessive EEG noise, and another was removed due a large number of 
no-response trials and anomalously slow reaction times (more than three 
standard deviations slower than the group average across conditions). 
Thus, the final data set comprised 17 participants (11 female; mean age 
¼ 21.3 years, standard deviation ¼ 2.6 years). All had normal hearing, 
no reported colorblindness, and gave written consent as in Exp. 1. 

4.1.2. Task and design 
The task in Exp. 2 was similar to Exp. 1, with the addition of an AV 

foil stimulus. Dynamic visual stimuli were presented as in Exp. 1, and 
auditory stimuli were presented from two free-field loudspeakers 
directly on either side of the monitor (at �10� visual angle; see Fig. 6A). 
On each trial, the display contained two stimuli that could be the target, 
defined as horizontal or vertical line segments (as in Exp. 1). The po
tential visual targets always appeared on opposite hemifields of the 
display (Fig. 6B). The trial timeline is illustrated in Fig. 6C. Participants 
first received a 2-s visual cue indicating the side on which the visual 
target would appear, and they were instructed to ignore the foil in the 
opposite visual hemifield. The participant then performed the search 
task until they found the target or timed out (12 s). On half the trials, the 
target changed color first, and on the other half the foil changed color 
first. The target and foil were not allowed to change color within 250 ms 
of each other. 

Fig. 6. Exp. 2 setup and design. A. A schematic of the experimental setup, as viewed from above. B. A snapshot of the visual stimuli during an example trial. The two 
potential targets always appeared on opposite hemifields of the display. C. Experimental conditions. A visual pre-trial cue informed participants whether the actual 
target would be located on the left or right, and whether tones synchronized to the target would come from the loudspeaker on the same side (Spatially Aligned), the 
opposite side (Spatially Misaligned), or not be present (No Tone). Tones synchronized to the foil were played from the loudspeaker not playing the target tones. 
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On AV trials, tones were played in synchrony with both target and foil 
color changes. The synchronous tones were identical tone complexes (as 
described in Exp. 1), separable only by their spatial locations (from 
symmetrically placed speakers). On trials containing synchronous tones, 
the cue informed participants which loudspeaker would play the target- 
synchronized tones, in addition to the hemifield of the visual target 
(Fig. 2C). When the tones and visual target were Spatially Aligned, syn
chronous tones played from the loudspeaker in the same hemifield as the 
visual target. Tones synchronized to the foil were played from the other 
loudspeaker, in the same hemifield as the foil. On Spatially Misaligned 
trials, the relationship was reversed; tones synchronized to the target 
were played from the loudspeaker in the opposite hemifield, and the 
same was true for the foil. Finally, No Tone trials required participants to 
do the same cued search task using vision alone. 

The search grid was widened for Exp. 2, subtending 11.2� of visual 
angle, and targets and foils were restricted to appear in the left- and 
rightmost 3.2� of the display. These changes were made to minimize the 
physical distance between key visual stimuli and the loudspeakers, 
while still allowing participants to maintain central fixation while per
forming the task. Participants were asked after the experiment if they 
recognized any patterns in where targets appeared; no participants 
noticed the restricted target zones. Since participants were instructed to 
limit their search to half the display, the total number of search items 
was increased to 84 (spread evenly between hemifields) to increase task 
difficulty. The orientation of the foil was randomly chosen to be vertical 
or horizontal, irrespective of the target orientation, such that the target 
orientation could not be inferred by finding the foil. This does mean that, 
on some trials, the target and foil had the same orientation, making it 
impossible to know for certain to which stimulus participants respon
ded. However, given the very high average hit rate (92%), we can 
conclude that participants were not responding to the foil with any 
regularity. 

Prior to starting the actual experiment, all participants first 
completed the same training described for Exp. 1, and then completed 
one additional training block of the Exp. 2 task including intermixed 
Spatially Aligned and Misaligned trials. During this training, all partic
ipants indicated that they could clearly discriminate the identical tones 
presented from the left and right loudspeakers. 

The actual experiment was divided into 15 blocks, with untimed 
breaks between blocks. 3 blocks contained only No Tone trials, while the 
other 12 contained intermixed Spatially Aligned and Misaligned trials. 
Participants completed a total of 108 No Tone trials, 216 AV Aligned 
trials (108 target-leading, 108 foil-leading), and 216 AV Misaligned 
trials (108 target-leading, 108 foil-leading). As in Exp. 1, one of each 
type of block was presented (order randomized independently for each 
subject) before any were repeated to mitigate any ordering effects. 

4.1.3. EEG analysis 
The addition of a second stream of tone complexes shortened the 

average interval between successive auditory stimuli to 550 ms. Thus, to 
limit contamination of ERPs by previous evoked responses, the baseline 
window was shortened to the 100 ms immediately preceding stimulus 
onset. Otherwise, the same preprocessing steps and statistical analyses 
described in Exp. 1 were used here. An additional analysis was per
formed to assess the topographic distribution of evoked potentials across 
the scalp, which reflects the combination of neural generators under
lying the response. In order to separate ERP topography and amplitude 
differences between conditions, we divided individual subject average 
ERPs in each condition by the instantaneous global field power (GFP). 
This procedure normalizes the response amplitude while preserving the 
relative topographic distribution of the response (McCarthy and Wood, 
1985). To quantify the degree of topographic difference between two 
responses, we then calculated a measure of global dissimilarity (DISS; 
see Cappe et al., 2010; Murray et al., 2008). At each time point, DISS is 
calculated as the root mean square of the differences in 
strength-normalized responses across the electrode montage. DISS was 

not calculated for the first 40 ms of post-stimulus time, as low evoked 
power in this early window rendered the metric unstable. Finally, per
mutation testing was used to determine time windows of statistically 
significant DISS values: over 2000 iterations, the labels of the conditions 
were randomly shuffled and DISS was recalculated, forming a null dis
tribution. P-values at each time point were determined as the percentage 
of iterations on which the randomly permuted DISS value was greater 
than the actual DISS value. Only statistically significant regions at least 
20 ms in duration were considered reliable. 

5. Results 

5.1. AV spatial alignment affects pip and pop effect strength when 
multiple AV stimuli are present 

In the presence of a competing AV stimulus, search times (STs) were 
faster in the Spatially Aligned condition than the Misaligned condition 
(Fig. 7A). In addition, when the target color change and synchronous 
tone were presented before the foil (target-leading), search times (STs) 
were faster than when the foil was leading. The magnitude of this ST 
difference is similar to the average time difference between the first AV 
target latency in these conditions (529 ms). A repeated-measures two- 
way ANOVA supports these observations, revealing main effects of 
leading stream (F(1,16) ¼ 23.02, p < 0.001) and AV spatial alignment (F 
(1,16) ¼ 13.54, p ¼ 0.002). There was no significant interaction be
tween these factors (F(1,16) ¼ 2.98, p ¼ 0.1). Due to the difference in 
first target presentation time between the target-leading and foil-leading 
conditions, behavioral benefits of AV integration (reduced STs relative 
to the No Tone control) were only observed in the target-leading con
dition. Thus, the remaining analyses were limited to target-leading tri
als. On these trials, we observed that just over half of participants 
showed a substantial (>300 ms) ST benefit from Spatially Aligned tones. 
Within the target-leading trials, Tukey’s HSD post-hoc testing revealed 
that STs were significantly faster in the Spatially Aligned condition than 
in the No Tone (p ¼ 0.006) or Spatially Misaligned (p ¼ 0.015) condi
tions. (Fig. 7B). 

5.2. Separation between ERPs elicited by targets and foils depends on AV 
behavioral benefit 

To examine neural correlates of selectively attending the AV target, 
we focused our EEG analysis on comparing ERPs elicited by the AV 
target and the AV foil. This analysis circumvented the need to sum 
unisensory ERPs, which can result in a doubling of electrical noise and 

Fig. 7. Behavioral results from the pip and pop task with two AV stimuli (Exp. 
2). A. Search times in all experimental conditions. Error bars represent S.E.M. 
B. Individual participant data from the target-leading condition only, normal
ized to search times in the No-Tone condition. Negative values indicate faster 
AV than visual-only search. Participants with search time benefits of at least 
300 ms in the Aligned condition were termed Tone Benefit participants; their 
EEG data was analyzed separately from No Benefit participants. 
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common neural signals (e.g. potentials related to target detection and 
motor preparation) in the summed response (Gondan and R€oder, 2006; 
Teder-S€alej€arvi et al., 2002). Fig. 8A shows the scalp topographies of 
grand average target and foil ERPs, as well as the difference between 
them, in two time windows and both AV spatial alignment conditions. At 
the group level, cluster-based permutation testing revealed significant 
differences between responses to the AV target and AV foil in both 
spatial alignment conditions. In a time range centered on the auditory 
N1 (95-135 ms), responses to the target were larger than responses to the 
foil in both the Spatially Aligned (p ¼ 0.018) and Spatially Misaligned 
(p ¼ 0.023) conditions (Fig. 8A, left panels). In the auditory P2 time 
range (170-210 ms), responses to the target and foil had markedly 
different scalp topographies, resulting in significant clusters in both 
spatial alignment conditions (p ¼ 0.015 for Spatially Aligned, p ¼ 0.011 
for Misaligned; right panels of Fig. 8A). AV foils elicited a fronto-central 
positivity similar to the P2 responses observed in Exp. 1, whereas AV 
targets elicited a bilateral negativity over occipital channels on average. 
A likely explanation for this difference is that, while participants had to 
find the visual target to perform the task, the visual component of AV 
foils generally went undetected. This later time range also corresponds 
to the visual N1 component, which typically peaks 150-200 ms 
post-stimulus, and is stronger contralateral to the hemifield containing 
the visual stimulus (Makeig et al., 1999; Mangun and Hillyard, 1991). 
Separately plotting trials in which the AV target was on the left and right 
reveals that the responses were indeed lateralized contralaterally to the 
visual target hemifield (Supplemental Fig. 4). Therefore, ERP effects in 
this time range can be explained by differences in detection of the visual 
stimuli. However, differences between ERPs elicited by targets and foils 
in the auditory N1 time range indicate that – on average – participants 
were able to selectively attend the AV target whether its unisensory 
components were spatially aligned or misaligned. 

The difference in the strength of N1 responses elicited by AV targets 
and foils was weakly correlated with individual participants’ AV search 
benefit (R2 ¼ 0.115, p ¼ 0.05; Fig. 8B). Here, N1 response strength in 
each condition was calculated as the average GFP in the N1 time range 

so that particular channels did not have to be selected a priori. Given this 
modest correlation, we re-analyzed the ERP data separately for partic
ipants who benefitted from the AV synchrony (Tone Benefit partici
pants) and those who did not (No Benefit participants). These groups 
were delineated based on whether search times were at least 300 ms 
faster in the AV Spatially Aligned condition than the No Tone condition. 
We chose this cutoff empirically, as there was a clear divide between 
participants who benefitted and those who did not (see Fig. 7B); it also 
approximates a median split of the data, with 9 Tone Benefit and 8 No 
Benefit participants. 

For the Tone Benefit participants, there was a clear separation be
tween AV target and foil responses across most of the electrode montage, 
in both spatial alignment conditions (Fig. 9A). This separation indicates 
that these participants were able to selectively attend the AV target, 
even if its unisensory components were misaligned in space. In keeping 
with this, the Tone Benefit participants generally experienced some 
behavioral benefit from the Spatially Misaligned synchronous tones 
(although less so than in the Spatially Aligned condition). The topog
raphy of the Spatially Aligned target responses was shifted in a left- 
posterior direction. Consistent with this, the left-posterior electrode 
channels showed the greatest difference between target and foil re
sponses in this condition, whereas the maximum difference occurred at 
more central channels in the Spatially Misaligned condition. 

In the Tone Benefit group, Cluster-based permutation testing showed 
significantly stronger N1 responses to AV targets than foils in both the 
Spatially Aligned (p ¼ 0.04) and Misaligned (p ¼ 0.032) conditions 
(Fig. 9B, left panels). Interestingly, a broad region of significant differ
ence between the target and foil responses in the P2 time range was 
observed in the Spatially Aligned (p ¼ 0.034) condition, but not the 
Misaligned condition. This effect appears to have been driven by the 
combination of a stronger response to the Spatially Aligned target in 
sensors over visual brain areas, and a stronger attentionally driven P2 
response to the Aligned foil. Since AV integrative responses are known to 
occur in visual cortex (Allman and Meredith, 2007; Morgan et al., 2008; 
Murray et al., 2016), this result suggests a combination of more robust 

Fig. 8. Group-level ERP results from Experiment 2. A. Scalp topographies of ERPs elicited by AV targets and foils are shown in time ranges corresponding to the 
auditory N1 (95-135 ms, left column) and the auditory P2/visual N1 (170-210 ms, right column). Spatially Aligned responses are shown in the top row, and 
Misaligned responses are in the bottom row. Difference topographies (AV target – AV foil) are shown beneath each pair of target and foil topoplots. Asterisks indicate 
significance in cluster-based permutation testing. B. Correlation between the global field power difference between target and foil responses in the auditory N1 time 
range and AV behavioral benefit. Positive percentage values on the y-axis indicate faster search relative to the No Tone condition. 
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encoding of the Spatially Aligned AV targets and an increased suppres
sion of responses to Spatially Aligned foils. 

We lacked sufficient statistical power to directly compare the Tone 
Benefit and No Benefit groups in terms of the separation between their 
target and foil evoked responses. This is partly because of the low 
participant counts after dividing participants into groups, and partly 
because of the noise introduced by subtracting the target and foil ERPs. 
For the No Benefit participants, although the response topographies 
were qualitatively similar to those in the Tone Benefit group, differences 
between target and foil responses were not statistically significant in 
either the N1 or P2 time windows (Fig. 10). These neural measures 
suggest that the No Benefit participants struggled to perceptually 
segregate the AV target and foil in both spatial alignment conditions, 
consistent with the lack of search facilitation in this group. 

The No Benefit group had one fewer participant than the Tone 
Benefit group. To address the possibility that the null results for the No 
Benefit group were due to reduced statistical power, we re-ran the 
cluster tests on the Tone Benefit data 9 times, each time removing a 
different participant from the dataset. The Tone Benefit results described 
above held on all runs; N1s elicited by targets were larger than those 

elicited by foils in the Aligned and Misaligned conditions, and the P2 
elicited by the foil was larger than that elicited by the target in only the 
Aligned condition. Cluster p-values were less than (or in one case equal 
to) 0.05 for each of these comparisons on each run. Thus, the slight 
difference in sample sizes does not account for response differences 
between the Tone Benefit and No Benefit participants. 

5.3. The early ERP topography is shifted when AV stimuli are spatially 
aligned 

In the Tone Benefit group, the differential evoked responses in the 
170–210 ms time range represent one possible neural correlate of the 
enhanced behavioral performance in the Spatially Aligned condition. In 
this group, the topography of AV target responses in the earlier N1 
window also appeared to differ between the Aligned and Misaligned 
conditions, suggesting differential activation of brain areas engaged in 
processing the AV stimuli. To test the significance of this topographic 
shift separately from ERP amplitude differences, we strength- 
normalized target and foil-evoked ERPs and then compared their scalp 
topographies using the DISS metric (Fig. 11; see EEG analysis in Exp. 2 

Fig. 9. Comparison of ERPs elicited by AV targets and foils for Tone Benefit participants in Experiment 2. A. ERP waveforms, each averaged over a group of three 
electrodes. The left parietal group includes electrodes P3, P5, and CP5, selected to capture the early, left-biased cluster in the Spatially Aligned Target versus Foil 
comparison. The fronto-central group includes electrodes Fz, FCz, and Cz, where auditory responses were strongest. Error clouds indicate S.E.M. B. Response to
pographies in the auditory N1 and P2 time ranges. Note the different color scales used to visualize effects. Asterisks indicate significant differences between target and 
foil responses in cluster-based permutation testing. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of 
this article.) 
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Methods). 
For the Tone Benefit participants, DISS indicated that the topo

graphic difference between target and foil responses was elevated 
throughout the post-stimulus epoch in the Spatially Aligned condition 
(Fig. 11A). Spatially Aligned target and foil response topographies were 
significantly different between 62 and 93 ms post-stimulus, as well as 
between 127 and 179 and 189 and 234 ms post-stimulus. In contrast to 
these broad differences, in the Spatially Misaligned condition, target and 
foil topographies were significantly different only between 146 and 168 
ms post-stimulus (Fig. 11B). This time window corresponds to the onset 
of clear visual responses evoked by the target stimulus, but not the foil in 
the unattended hemifield. Thus, topographic differences were expected 
in this time window regardless of AV spatial alignment. Of particular 
interest, however, is the early topographic difference in the Spatially 
Aligned condition, which was not present in the Misaligned condition. 
Multiple studies have reported early multisensory effects on evoked 
responses around 40-60 ms post-stimulus (Ghazanfar et al., 2005; Mol
holm et al., 2002; Murray et al., 2016; Schwartz et al., 2004). We also 
conducted a separate DISS analysis to directly compare the topographies 
of ERPs elicited by AV targets between the Aligned and Misaligned 
conditions. This analysis revealed that the Aligned and Misaligned target 
response topographies differed significantly from each other in a similar 

early time window, between 50 and 78 ms post-stimulus (p < 0.05 for all 
time points). Although these DISS analyses do not specifically implicate 
multisensory brain regions, the early topographic shifts are consistent 
with AV integration of the target being stronger when its unisensory 
components were spatially aligned. 

For the No Benefit participants, the early topographic difference 
between target and foil responses was absent, consistent with weaker AV 
integration (Fig. 11, panels C and D). In the Spatially Misaligned con
dition, DISS reached significance in a later time window (134–193 ms) 
corresponding to visual responses elicited by the AV target. Though DISS 
did not reach significance at any point in the Spatially Aligned condi
tion, a peak is visible around 165 ms post-stimulus, as expected. A direct 
DISS comparison between Aligned and Misaligned target ERP topogra
phies found no differences in the No Benefit group. 

Finally, we revisited the Exp. 1 data to test for similar topographic 
differences between AV and summed unisensory (A þ V) responses. 
Indeed, DISS revealed significant topographic differences between both 
the AV Aligned and Misaligned conditions and the summed unisensory 
models (Supplemental Fig. 5). This reflects the patterns observed in the 
behavioral data; when a single AV stimulus was present, AV integration 
was unaffected by AV spatial misalignment (Exp. 1), whereas when 
multiple AV stimuli were present, AV integration was aided by spatial 

Fig. 10. Comparison of ERPs elicited by AV targets and foils for No Benefit participants in Experiment 2. A. ERP waveforms, each averaged over a group of three 
electrodes: P3, P5, and CP5 on the left, and Fz, FCz, and Cz on the right. These match the electrode groups plotted in Fig. 9. Error clouds indicate S.E.M. B. Response 
topographies in the N1 and P2 time ranges. No significant differences were found between target and foil responses in any condition or time window. 
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alignment between corresponding auditory and visual inputs (Exp. 2). 

6. Discussion 

In two experiments, we measured the behavioral and neurophysio
logical effects of audio-visual integration in search tasks using variants 
on the pip and pop paradigm. Of particular interest to us was elucidating 
whether spatial alignment between the auditory and visual stimuli 
influenced the strength of the pip and pop effect, and whether the impact 
of AV spatial alignment depended on the presence of multisensory 
competition in the scene. 

In Exp. 1, we first replicated the pip and pop effect (Van der Burg 
et al., 2008; Zou et al., 2012). We found that the addition of an auditory 
stimulus synchronized to changes in a visual target feature (color) 
suppressed errors and sped visual search. Importantly, these behavioral 
benefits were observed regardless of whether the auditory stimuli were 
Spatially Aligned or Spatially Misaligned with the visual search display. 
In accord with this, we observed an enhancement of the ERP N1 
component in AV conditions, irrespective of AV spatial alignment. We 
demonstrated that the final auditory stimulus before the participant’s 
response on each trial, which likely was integrated with the visual 
target, tended to evoke the largest N1 response. This finding is consistent 
with AV synchrony increasing the salience of the AV target. 

In Exp. 2 we added an AV foil, so that the task required selective 
integration of the visual target with its synchronous tones, while 
ignoring competing stimuli in both the auditory and visual modalities. In 
contrast to Exp. 1, under these conditions search was faster when the 
auditory and visual stimuli were Spatially Aligned than when they were 
Misaligned. Regardless of spatial alignment, AV targets elicited 

significantly larger N1 ERP components than physically identical AV 
foils for participants who benefitted from the synchronous tones; for 
participants who did not benefit behaviorally, this difference was not 
significant. After normalizing the ERPs to account for differences in 
response strength, we found that the ERP scalp topography differed 
between target and foil responses only for participants for whom AV 
search was faster than visual-only search, and only in the Spatially 
Aligned condition. For these participants, the Aligned and Misaligned 
target response topographies also differed from each other in an early 
post-stimulus time window. This indicates that the neural generators of 
the ERPs differed in these two conditions, possibly reflecting cortical 
multisensory processing mechanisms being driven more strongly in the 
Spatially Aligned condition. 

Taken together, our results indicate that in simple scenes, temporal 
synchrony alone is sufficient to drive AV integration. However, in more 
complex and ambiguous environments with competing sources, spatial 
relationships between the auditory and visual stimuli can aid in parsing 
the sensory scene. 

6.1. The influence of spatial factors in AV integration depends on stimulus 
context 

A preponderance of evidence points to the importance of temporal 
coherence between auditory and visual signals in driving AV integration 
and binding. Van der Burg and colleagues demonstrated this in the 
context of the pip and pop effect by introducing temporal offsets be
tween the tones and visual targets, which reduced search benefits in a 
manner consistent with estimates of the AV temporal binding window 
(Van der Burg et al., 2008). On the other hand, the functional role of AV 

Fig. 11. Analysis of AV topographic shift in Exp. 2. DISS time courses reflect the degree of topographic dissimilarity between the AV target and foil responses in the 
AV Aligned (light blue) and Misaligned (purple) conditions. DISS was calculated separately for Tone Benefit (A) and No Benefit (C) participants. Horizontal bars 
above the time courses represent time regions in which DISS reached statistical significance in permutation testing. Grey time regions correspond to the topoplots in B 
and D. B,D. Grand average difference topographies between AV target and foil ERPs, normalized by the global field power to visualize regions of differential 
topography. Asterisks indicate DISS significance in the corresponding condition and time region. 
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spatial alignment, in both the pip and pop effect and AV integration in 
general, remains a topic of substantial debate. 

In most previous investigations of the pip and pop effect, spatial 
relationships between the visual stimuli and the tones have been 
ambiguous as tones were presented over headphones (Van der Burg, 
Awh and Olivers, 2013; Van der Burg, Olivers and Cass, 2017; Van der 
Burg et al., 2010). One study did find stronger behavioral benefits when 
synchronous tones were presented from a free-field loudspeaker placed 
near the visual display compared to when the tones were presented over 
headphones (Ngo and Spence, 2010). However, it is not clear if this 
difference was due to AV spatial alignment per se, as opposed to the 
externalization of stimuli in both modalities into physical space. 

In the experiments presented here, we manipulated AV spatial 
alignment of physical sound sources, and found effects of spatial align
ment only in Exp. 2, when both visual and auditory stimuli were in 
competition for integration resources. One explanation for these results 
is that spatial information about the stimuli was task-relevant in Exp. 2, 
as visual search was restricted to a cued hemifield and aided by syn
chronous tones in a separately cued hemifield. This has some experi
mental precedent; in one study, spatial misalignment between visual 
and somatosensory signals was shown to affect integration only when 
participants had to restrict their responses to stimuli presented in one 
hemifield (Girard et al., 2011). However, others have failed to find 
spatial effects on multisensory integration even when spatial informa
tion was directly task-relevant (e.g. Sperdin et al., 2010). 

The addition of a competing stream of tones in Exp. 2 altered the 
requirements of the pip and pop task; participants had to find an AV 
target amongst a mixture of unisensory and multisensory distractors – a 
common situation in everyday perception. One intriguing possibility is 
that the spatial effects we observed in Exp. 2 were due to the addition of 
this cross-modal competition. A number of past studies support this idea. 
Auditory spatial cues are often secondary to other sources of auditory 
information (e.g. pitch, talker identity, etc.) in forming auditory objects, 
and only become influential when other cues are ambiguous or the 
listening environment is particularly complex (Bizley et al., 2012; 
Mehraei et al., 2018). Given that the relatively poor spatial acuity of 
audition limits the precision of AV spatial estimates, it stands to reason 
that spatial cues would also play a secondary role in AV integration, 
helping to resolve scenes only when other cues to integration are 
ambiguous or the multisensory environment is cluttered. 

It should also be noted that the relative sparsity of possible spatial 
locations in our experimental setup and others could lead to a down
weighting of spatial cues to AV integration. The brain integrates sensory 
cues in a near-optimal fashion, giving most credence to highly reliable 
cues (Ernst and Banks, 2002; Fetsch et al., 2012; Hillis et al., 2004; Ja
cobs and Fine, 1999). In ventriloquism, for example, spatial perception 
is normally biased toward vision, but the balance can be shifted toward 
audition by making the visual stimulus spatially unreliable (e.g., a 
blurred light instead of a small dot; Alais and Burr, 2004). Our setup 
comprised a single visual display and two (Exp. 2) or three (Exp. 1) 
possible auditory stimulus locations. The very simplistic auditory spatial 
arrangements we employed did little to drive participants to make fine 
use of auditory spatial cues; multisensory integration may have there
fore favored precise AV temporal coherence over coarse auditory spatial 
information. Future studies investigating the role of AV spatial align
ment using more immersive multisensory experimental environments 
will be required to fully resolve the role that spatial information plays in 
real-world AV processing. 

6.2. The pip and pop effect reveals interactions between top-down and 
bottom-up attention and AV integration 

When comparing AV neural responses to summed unisensory re
sponses in Exp. 1, we observed an enhancement of AV ERP components, 
particularly the in the time range of the auditory N1. The strength of this 
component was also strongly modulated in Exp. 2, when AV target and 

AV foil responses were compared. Such “super-additive” responses have 
been considered a hallmark of AV integration in the cat superior colli
culus, but mounting evidence indicates that super-additivity does not 
constitute a general property of multisensory processing (Angelaki et al., 
2009; Meredith and Stein, 1986; Stein and Meredith, 1993). More recent 
studies in humans and animals have demonstrated that super-additive 
multisensory responses are restricted to near-threshold stimulus levels, 
and that at supra-threshold levels, multisensory responses are more 
commonly sub-additive (Perrault et al., 2003; Stanford, Quessy and 
Stein, 2005; Stanford and Stein, 2007; Van der Burg, Talsma, Olivers, 
Hickey and Theeuwes, 2011). In addition, modeling and empirical 
studies have shown that sub-additive multisensory interactions can ac
count for near-optimal cue integration across sensory modalities 
(Anastasio et al., 2000; Gu et al., 2008; Ma et al., 2006). 

Given that super-additive multisensory responses are rare, a more 
probable explanation is that the N1 modulations we observed were 
influenced by attentional differences between conditions. Attentionally 
driven modulation of the auditory N1 has been extensively reported in 
the literature, lending weight to this interpretation (Alho, 1992; Choi 
et al., 2014; Hillyard et al., 1973; Woldorff et al., 1993). Regarding 
top-down attention, AV targets were attended in all conditions, whereas 
asynchronous auditory-only stimuli (Exp. 1) and AV foils (Exp. 2) were 
ignored. While these differences did modulate the ERPs in both exper
iments, in Exp. 1 we also found a selective enhancement of the last AV 
target ERP before target detection relative to earlier auditory ERPs. This 
is inconsistent with the enhancement being fully explained by top-down 
attention, as participants presumably sustained attention to synchro
nous tones throughout the trials, even before the visual target was 
detected. Thus, AV integration in the pip and pop effect likely increased 
the allocation of bottom-up attention to the multisensory targets. 

A growing body of research highlights the fact that multisensory 
integration and attentional mechanisms are intimately intertwined, but 
substantial debate surrounds the particular roles of bottom-up and top- 
down attention in integration (De Meo, Murray, Clarke and Matusz, 
2015; Hartcher-O’Brien et al., 2017; Macaluso et al., 2016; Talsma et al., 
2010). Previous EEG studies focusing on ERPs (Talsma et al., 2007) and 
gamma responses (Senkowski et al., 2005) have demonstrated that only 
AV stimuli subject to top-down attention elicit enhanced multisensory 
responses. In non-human primates, it has been shown that attended vi
sual stimuli can reset the phase of ongoing oscillatory activity in primary 
auditory cortex, and vice versa (Lakatos et al., 2009). In the pip and pop 
effect, the size of participants’ endogenous spatial attention window 
modulates the ability of salient AV events to capture attention. Specif
ically, AV integration appears to be weakened when stimuli are pre
sented far from a focused spatial window of top-down attention (Van der 
Burg, et al., 2012). 

On the other hand, numerous accounts exist of multisensory inte
gration enhancing the salience of sensory events, leading to capture of 
exogenous attention (see Tang et al., 2016 for review). Such a salience 
account fits well with AV reaction time studies, which demonstrate that 
AV RTs are faster than would be predicted from probability summation 
of unisensory RTs, and that RTs are slowed when AV integration is 
disrupted by introducing spatial or temporal offsets between the stimuli 
(Frens et al., 1995). Salient stimuli in general also produce neural re
sponses that are in accord with the AV N1 enhancements observed in the 
present study. For instance, EEG studies have shown increased N1 am
plitudes to salient somatosensory stimuli (Iannetti et al., 2008) and vi
sual stimuli that are distinct compared to distractors in visual search 
(T€ollner et al., 2011). A parsimonious explanation of the search benefits 
observed in the pip and pop effect is that AV integration causes a 
bottom-up increase in salience, resulting in the attentional capture of 
synchronous AV stimuli. 
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6.3. Neural underpinnings of multisensory integration in the pip and pop 
effect 

A great deal of previous multisensory research has focused on 
detection tasks using single, isolated stimuli. These studies have eluci
dated foundational principles of AV integration in humans, but an 
important open question concerns whether the same neural processes 
operate under more challenging sensory circumstances. To this end, 
electrophysiological studies using more complex paradigms with sen
sory competition, including the pip and pop effect, can be enlightening. 

To date, few studies have investigated the neural underpinnings of 
the pip and pop effect. One diffusion tensor imaging study found that the 
strength of white matter connections between subcortical auditory 
structures and auditory cortex predicted the magnitude of the pip and 
pop effect in individual participants, hinting at subcortical contributions 
to the effect (Van den Brink et al., 2014). A particularly relevant study 
involved a modified version of the pip and pop paradigm in which tones 
could be synchronized to target or distractor orientation changes (Van 
der Burg et al., 2011). As with the present work, that study found that 
AV stimuli evoked significantly different responses than their summed 
unisensory components in an early time window (50-70 ms 
post-stimulus), with the largest multisensory differences clustered at 
left-posterior electrode sites. This could signal a topographic shift of the 
AV ERPs, similar to those we identified using the DISS metric (McCarthy 
and Wood, 1985; Murray et al., 2008). Explicit analyses of shifts in the 
topography of ERPs elicited by AV stimuli have been reported previ
ously. In one such study, regions of significant AV topographic change 
were source-localized to primary auditory and visual cortices, as well as 
the posterior superior temporal sulcus, known for multisensory response 
properties (Cappe et al., 2010). The use of a different task and the 
presence of stronger visually evoked responses in that study confound 
direct comparison to the present experiments, and our lack of sufficient 
electrode density and registration of individual participants’ electrode 
positions precluded source localization of the data presented here. Still, 
it is plausible that the topographic shifts observed were driven by similar 
multisensory neural processes. 

7. Conclusions 

Using variants of the pip and pop search paradigm, we found dif
ferential effects of AV spatial alignment on AV integration depending on 
the presence of a competing AV stimulus. Taken together, our results 
suggest a context-dependence of the role of spatial cues in AV integra
tion. In a simple scene with only a single AV object, AV temporal 
coherence alone can drive integration, but when selective attention is 
required to suppress irrelevant AV stimuli, AV spatial relationships play 
a more decisive role in selective integration of the correct inputs across 
the senses. 
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