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Objectives: This study aimed to evaluate the informational component 
of speech-on-speech masking. Speech perception in the presence of a 
competing talker involves not only informational masking (IM) but also a 
number of masking processes involving interaction of masker and target 
energy in the auditory periphery. Such peripherally generated masking 
can be eliminated by presenting the target and masker in opposite ears 
(dichotically). However, this also reduces IM by providing listeners with 
lateralization cues that support spatial release from masking (SRM). In 
tonal sequences, IM can be isolated by rapidly switching the lateraliza-
tion of dichotic target and masker streams across the ears, presumably 
producing ambiguous spatial percepts that interfere with SRM. However, 
it is not clear whether this technique works with speech materials.

Design: Speech reception thresholds (SRTs) were measured in 17 young 
normal-hearing adults for sentences produced by a female talker in the 
presence of a competing male talker under three different conditions: 
diotic (target and masker in both ears), dichotic, and dichotic but switch-
ing the target and masker streams across the ears. Because switching 
rate and signal coherence were expected to influence the amount of IM 
observed, these two factors varied across conditions. When switches 
occurred, they were either at word boundaries or periodically (every 116 
msec) and either with or without a brief gap (84 msec) at every switch 
point. In addition, SRTs were measured in a quiet condition to rule out 
audibility as a limiting factor.

Results: SRTs were poorer for the four switching dichotic conditions 
than for the nonswitching dichotic condition, but better than for the 
diotic condition. Periodic switches without gaps resulted in the worst 
SRTs compared to the other switch conditions, thus maximizing IM.

Conclusions: These findings suggest that periodically switching the 
target and masker streams across the ears (without gaps) was the most 
efficient in disrupting SRM. Thus, this approach can be used in experi-
ments that seek a relatively pure measure of IM, and could be readily 
extended to translational research.

Key words: Informational masking, Spatial hearing, Speech

(Ear & Hearing 2019;XX;00–00)

INTRODUCTION

Studies investigating listening difficulties in noise suggest 
that the spectral characteristics of the masker strongly influence 
perception of a simultaneously presented target signal. Current 
research (mostly concerning speech targets) broadly distin-
guishes two types of interference between targets and mask-
ers, based on the level of the auditory pathway at which the 

interference is assumed to occur: peripheral and central inter-
ference. Roughly speaking, peripheral interference is thought to 
stem from direct interactions of energy in the target and masker 
(i.e., energetic masking [EM]; see Moore 2012) or disruption 
of the information-carrying amplitude fluctuations in the target 
by the amplitude fluctuations in the masker (i.e., modulation 
masking [MM]; Stone et al. 2012, also instantiated in the intel-
ligibility model of Jorgensen et al. 2013, for example). Central 
interference accounts for all masking that cannot be attributed 
to spectro-temporal overlap between simultaneous auditory 
sources also known as informational masking (IM; Pollack 
1975). Factors influencing susceptibility to IM relate to target/
masker similarity, stimulus uncertainty, etc. (for a review, see 
Shinn-Cunningham 2008). Looking back on 4 decades of re-
search, studies investigating IM have utilized two very different 
kinds of sounds: either highly controlled, simultaneous tonal 
sequences, or more ecological situations where speech was pre-
sented together with competing speech.*

Early experiments sought to isolate the contribution of IM 
on listeners’ perception of an auditory target that was spectrally 
remote from, hence minimizing peripheral interference with, an 
interfering masker. To do so, seminal IM experiments focused 
on situations where a fixed-frequency, regularly repeating target 
tone was embedded amidst a multitone background sequence 
whose components fell outside of a spectral “protected region” 
surrounding the target (Neff & Green 1987; Neff et al. 1993). 
The first parametric study evaluating detection of a target using 
this design revealed rather staggering results: detection thresh-
olds were elevated by 20 to 60 dB compared to in quiet (Kidd 
et al. 1994). This confirmed the presence of masking that could 
not be attributed to any mechanism involving spectral overlap 
between target and maskers.

Later studies investigated the contribution of IM in more ec-
ologically valid situations, where a speech signal is masked by 
an interfering speech stream. Because speech is a broadband 
signal, the presence of simultaneous speakers in a complex 
acoustic environment will inevitably lead to spectral overlap 
between the target speech and maskers. However, the energy 
in speech is distributed relatively sparsely over time and fre-
quency; hence, it is generally believed that speech-on-speech 
EM/MM has little effect on intelligibility. Instead, most of the 
interference from speech-on-speech masking is thought to be 
due to IM (Brungart 2001).

In a pioneering investigation of the influence of IM on the 
perception of speech in the presence of a competing speaker, 
Brungart (2001) assumed that the total masking could be split 
into two components, IM and EM. Yet, only the total masking 
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* Although we acknowledge that the definition of IM is vague and conten-
tious, possibly due to the different kinds of sounds used to investigate it, 
in this work, we refer to IM as masking that cannot be explained solely by 
spectro-temporal overlap at the peripheral level (i.e., EM/MM).
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could be directly measured. To do so, listeners’ perception of a 
set of keywords constituting a meaningful command was evalu-
ated when presented together with a competing speech masker 
of the same form as the target (using the CRM corpus; Bolia 
et al. 2000). To evaluate the deleterious effect of IM on per-
formance, Brungart estimated the specific contribution of EM 
by comparing results to those using a speech-shaped noise 
(SSN) with the same long-term average spectrum as the speech 
masker, then subtracting it from the total amount of masking. 
The specific contribution of IM to speech-on-speech mask-
ing was estimated as the difference in performance when the 
masker was steady SSN versus when it was one or more in-
terfering speakers with the same long-term average spectrum. 
Be it with only one (Brungart 2001) or several (Brungart et al. 
2001; Simpson & Cooke 2005; Rosen et al. 2013) interfering 
speakers, these analyses suggest that IM dominates perfor-
mance in the speech-on-speech condition. Specifically, for the 
same signal to noise ratio (SNR), intelligibility was lower when 
the target sentence was masked by simultaneous speech than 
with either SSN or modulated SSN, at least for SNRs from +6 
to −6 dB. This was further confirmed by the analysis of error 
patterns, which showed that listeners who incorrectly identified 
the key words from the target sentence were more likely to re-
port words from the masker sentence than other possible words 
in the response set.

Although resorting to a “subtraction strategy” initially pro-
vided valuable insights regarding the contribution of IM to ec-
ological cocktail-party situations, this approach has important 
limitations. Indeed, much of the difficulty induced by SSN ac-
tually stems from a specific type of MM in which the modula-
tions in the masker interfere with the crucial modulations in 
the target. Note that the kind of MM we are discussing here, as 
explored most thoroughly by Stone and his colleagues (Stone 
et al. 2012; Stone & Moore 2014), requires the interaction of 
target and masker energy in the periphery. There is at least one 
other type of MM, which likely has different properties, in 
which target and masker energy do not interact in the periphery, 
and yet the modulations in the masker appear to interfere with 
those in the target. It is not yet clear whether this process is 
important or not in speech-on-speech masking, although it has 
been demonstrated at least once, albeit in a very artificial situa-
tion (Kwon & Turner 2001).

SSN thus induces at least two kinds of masking arising from 
peripheral interactions of target and masker, EM and MM. A 
speech masker induces an important amount of IM in addi-
tion to EM and MM. However, SSN is not a good model of 
the EM/MM induced by a speech masker, so subtraction does 
not provide a good estimate of the IM caused by the speech 
masker. First, given the spectro-temporal structure of speech, 
the amount of MM induced by a speech masker will be differ-
ent than that induced by SSN with the same long-term average 
spectrum because the modulations in those two sounds are very 
different. Second, the spectro-temporal structure of speech 
allows listeners to compare the outputs of different auditory 
filters and group together coherent spectral information (for a 
review, see Shamma et al. 2011), while typical SSN contains 
independent modulation at different frequencies. Third, speech 
is typically periodic, and a periodic masker (even with a dy-
namically changing fundamental frequency contour) leads to 
better perception of a speech target than a comparable aperiodic 
masker (Steinmetzger & Rosen 2015). In short, a subtraction 

strategy computing the difference in performance for a speech 
masker and a SSN masker will not be an accurate estimate of 
the IM in speech-on-speech situations.

One approach to removing spectral overlap between broad-
band signals such as speech (and thus reducing EM/MM) is 
to process sentences using a multiband tone vocoder and ran-
domly allocate half of the frequency bands to the target and 
the other half to the masker, generating an “interleaved” speech 
signal (e.g., Arbogast et al. 2002). Of course, while this design 
isolates the contribution of IM to the perception of speech in 
noisy backgrounds, it also degrades the natural properties of the 
auditory signals. Alternatively, recent research has compared 
monaural speech reception thresholds (SRTs) in different types 
of background noise to predictions based on speech intelligi-
bility models, and confirmed the contribution of both amplitude 
MM and IM in addition to large effects of EM in noisy back-
grounds (Schubotz et al. 2016). Yet, however useful models are, 
this technique does not isolate the specific contribution of IM to 
real-life acoustic scenes, in part because of missing spatial cues.

Another solution to minimize peripheral EM/MM is to pre-
sent target and masker dichotically. As the streams are presented 
to opposite ears, the energy of the masker cannot interact with 
that of the target in the periphery; any masking observed in di-
chotic listening must be attributed to central interference. Un-
fortunately, spatial separation is an important cue that helps 
listeners segregate simultaneous signals and successfully parse 
complex auditory scenes. Indeed, the masking induced when the 
signal and masker are colocated is reduced when spatial cues 
are available to distinguish target and masker positions (Frey-
man et al. 1999), a phenomenon termed spatial release from 
masking (SRM). Thus, while dichotic presentation removes all 
EM/MM, it also reduces IM, thereby making it a poor control 
when trying to evaluate contributions of central interference to 
speech intelligibility.

A new approach has recently been proposed to evaluate 
the contribution of IM to complex auditory scenes: creating 
spatially ambiguous stimuli that limit SRM (thus preserving 
IM) while eliminating EM. Following this approach, tonal 
sequences of target and masker streams were presented dichoti-
cally but their lateralization alternated over time. In sequences 
of pure and complex tones, this paradigm preserved significant 
amounts of IM, even though target and maskers were instanta-
neously presented in separate ears (Calcus et al. 2015). In other 
words, target and maskers were presented in opposite ears, both 
switching regularly back and forth between the ears. Switches 
occurred during silent intervals of the sequences to avoid inter-
rupting any component of the target or masker streams by a 
change of the presentation side. Slowly switching target and 
masker lateralization (~0.4 Hz) did not affect listeners’ de-
tection performance, causing interference similar to that of a 
nonswitching, dichotic condition. However, when the switching 
was more rapid (~1 Hz), SRM was significantly reduced, pre-
sumably because the perceived spatial locations of target and 
masker were ambiguous when spatial changes were rapid (a 
form of “binaural sluggishness”, Grantham & Wightman 1978). 
A follow-up experiment was set up to further explore the lis-
tening strategies used in the rapidly switching condition. Listen-
ers were presented with a monotic (only one auditory channel, 
either in the right or left ear) and dichotic version of the rapidly 
switching condition. Performance was significantly better in the 
monotic than dichotic version of the paradigm. This suggests 
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that, in the switching dichotic conditions, listeners tried to spa-
tially track the target across its changes of lateralization within 
the sequences. This was possible at slow, but not rapid, switch-
ing rates. In fact, in the rapidly switching dichotic condition, 
performance was comparable to that observed in a diotic base-
line, which helped to confirm that there was negligible EM in 
the diotic task.

The aim of the present study was to evaluate the informa-
tional component of speech-on-speech masking by using am-
biguous spatial percepts induced by presenting simultaneous 
dichotic streams that alternated the ears of presentation. We 
hypothesized that switching streams across ears would result in 
ambiguity in the spatial lateralization of speech streams. The 
resulting stimuli should have little EM, but high IM, since the 
competing streams would be perceived at similar, ambiguous 
locations, leading to interference on the speech perception task. 
On the basis of our previous work, we predicted that perfor-
mance in the switching condition would be significantly poorer 
than in a nonswitching dichotic condition, where the clear per-
ceptual spatial separation of the competing streams reduces the 
amount of IM induced by the interfering stream. Additionally, 
we hypothesized that if performance on the switching condition 
approached that of the diotic condition, it would suggest that 
there was minimal EM in the diotic condition, and confirm that 
spatial ambiguity reduces SRM from IM. In addition to these 
three conditions (dichotic, diotic, and switching), performance 
was measured in a quiet condition to ensure that the target was 
audible in the absence of masker.

We expected factors of switching rate and signal coher-
ence to influence the amount of IM observed (for a review, see 
Shamma et al. 2011); therefore, two parameters were varied in 
the switching condition. First, switches were designed to appear 
either at word boundaries or at a faster periodic rate. Switches 
occurring during silent intervals of the target stream (i.e., at key 
word boundaries) were thought to minimize interruptions in the 
speech sequences. However, they were relatively far apart in 
time, which might limit their effect in reducing SRM. Indeed, in 
nonspeech sequences, faster switches led to increased levels of 
IM (Calcus et al. 2015). Increasing the switching rate in the pe-
riodically switching conditions should not only lead to greater 
spatial ambiguity but will also introduce switches within words, 
which we further expected to broaden spatial percepts. Both 
of these effects should lead to greater IM than when switching 
at word boundaries. Second, short silent gaps were inserted in 
the streams after lateralization switches, which was expected to 
decrease continuity of the streams, increasing IM. These two 
manipulations yielded four switching conditions: all combina-
tions of word boundary or periodic switches, with or without 
silent gaps.

MATERIALS AND METHODS

Participants
Seventeen young normal-hearing participants (21 to 32 

years, 16 female) took part in this study. All participants were 
monolingual American English speakers and had normal hear-
ing as indicated by audiometric thresholds ≤ 20 dB HL at oc-
tave frequencies from 0.25 to 8 kHz. Study procedures were 
approved by the Institutional Review Boards at Northwestern 
University. All participants provided informed consent and 
were paid for their participation.

Speech Recognition Task
Materials • SRTs were measured in response to IEEE sen-
tences (Rothauser et al. 1969) produced by a female talker (av-
erage F0: 256 Hz) in the presence of a competing male talker 
(average F0: 124 Hz). The target IEEE sentences contained five 
key words each. The competing speech also consisted of IEEE 
sentences from a different subset of sentences to ensure that 
each sentence was only presented to the listener once, either 
as a target or a masker. Both talkers were American English 
speakers.

The masker was presented for the duration of the target sen-
tence, with the onset of the target and masker aligned. To ensure 
that the masker was long enough, two IEEE masker sentences 
were first concatenated and subsequently cut to the duration of 
the target sentence. SNRs were set by keeping the level of the 
masker fixed and varying the level of the target. The level of the 
masker was calibrated to be 65 dB SPL.
Conditions • In total, seven different conditions were tested. 
SRTs were measured in diotic (both target and masker in both 
ears), dichotic (target in one ear, masker in the other ear), and 
quiet conditions. In addition, four different “switching” condi-
tions were tested. As illustrated in Figure 1, in the switching con-
ditions, the target and masker were presented dichotically while 
their lateralization switched across ears several times throughout 
a sentence. Switches occurred either at word boundaries 
(Fig. 1A) or periodically every 116 msec, and with or without 
a brief silent gap (84 msec) inserted following the switch point 
(Fig. 1B, C). The rate of switching and duration of the gap were 
chosen following pilot testing. An example of sentence switch-
ing at key word boundaries would be as follows: “The birch / 
canoe / slid / on the / smooth / planks”, where the forward slashes 
indicate switch points. It should be noted that since the timing of 
the switches was determined by the structure of the target sen-
tence, switches in the masker sentence did not necessarily occur 
at word boundaries. In total, there were five switches per sen-
tence, switches occurring on average every 440 msec (average 
switch rate = 2.3 Hz; or 1.93 Hz with silent gaps). For periodic 
switching, the resulting switch rates were 8.6 Hz (no pauses) or 
5 Hz (with gaps). The target and masker sentences were tapered 
on and off across 5 msec at the switch points to reduce spectral 
splatter associated with the switches. Auditory examples of the 
different conditions can be found in the Figure in supplement 
Digital Content, http://links.lww.com/EANDH/A538.

In the dichotic condition, the ear receiving the target was 
determined randomly and independently for each trial. Perfor-
mance in dichotic listening conditions is typically very good, in-
dicated by very low SRTs (c.f. Cherry 1953). Because the SNRs 
in this experiment were set by varying the level of the target 
while keeping the level of the masker constant, there is a pos-
sibility that audibility of the target rather than the presence of 
the masker in the opposite ear primarily determined the SRTs. 
To rule out any audibility issues, SRTs were also obtained in 
quiet. Note that the SRTs—or target levels—in quiet were set 
in exactly the same way as for the dichotic condition, except 
that only the target (and not the masker) was presented to the 
listener; that is, target sentences were presented monaurally and 
the ear in which the target was presented varied randomly for 
every sentence.
Procedure • Participants were seated in a soundproof 
booth and listened over ER-2 insert earphones (Etymotic, 
Elk Grove Village, IL). Stimuli were presented via a 



Copyright © 2019 Wolters Kluwer Health, Inc. Unauthorized reproduction of this article is prohibited.

4  CALCUS ET AL. / EAR & HEARING, VOL. XX, NO. XX, 00–00

digital-to-analog converter (TDT RX6, Tucker-Davis Tech-
nologies, Alachua, FL), an attenuator (TDT PA5), and a 
headphone buffer (TDT HB7).

Participants were asked to repeat the female target sen-
tences, which were composed of five keywords, to the best of 
their ability while ignoring the competing male talker. The ex-
perimenter scored the number of correctly repeated keywords.

The SNR was varied using an adaptive procedure (Plomp 
& Mimpen 1979). Pilot data were used to set the SNRs for the 
first sentence in a block, ranging from −45 to −20 dB SNR for 
the different conditions (−45 dB SNR in quiet is equivalent to 

a stimulus level of 20 dB SPL). The first sentence was repeated 
until at least three to five words were correctly repeated, or the 
SNR reached 25 dB (6 dB increments). The SNR for each sub-
sequent trial was decreased by 2 dB if three to five keywords 
were correctly repeated or increased by 2 dB if zero to two key-
words were correctly repeated. SRTs were calculated as the av-
erage of all reversals for which the step size was 2 dB.

Participants received a brief practice block to familiarize 
themselves with the task. The practice block consisted of five 
sentences in the diotic condition, with the SNR for the first trial 
set to 0 dB. In the experiment proper, each block consisted of 20 
sentences. The order of conditions, target lists, and masker lists 
were all randomized across participants using a Latin Square 
design. SRTs for all conditions were measured twice. A meas-
urement was repeated, with a different set of target sentences, 
when fewer than three reversals were obtained or when the SD 
across the reversals was >4 dB. In addition, a measurement was 
repeated when the SRTs for the two repetitions of a condition 
differed by >3 dB, in which case only the two SRTs that were 
closest in value were included in the data set.

Statistical Analyses
The SRTs were analyzed using linear mixed effects models 

in R (using the lme() function from the nlme package; R Core 
Team 2016; Pinheiro et al. 2016). It is important to note that 
SRTs were not averaged across blocks, but instead SRTs for 
the two measurements for each condition were both included 
in the models. SRTs for one participant could not reliably be 
collected in the periodic switch condition with silent gaps. The 
assumptions for linear mixed effects models were met; Q-Q 
plots indicated that the residuals of all the models were nor-
mally distributed. The data set contained no outliers (mean ± 3 
SD). All significant results reported below remained significant 
after Bonferroni correction.

RESULTS

The SRTs for the seven different conditions (diotic, dichotic, 
switching at word boundaries or periodically with and without 
silent gaps, and quiet) are plotted in Figure 2 (means and SD are 
provided in Table 1).

The Effect of Switching Dichotic Speech Streams Across 
the Ears on SRTs

To evaluate the informational component of speech-on-
speech masking, SRTs were measured when target and masker 
speech streams were switched across the ears. Peripherally gen-
erated masking (EM/MM) can be eliminated by presenting the 
two streams dichotically. However, this also reduces IM by pro-
viding listeners with lateralization cues. We hypothesized that 
switching the streams across the ears would largely disrupt any 
SRM that would otherwise result from simple dichotic presen-
tation, leading to higher (i.e., poorer) SRTs.

To examine the effect of switching the target and masker 
streams across the ears in general, the SRTs were analyzed using 
a linear mixed effects model with one fixed factor, conditions 
(diotic, dichotic, switching [collapsed across the four different 
switching conditions], and quiet), and three random intercepts, 
listener, target sentence list, and masker sentence lists. Two con-
trasts were specified to assess the effects of switching (switch 

Fig. 1. Illustration of the main experimental conditions. A, Switching at 
word boundaries; B, Periodic switching; C, Periodic switching with pauses. 
For each condition, the upper panel represents the right ear channel and the 
lower panel represents the left ear channel.
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vs. dichotic, and switch vs. diotic). In addition, a contrast was 
specified to examine whether the SRTs in the dichotic condition 
were driven by audibility (quiet vs. dichotic).

The results, summarized in Table 2, indicate that perfor-
mance on the speech perception task was significantly poorer 
when the target and masker were switched across the ears than 
when the stimuli were presented dichotically, with a mean dif-
ference of 5.9 dB (p < 0.001). In addition, performance in the 
switching condition was better than in the diotic condition, 
with SRTs on average about 17.2 dB lower when the target and 
masker were switched across the ears (p < 0.001). Furthermore, 
it is important to note that the SRTs in the dichotic condition 
were not limited by audibility, with performance in quiet sig-
nificantly better (by 6.3 dB on average) than in the dichotic 
condition (p < 0.001). The SRTs—or target levels—in quiet are 
provided here in terms of dB SNR (mean: −48.7, SD: 3.3) for 
easy comparison with the test conditions in noise. In terms of 

absolute presentation levels, this corresponds to an average SRT 
of 16.3 dB SPL (range: 10.4 to 22 dB SPL).

The Effects of Different Switching Conditions on SRTs
Switching target and masker streams across the ears increases 

SRTs when compared with a simple dichotic presentation, 
which suggests that the SRM resulting from dichotic presen-
tation is disrupted. It remains unclear, however, to what extent 
switching rate and the presence of silent gaps (i.e., signal coher-
ence) influence SRTs. First, we hypothesized that the switch-
ing rate in the periodically switching conditions would lead 
to poorer performance compared to conditions when switches 
were only introduced at word boundaries (i.e., at a slower rate). 
Second, we hypothesized that short silent gaps inserted in the 
streams after lateralization switches would decrease continuity 
of the streams, resulting in higher (i.e., poorer) SRTs.

The SRTs for the different switching conditions were ana-
lyzed using a linear mixed effects model to examine whether 
changes in switching rate (either at word boundaries or peri-
odically) and signal continuity (with or without silent gaps) 
affected the IM component. The model included three fixed fac-
tors: switch rate (word boundary and periodic), gap (with and 
without), and the interaction term. The model also included two 
random intercepts: listener and target list. Model comparisons 
based on the Akaike Information Criterion (AIC; Akaike 1974) 
indicated that adding masker sentence list as a random factor 
did not improve the model fit.

The results, summarized in Table 3, indicate a main effect of 
switch rate, with poorer performance (by about 8.8 dB) when 
switches occurred periodically compared to when they occurred 
at word boundaries (p < 0.001). Similarly, there was a signifi-
cant (albeit more modest) main effect of gap: SRTs were on 
average 2.3 dB lower (i.e., better) when silent gaps were pre-
sent compared to when they were not (p < 0.001). There was no 

Fig. 2. Boxplots of speech reception thresholds (in dB SNR) in response to a 
female talker in the presence of a male talker in diotic, dichotic, switching, 
and quiet conditions. Results are plotted for four different switching condi-
tions: switches were either introduced periodically or at word boundaries, 
and with or without pauses inserted at each switch point. SRTs are plotted 
in dB SNR for the quiet condition for easy comparison with the test condi-
tions in noise. The mean SRT of −48.7 dB SNR corresponds to 16.3 dB SPL, 
with SRTs ranging from 10.4 to 20 dB SPL. SNR, signal to noise ratio; SRTs, 
speech reception thresholds.

TABLE 1. Descriptive statistics (means and SD) for the SRTs 
(dB SNR) in the seven different conditions that were tested (see 
also Fig. 2)

Condition Diotic Dichotic Word
Word 
Gap Periodic

Periodic 
Gap Quiet

Mean −19.3 −42.4 −40.0 −41.1 −31.4 −32.2 −48.7
SD 2.8 3.3 3.5 3.4 3.5 3.9 3.3

SRTs are provided in dB SNR for the quiet condition for easy comparison with the test 
conditions in noise. The mean SRT of -48.7 dB SNR corresponds to 16.3 dB SPL, with 
SRTs ranging from 10.4 to 20 dB SPL.
SNR, signal to noise ratio; SRTs, speech reception thresholds.

TABLE 2. Results from a linear mixed effects model on SRTs in 
dichotic, diotic, switching (collapsed across the four different 
switch conditions), and quiet conditions

Effect b SE t (df) p

Switch vs. dichotic 5.2 0.57 9.04 (6) <0.001***
Switch vs. diotic 18.7 0.15 124 (144) <0.001***
Dichotic vs. quiet 6.4 0.85 7.49 (280) <0.001***

The model included three random intercepts: listener, target sentence list, and masker sen-
tence lists. Results are given for the planned contrasts (switch vs. dichotic, switch vs. diotic, 
and dichotic vs. quiet). Significant effects are highlighted in bold font here and in all other 
tables (*** significant at α = 0.001).
df, degrees of freedom; SRTs, speech reception thresholds.

TABLE 3. Results from a linear mixed effects model on SRTs 
in four different switching conditions (switches occurring 
periodically or at word boundaries, and with or without gaps 
introduced at switch points)

Effect b SE t (df = 119) p

Switch rate 8.6 0.5 19.1 <0.001***
Gaps −2.1 0.4 −4.7 <0.001***
Switch rate x Gaps 0.8 0.6 1.3 0.2

The model also included random intercepts of listener and target list. Results are given for 
the main effects of switch rate (word boundary, periodic) and the presence of gaps (gaps, 
no gaps) as well as their interaction.
df, degrees of freedom; SRTs, speech reception thresholds.
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significant interaction between the presence of a gap and switch 
rate (p = 0.2). However, contrary to our initial expectations that 
silent gaps would interfere with the coherence of the target 
stream, thereby increasing IM, these results show that introduc-
ing gaps (both after word boundary switches and after periodic 
switches) made performance better.

Periodic Switches Without Silent Gaps may be Most 
Effective at Inducing IM

These results suggest that the periodic switch condition 
without silent gaps may be the most effective at inducing IM 
in speech-on-speech masking despite dichotic presentation, 
given that performance is poorest in this condition. To examine 
the extent to which this method could isolate the informational 
component of speech-on-speech masking, a follow-up linear 
mixed effects model was evaluated. The model treated condi-
tion (periodic switch without gaps, diotic, dichotic) as a fixed 
factor and included two random factors (intercept), listener and 
target sentence list. Model comparisons indicated that adding a 
random intercept for sentence list did not improve the model fit. 
Two contrasts were specified to assess the effects of the switch-
ing condition (switch vs. dichotic, and switch vs. diotic).

The results (see Table 4) indicate that performance in the 
periodic switching condition (no gaps) was significantly poorer, 
by about 12.2 dB, than performance in the dichotic condition  
(p < 0.001). In addition, SRTs were lower (i.e., better) than in 
the diotic condition (11.1 dB on average, p < 0.001). The general 
pattern of results is similar to that found when switches were 
introduced at word boundaries in the sense that performance on 
the switching condition falls in between that for the diotic and 
dichotic conditions (see Table 5 for additional analyses). How-
ever, the magnitudes of the effect were different. When switches 
occurred periodically, SRTs were closer to the diotic condition 
(differing by 12.2 dB in the periodic switch condition compared 
to 20.8 dB in the word boundary switch condition). SRTs were 
further from the dichotic condition in the periodic switch condi-
tion (11.1 dB) compared to the word boundary switch condition 
(2.5 dB). Overall, these results suggest that switching rate may 
be the most important variable in reducing IM: faster switch 
rates may produce more ambiguous spatial percepts, causing 
greater reduction in SRM.

DISCUSSION

When a target speech stream and competing distractor 
speech stream are presented dichotically, in opposite ears, any 
perceptual interference of the distractor on the target must be 
due to IM, not EM/MM; however, because ordinary dichotic 

stimulation leads the two streams to be perceived as coming 
from distinct locations, it also eliminates most IM. The present 
study aimed to evaluate the effect of introducing spatial am-
biguity into dichotically presented competing speech using an 
ear-switching paradigm. Previous research using (discrete) pure 
and complex tones showed that rapidly alternating the laterali-
zation of dichotically presented target and masker streams did 
not cause SRM from IM, even though instantaneously, there are 
lateralization cues inherent in the stimuli (Calcus et al. 2015). 
For these simple tone sequences, switching lateralized streams 
at a slow rate of only 1 Hz lead to performance comparable 
to when the streams were presented diotically. Not only does 
this result suggest that dichotic switching reduces SRM by pro-
ducing spatially ambiguous percepts but also it suggests that in 
these experiments, the perceptual interference in the diotic pre-
sentation was essentially all IM, with little or no contribution of 
EM/MM. Here, we implemented the switching paradigm using 
(continuous) speech sentences. Our main result suggests that, 
although the switching paradigm preserves more IM than a tra-
ditional nonswitching dichotic condition, it does not elicit per-
formance comparable to the diotic condition, even at the most 
rapid switching rate tested.

At first glance, these results appear to contradict the findings 
of Calcus et al. (2015) because performance in the switching 
speech-on-speech condition is always better than in the diotic 
condition. The main explanation for this discrepancy most 
likely lies in the nature of the material used. Indeed, thanks to 
a protected region surrounding the target, there was very little 
EM/MM in the diotic condition of Calcus et al. (2015) for both 
pure and complex tones. This was not the case for speech-on-
speech material used here, where the diotic condition elic-
ited both EM/MM and IM. This combination of interference 
might lead to poorer performance in the diotic conditions for 
the speech-on-speech conditions tested here compared to the 
nonspeech stimuli previously tested (Calcus et al. 2015), hence 
leading to a larger discrepancy when comparing performance in 
the diotic to the switching condition. Additionally, the speech 
signal not only carries meaning but is also a continuous signal; 
the discrete tones constituting the tonal sequences used previ-
ously are separated in time. Spectro-temporal coherence of an 
auditory target is known to improve its detection and identifi-
cation in complex auditory scenes (Shamma et al. 2011). The 
continuous nature of the speech signal increases the coherence 
of the auditory target, which reduces effects of the interfering 
speech masker, even when gaps disrupt the continuity of the 
speech signal. Another factor limiting the impact of the masker 
on the listeners’ performance is the gender difference between 
the target and maskers used here; differences in talker gender 
reduce IM to the point that spatial separation between the talk-
ers has a modest impact (Brungart 2001). The possibility that 

TABLE 4. Results from a linear mixed effects model on SRTs 
with condition as a fixed factor (dichotic, diotic, and periodically 
switching—no gaps) and listener and target sentence list as 
random factors (intercept)

Effect b SE t (df = 89) p

Periodic switch vs. 
dichotic

11.09 0.5 22.9 <0.001***

Periodic switch vs. 
diotic

−12.36 0.5 −26.3 <0.001***

Results are given for the planned contrasts (switch vs. dichotic, switch vs. diotic).
df, degrees of freedom; SRTs, speech reception thresholds.

TABLE 5. Results from a linear mixed effects model on SRTs 
with condition as a fixed factor (dichotic, diotic, and word-
boundary switching—no gaps) and listener and target sentence 
list as random factors (intercept)

Effect b SE t (df = 89) p

Word switch vs. dichotic 2.5 0.5 5.2 <0.001***
Word switch vs. diotic −21.0 0.5 −45.2 <0.001***

Results are given for the planned contrasts (switch vs. dichotic, switch vs. diotic).
df, degrees of freedom; SRTs, speech reception thresholds.
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switching has a smaller impact when target and maskers are 
more coherent and perceptually distinct in other perceptual 
dimensions could be tested in tonal sequences by decreasing 
the interstimulus interval between targets, increasing the fre-
quency separation between target and maskers, and/or introduc-
ing timbre differences that differentiate the target from maskers.

The condition that had the greatest IM combined peri-
odic interruptions of the sentences without gaps. Indeed, we 
observed a small but significant improvement in performance 
when sentence interruptions (both periodic and at word bound-
aries) were followed by short silent gaps. This finding does not 
fit our prediction that gaps would reduce target stream coher-
ence and increase IM. This effect is likely due to the fact that the 
gaps decreased the switch rate and caused both the target and 
masker streams to be less spatially ambiguous. As a result of 
these changes, each individual segment of the target stream and 
the masker stream (between the imposed gaps) might have had 
more distinct spatial positions, leading to stronger SRM and 
limiting the deleterious effect of the switches on lateralization. 
However, if the decrease in switching rate was the main factor 
contributing to the performance improvement in the presence of 
silent gaps, we might expect that a larger decrease (as observed 
in the periodically switching sequences) would lead to a greater 
benefit from the gaps. This was not the case, as we did not ob-
serve a significant interaction between switching rate and gaps. 
Alternatively, this improvement in performance when there were 
silent gaps between words could also arise because the gaps 
allowed listeners longer processing time, ultimately leading to 
modest but significant benefits in speech intelligibility (Gygi & 
Shafiro 2014; Best et al. 2015). Further studies are warranted to 
disentangle the respective contributions of switching rate and 
processing time on the effect of the presence of gaps in differ-
ent switching conditions. Regardless, the gaps enhanced SRM; 
therefore, to preserve significant amounts of masking, it is best 
to avoid gaps between the switches in lateralization.

Both switching periodically and at word boundaries led to a 
significant increase in SRTs compared to the dichotic condition, 
indicating that they could both be used to evaluate the contribu-
tion of IM to speech-on-speech situations. However, the effect 
size was much larger in the periodically switching condition. 
Even though switching at word boundaries might be more ec-
ologically valid, periodic switching may be the most effective 
way to preserve IM in dichotic speech-on-speech conditions. 
Perhaps the most likely explanation for the poorer performance 
when switching periodically rather than at word boundaries lies 
in the fact that the switch rates are simply more rapid in the 
periodic conditions than in the word boundary conditions. For 
word boundary switches, the average switch rate was 2.3 Hz (no 
gaps) or 1.93 Hz (with gaps), while for periodic switching, the 
switch rates were 8.6 Hz (no gaps) or 5 Hz (with gaps). Faster 
switch rates likely lead to more ambiguous and/or broader spa-
tial percepts, thereby preserving IM.

Another possible explanation for the poorer performance 
when switching periodically is the short loss of information at 
±5 msec around the time of the interruption (i.e., the duration 
of the ramp used to prevent spectral splatter), which might jeop-
ardize lexical access of target keywords. To examine the effect 
of tapering, we ran a short follow-up experiment comparing 
SRTs in diotic and dichotic conditions (i.e., without switching) 
with and without tapering the streams every 116 msec (8.6 Hz). 
There was no significant effect of tapering in the diotic and the 

dichotic conditions (all psec ≥ 0.4). Therefore, the impact of 
the periodic switching cannot be explained solely by the loss of 
information due to tapering the signal on and off across 5 msec 
at the edges of the switch times. Further studies are needed to 
determine whether the nature of the switching conditions (i.e., 
at word boundary or periodically) might contribute to the dif-
ferences observed between the two switching rates tested here.

A third hypothesis is that listeners may have perceived a 
coherent auditory stream despite the changes in lateralization. 
Words bind automatically due to low-level, spectro-temporal 
cues, whereas binding across word boundaries requires higher-
level predictability, based on cues such as location, pitch, or 
even meaning (e.g., Kidd et al. 2013, 2014). Spatial percepts 
are formed by combining spatial cues across all sound elements 
that are bound together (e.g., see Best et al. 2007). When spatial 
switching occurs within a word, the perceived location of that 
word will be less precise and more diffuse than when the spatial 
cues in the entire word are consistent, thus reducing the efficacy 
of SRM.

What is the nature of the difficulty induced by the “switch-
ing”? Using tonal sequences, rapidly switching target and 
masker streams (~1 Hz) was thought to prevent listeners from 
accessing the spatial cues inherent to dichotic listening, hence 
avoiding spatial masking release. This was not the case when 
target and maskers switched slowly (~0.4 Hz). Specifically, lis-
teners likely tried to spatially track the target across the changes 
in lateralization, which was easier to perform when switching 
was slower. This difficulty is thought to be related to a phenom-
enon of “switching sluggishness” of the auditory system (Calcus 
et al. 2015), based on the phenomenon of binaural sluggishness 
(Grantham & Wightman 1978). Here, using speech material, 
periodically switching sequences (~8.6 Hz) did limit access 
to spatial information when compared to a dichotic condition, 
but not to the extent of avoiding SRM like a diotic condition 
would, even though the switching rate was significantly faster 
than with the nonspeech material. Yet by increasing uncertainty 
regarding the target characteristics and increasing spatial sim-
ilarity between target and masker, both of which contribute to 
IM (Durlach et al. 2003), the switching paradigm still preserves 
more IM than the nonswitching dichotic condition. Moreover, 
periodically switching target and masker streams does success-
fully eliminate spectral overlap between simultaneous streams 
at the peripheral level while minimizing degradation of the au-
ditory stimuli. Further studies are warranted to determine where 
the “switching sluggishness” comes from, be it from the bin-
aural auditory system (e.g., Culling & Mansell 2013) or from a 
higher cognitive level (e.g., Koch et al. 2011).

In everyday listening situations, understanding a speaker of 
interest amongst interfering speakers is challenging for most 
listeners, even those who have normal audiometric thresholds 
(Ruggles et al. 2011). Crucially, certain populations might be 
particularly affected by the contribution of IM to speech-on-
speech listening situations, for example children (who have im-
mature linguistic knowledge) or older adults (whose diminished 
cognitive resources and reduced lexical inhibition may make it 
difficult to focus on and process the target speech).

With regard to children, because frequency selectivity 
is fully mature in the first year of life (e.g., Eggermont et al. 
1996), central interference is thought to account for most of 
the children’s difficulty encountered in noisy backgrounds. 
This is consistent with later observations of larger effects of 
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IM in children aged 4 to 16 years than in adults (Wightman 
& Kistler 2005). This difficulty might stem from immature 
stream segregation mechanisms, which have been shown to 
develop over time (Sussman et al. 2007). Given the crucial 
role of attention on streaming of auditory objects (Woods & 
McDermott 2015), and the existing evidence that speed and 
efficiency of attention allocation develop beyond the age of 12 
years (Gomes et al. 2007), further research is needed to explore 
developmental effects of auditory attention and stream segre-
gation on speech-on-speech performance in children, and their 
interplay in adults.

In the case of older adults, cognitive impairment might 
account for a significant proportion of the speech-on-speech 
difficulties (Füllgrabe et al. 2015). Consistent with this possi-
bility, specific difficulties in situations maximizing IM com-
pared to situations maximizing EM/MM have been reported 
in normal-hearing older adults (Schoof & Rosen 2014). This 
may be related to older adults’ reduced lexical inhibition 
(Robert & Mathey 2007; Dey & Sommers 2015), where com-
peting information would be expected to interfere to a larger 
extent. However, other studies failed to report an effect of age 
on speech-on-speech performance, despite observing that some 
older adults had particular difficulties in such situations (Agus 
et al. 2009). Further research is required to shed light on the 
precise nature of the speech perception difficulties typically ex-
perienced by older adults.

To reconcile disparate findings and advance management 
options, isolating the contribution of IM to difficulties perceiv-
ing speech-on-speech is necessary to better specify the nature 
of the difficulties encountered by many listeners in noisy back-
grounds. The technique reported here, consisting of periodic 
switching of speech streams, successfully preserves IM despite 
dichotic presentation, while eliminating spectral overlap at the 
peripheral level. Therefore, this paradigm provides a useful 
measure of IM in noisy environments that can be readily ex-
tended to translational research.
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