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competing objects. Think about what this means: your 
ability to make sense of the world depends on atten-
tion, which suppresses the repre sen ta tion of sounds 
you ignore, but for attention to be effective, you must 
successfully segregate the sources in the scene. Thus, 
your ability to understand sound sources depends on 
your ability to parse the scene into auditory objects that 
represent the physical sound sources around you.

At first blush,  there seems to be a hierarchy of pro-
cessing: the scene is first analyzed into objects and then 
one object is selected and attended. In truth,  these pro-
cesses form a heterarchy: the pro cesses occur in paral-
lel, feeding back upon one another. Your decision 
about what to attend in turn influences what sound 
features are emphasized, which influences how objects 
are formed (akin to the reverse hierarchy theory; see 
Nahum, Nelken, & Ahissar, 2008). Conversely, sounds 
that are particularly salient are more likely to grab 
attention even in the absence of a conscious decision to 
focus on them (see Kaya & Elhilali, 2014a; Kayser, Pet-
kov, Lippert, & Logothetis, 2005). Once a sound is the 
focus of attention, it influences object formation— 
whether attentional se lection was the result of volitional 
effort or of stimulus- driven salience.

Although  there is a large body of research exploring 
ASA and attention, the brain mechanisms realizing 
 these pro cesses are still poorly understood. In part, this 
is  because object formation and attention involve a wide 
range of brain areas, working together. Moreover, how 
sound is or ga nized into objects and how a par tic u lar 
object rises to be the focus of attention are both accom-
plished gradually across stages of the auditory pathway 
and as sound content evolves through time. Thus, one 
cannot pinpoint a specific neural place or a time at 
which an object is formed or becomes the focus of 
attention.

This chapter first discusses how the brain forms 
objects from sound mixtures and briefly reviews how 
object formation and attention allow us to interpret 
complex sound mixtures. It then considers dif fer ent 
neural correlates of object formation and attention.

abstract When listening to a mixture of sound sources, 
the brain relies on prior knowledge of statistical regularities 
in natu ral sound to estimate what sound energy comes from 
which source in the external world. This pro cess of percep-
tual object formation, also known as auditory scene analy sis, 
has been a focus of research for de cades, most recently for 
rich, natu ral sounds like speech.  Because the brain can only 
analyze one perceptual object at a time, object formation 
influences how we perceive and interpret the sounds in our 
environment. This chapter reviews the acoustic features that 
drive object formation and then considers neural correlates 
of auditory scene analy sis and attention.

Our ears usually receive a mixture of sound sources 
overlapping in time and frequency content. Yet we per-
ceive distinct perceptual “objects,” or estimates of the 
acoustic energy emitted by physical sound sources in 
the external world (Darwin, 1997; Griffiths & Warren, 
2004; Shinn- Cunningham, 2008). The pro cess of sepa-
rating sound mixtures into perceptual objects is known 
as auditory scene analy sis, or ASA. This chapter provides 
an introduction to both behavioral and neurophysio-
logical studies of ASA in natu ral settings (see also 
Darwin, 1997; Kondo, van Loon, Kawahara, & Moore, 
2017).

Determining what sound energy comes from what 
physical sound source is a mathematically ill- posed 
prob lem:  there are an infinite number of sound mix-
tures that could have produced the signals reaching 
your left and right ears. For instance, imagine the word 
boot. It could be from a single source or from one 
source, boo, temporally abutting another source oot, or 
the low frequencies of boot could be from one source 
and the high frequencies from a dif fer ent source. How 
does your brain estimate the sources in the scene given 
that the prob lem itself is underconstrained?

The pro cess of ASA  matters practically  because how 
you parse the acoustic scene has a direct impact on 
your ability to understand the meaning of the sources 
around you (Shinn- Cunningham, 2008). Cognitive 
pro cesses are  limited; you cannot pro cess every thing in 
the scene in detail. Instead, you use attention to focus 
on one object and suppress the neural responses from 
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impoverished compared to natu ral soundscapes, 
where most sources are broadband, time varying, and 
statistically unrelated to  every other source. This 
makes it hard to extrapolate from experimental results 
of ABA studies to understand what occurs for richer 
acoustic stimuli like  those encountered in everyday set-
tings. Below, we focus on how the brain copes with 
more natu ral sound mixtures, such as in de pen dent 
streams of speech or temporally uncorrelated 
melodies.

Bregman broke down ASA mechanisms into simulta-
neous grouping (rules governing  whether tones that are 
pre sent at the same moment are heard in the same 
object) and sequential grouping (rules governing 
 whether events that occur in a sequence are heard as 
part of the same, or a dif fer ent, object). While  these are 
useful concepts, the words can be misleading when con-
sidering natu ral sounds. To extend  these concepts to 
common, everyday sounds, we consider statistical regu-
larities that arise at a “local” level to form syllables (akin 
to Bregman’s simultaneous grouping) and higher- order 
statistical regularities that can perceptually link 
together syllables separated by  silent gaps (generalizing 
Bregman’s concept of sequential grouping).

Syllables form from spectrotemporally structured, contiguous 
sound Many real physical objects generate energy in 
bursts, often broadly spread across the audible spec-
trum. Such bursts are not typically static; their content 
changes continuously through time. For instance, imag-
ine a person saying the syllable oy, which has a spectrum 
that changes smoothly from one vowel to another (see 
figure 14.2).  These changes are generally structured in 

Statistical Regularities in Natu ral Sounds Guide 
Auditory Object Formation

The intellectual  father of ASA, Al Bregman, wrote a 
tome that lays out most of its fundamental princi ples 
(Bregman, 1990). In general, auditory objects, the out-
put of ASA, are the brain’s “best guess” of what belongs 
together, based on statistical regularity in the spectro-
temporal structure of natu ral sounds. Much of Breg-
man’s seminal work focused on artificial sounds, such 
as mixtures of  simple tones combined in dif fer ent 
sequences and rates. Indeed, to most psychoacousti-
cians, the shorthand A- B- A paradigm immediately brings 
to mind a sequence of two tones with dif fer ent frequen-
cies (A and B) that are each repeated, with the A tones 
isochronous at one rate, the B tones isochronous at half 
that rate, and each B tone falling midway between a pair 
of A tones (see figure 14.1). Listeners may perceive  either 
one stream (of A- B- A tones, together, forming a triplet 
rhythm) or two streams (one of fast- repeating A tones 
and another of slow- repeating B tones, each with an iso-
chronous rhythm). Listeners are more likely to hear a 
galloping stream when the pre sen ta tion rate is faster or 
the two frequencies are closer together. The similarity of 
the A and B tones in other perceptual dimensions also 
can influence how the scene is parsed.

While  simple stimuli allow one to isolate how spe-
cific features of sound influence ASA, they are quite 
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figure  14.1 Schematic of the well tested A- B- A paradigm 
used to study auditory scene analy sis. Two dif fer ent frequency 
tones (denoted by A and B) are presented, each at a regular 
interval; however, the B tones repeat at half the rate of and in 
between the A tones. If listeners perceive the sound mixture as 
segregated, they report two separate streams, one of A tones 
and one of B tones, each of which has an “even” rhythm (left 
side, bottom of figure). If they perceive all of the tones as one sin-
gle stream, they report a galloping rhythm. (See color plate 19.)
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dynamic changes in spectral content are nonetheless struc-
tured and continuous in time frequency. (See color plate 20.)
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Expectations and predictions guide object formation Both 
syllable and stream formation depend upon expecta-
tions: statistical regularities in low- level acoustic features 
that indicate spectral components belong to the same 
syllable and in higher- level perceptual features that indi-
cate that distinct syllables are part of the same stream. 
Some of  these expectations are learned, while  others 
may be “hardwired” through evolution. For instance, 
common onsets strongly drive syllabic- level grouping; 
octopus cells in the brain stem are hardwired to detect 
and respond to common onsets across broad frequency 
ranges. On the other hand, if an acoustic signal in a mix-
ture repeats, the brain rapidly learns (over the course of 
two to three repetitions) to expect this sequence, increas-
ing the likelihood that it is heard as a coherent stream, 
even in the absence of attention (e.g., Masutomi, 
Barascud, Kashino, McDermott, & Chait, 2016).

Attention and Object Formation Are  
Intricately Intertwined

The brain pro cesses one sound object in detail at any 
one time; it is not capable of attending to two sounds 
si mul ta neously (e.g., see Ihlefeld & Shinn- Cunningham, 
2008). In  those moments when you believe you are 
“sharing” attention among simultaneous objects, you 
are prob ably switching rapidly between them— and 
may be able to extract the gist of each if each is predict-
able, allowing you to fill in the unattended informa-
tion. However, attention is being multiplexed, rather 
than truly divided.

What object we attend at a given moment depends 
partially on how we direct attention. This volitional 
focus is effected through feedback from control areas 
in the frontal cortex that modulate auditory sensory 
responses, suppressing inputs that do not match what 
we wish to attend. However, salient auditory objects 
may “get through” in spite of volitional attention. For 
instance, if you are trying to attend to a  woman on your 
right, top- down attention  will suppress a man on your 
left; however, if a gunshot goes off  behind your head, it 
 will interrupt attention to allow your brain to decide 
how to act (Fight? Flight? Or is it your mischievous 
cousin with his cap gun, which you can ignore?; see 
Dalton & Fraenkel, 2012). In vision, this  battle between 
top- down, conscious attention and bottom-up, salience- 
driven attention is described as a biased- competition, in 
which volitional focus biases the incoming sensory 
repre sen ta tion but where this biasing may be overcome 
by salient inputs (Desimone & Duncan, 1995). This 
same model of biased competition accounts well for how 
auditory attention operates, consistent with the two sen-
sory modalities sharing  either common or similar 

time frequency; as a result, the entire syllable is per-
ceived automatically as a single unit, despite the 
dynamic changes in content over time.

In speech the unit of a syllable (like oy) has spectro-
temporal continuity and a predictable structure that 
allows its widespread spectral content to nonetheless be 
grouped together unambiguously. In many nonspeech 
sounds, the same kind of spectrotemporal structure 
also arises. Throughout this chapter we use the term 
syllable to refer to any continuous burst of sound whose 
“local” spectrotemporal structure groups it together, 
perceptually, such as a note from an oboe, the crash of 
a glass smashing against a tile floor, or the rattle of a 
coin rolling to a stop on a  counter.

In each example  there are multiple (often tempo-
rally contiguous) spectral components making up 
individual syllables. Vari ous spectral components, 
however, group together not  because they are contigu-
ous in frequency but  because of other shared struc-
ture. For example, the  music note from an oboe 
comprises harmonically related spectral ele ments with 
a common fundamental frequency. For the less struc-
tured smash of a breaking glass, spectral ele ments are 
not harmonically related but have similar, correlated 
temporal envelopes, with a sudden common onset that 
decays rapidly back to nothing. Although spatial cues 
are relatively weak in influencing the formation of 
spectrotemporally local objects, they still have some 
perceptual weight, especially when  there is ambiguity 
in a sound mixture, and one spectral ele ment could 
other wise belong to two competing objects (e.g., see 
Darwin, 2006; Middlebrooks, 2017; Schwartz & Shinn- 
Cunningham, 2010). In general, the statistical struc-
ture of the spectrotemporal content, including 
harmonicity, common amplitude modulation, and spa-
tial cues like interaural time or level differences, influ-
ence how spectral ele ments are grouped into 
syllables.

Sequences of syllables group together into streams based on 
feature similarity Just as typical sources produce sylla-
bles made up of statistically structured spectral com-
ponents, they tend to produce sequences of syllables 
with common attributes. Each syllable has higher- level 
perceptual features that link together the spectral ele-
ments making up that syllable, including pitch, tim-
bre, and location. For instance, a sequence of oboe 
notes is heard as a single melody. For syllables pro-
duced by the same source,  these high- level syllabic 
features tend to change slowly over time, allowing the 
brain to connect the syllables, perceptually. When 
perceived as a single sequence, the syllables are said to 
form a stream.
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not focus attention, you are likely to hear a gibberish of 
intermingled words spoken by both  women (e.g., Best 
et al., 2006). Although syllables from each talker form 
automatically due to local structure, the stream corre-
sponding to a speaker  will not form without top- down, 
focused attention, and the specificity of attentional 
focus  will tend to increase through time (e.g., see Best 
et  al., 2008; Dai, Best, & Shinn- Cunningham, 2018). 
 These examples illustrate two impor tant princi ples of 
ambiguous mixtures. First, when objects are not par-
ticularly distinct, it takes time for objects to be segre-
gated, perceptually. Second, in  these cases attention 
can directly influence object formation, not just which 
object becomes the focus of detailed analy sis.

In the above examples, object ambiguity arises  because 
distinct physical sound sources produce sounds that 
are perceptually similar,  either at the syllabic or the 
stream level. However, sometimes, ambiguity in a sound 
mixture arises  because the scene is noisy. Imagine try-
ing to listen to a talker in a cathedral. Echoes and rever-
beration smear out the sound, muddying both low- level 
attributes (temporal envelope, harmonic structure, 
location cues, and more) and higher- order perceptual 
features (pitch, location, and more), thereby interfer-
ing with object formation. In such situations, attention 
helps to isolate a desired sound, influencing both 
object se lection and formation.

For listeners with peripheral hearing deficits, object 
formation may be ambiguous even in conditions for 
which a normal- hearing listener has no difficulty. Hear-
ing impairment reduces spectral and temporal resolu-
tion, leading to less distinct acoustic features. The 
reduced spectral resolution of the hearing- impaired 
listener also increases the amount of acoustic overlap of 
competing, simultaneous sources. In a normal- hearing 
listener, peripheral neural channels are frequency- 
specific; therefore, each individual frequency channel is 
likely to be dominated by a single source at any one 
point in time. However, for a hearing- impaired listener 
with broader than normal peripheral filtering, each 
frequency channel is more likely to contain a mixture of 
sound sources, making it impossible to separate which 
energy is coming from which source (Best, Mason, & 
Kidd, 2011; Shinn- Cunningham & Best, 2008).  These 
effects help explain the subjective reports of many 
hearing- impaired listeners (Dai, Best, & Shinn- 
Cunningham, 2018; Roverud, Best, Mason, Swamina-
than, & Kidd, 2016). For instance, hearing aids can 
make perceptible sound that would other wise be inau-
dible; however, many users report that in a noisy setting, 
improving audibility increases perceptual interference 
(“When I put in my hearing aid, it just makes the clatter-
ing dishes louder!”).  These symptoms are consistent 

attentional circuitry (Kaya & Elhilali, 2017; McDermott, 
2009; Shinn- Cunningham, 2008).

Unambiguous objects form automatically, in de pen dent of 
attention In the natu ral world, auditory objects often 
are distinct, leading to strong interobject competition. 
The sounds of a phone ringing,  music playing from 
your computer, the computer fan humming, and your 
colleague telling you about his weekend are mutually 
dissimilar; your brain has no trou ble estimating the 
acoustic content of each source. However,  because  these 
objects are perceptually distinct, the automatic compe-
tition between them is strong, making it nearly impos-
sible to analyze more than one (e.g., Best et al., 2006). 
Indeed, when distinct ongoing streams are pre sent, an 
attended stream  will tend to remain the focus of atten-
tion, biasing attention to remain on it as it continues 
(Best, Ozmeral, Kopco, & Shinn- Cunningham, 2008; 
Bressler, Masud, Bharadwaj, & Shinn- Cunningham, 
2014; Woods & McDermott, 2015). This is not to say 
that top- down attentional focus (object se lection) does 
not waver over time (e.g., oscillating between remain-
ing focused on auditory target sounds versus lapsing, as 
shown recently in a cross- modal selective attention task 
in monkeys; Lakatos et al., 2016). Rather, while atten-
tional se lection may fail due to such top- down lapses of 
attentional control, top- down attention is not necessary 
to form streams from a sound mixture when the statisti-
cal structures of competing streams make each dis-
tinct. In  these conditions, the objects are formed 
automatically, based on the statistical structure of the 
input sound mixture; top- down attentional failures 
may lead to se lection of the wrong stream but  will not 
lead to failures of object segregation (e.g., see Ruggles & 
Shinn- Cunningham, 2011).

Attention influences object formation when sound mixtures 
are ambiguous In some conditions, auditory object for-
mation is ambiguous. Ambiguity may occur at the level 
of syllabic formation— such as when a flute and an 
oboe play a melody in unison—or at the level of stream 
formation— such as when two similar- sounding  women 
speak at roughly the same intensity from roughly the 
same direction. In  these cases, top- down focus affects 
what object  will be attended and the formation of the 
objects themselves. If you focus on the sound of the 
flute within the flute- oboe mixture, your brain may, 
over time, isolate it and analyze it; however, if you focus 
on the flute and oboe as a single melody with an 
unusual timbre, you can perceive it as a single entity. As 
you focus on the  woman who is slightly to the right and 
has a lower- pitched, raspier voice, you  will be able to 
pull her speech out of the mixture; however, if you do 
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are preattentive (they can be elicited in a listener who is 
asleep) but tend to be enhanced when a listener is 
attending to the stream containing the deviant (Hor-
vath et al., 2001; Näätänen et al., 2007).

The MMN provides evidence that syllables form 
coherent streams when they are expected and predict-
able and fit with the ongoing stream context. Deviants 
are inherently more salient than when the same syllable 
is expected. By deviating from built-up expectations 
about a stream’s content, a deviant is more likely to be 
heard as a new object and to interrupt top- down pro-
cessing in the biased competition governing attention. 
Thus, although rarely discussed in this way, the MMN 
is an early sensory marker of auditory stream forma-
tion, signaling an automatically detected deviation 
that may constitute a new object (see, for instance, 
Kaya & Elhilali, 2014b; Sohoglu & Chait, 2016; South-
well et al., 2017).

Early neuroelectric responses evoked by competing 
streams in a mixture are strongly modulated by atten-
tional focus. In par tic u lar, when competing streams 
contain isolated syllables, the auditory N1 (a negativity 
in frontocentral electrodes, evoked by early auditory 
sensory responses), in response to a syllable of greater 
amplitude when the stream containing the syllable is 
attended compared to when it is ignored, provides a 
quantitative index of the strength of top- down atten-
tion (Choi, Rajaram, Varghese, & Shinn- Cunningham, 
2013). Indeed, the strength of attentional modulation 
of the N1 response often correlates with how well listen-
ers perform in challenging selective auditory attention 
tasks (Dai, Best, & Shinn- Cunningham, 2018). Atten-
tional modulation also alters the strength of the corre-
lation between the low- frequency portion of the 
mea sured neuroelectric waveform and the envelope of 
an attended speech stream (Ding, Melloni, Zhang, 
Tian, & Poeppel, 2016; Ding & Simon, 2013; O’ Sullivan 
et al., 2014; Zion Golumbic et al., 2013). Consistent with 
behavioral studies demonstrating that it can take time 
to segregate an attended stream from competing sounds, 
 these neural signatures of attentional focus show a 
buildup in the brain’s ability to lock onto an attended 
sound stream amid competing sounds (Best, & Shinn- 
Cunningham, 2018; Riecke, Sack, & Schroeder, 2015; 
Dai, Best, & Shinn- Cunningham, 2018).

Neuroelectric studies comparing dif fer ent forms of 
attentional control reveal that spatial attention tends to 
recruit activity in the superior prefrontal sulcus (sPCS; 
see Bharadwaj, Lee, & Shinn- Cunningham, 2014; Hill & 
Miller, 2010; Lee et al., 2013), while focusing attention 
on nonspatial features evokes activity in the temporal 
lobe (Hill & Miller, 2010; Lee et al., 2013).  These results 
show that task demands change how control networks in 

with failures of object formation: if the peripheral 
repre sen ta tion is degraded to the point that objects 
cannot form, then attentional se lection  will fail.

Neuroimaging Reveals Neural Correlates of 
Auditory Scene Analy sis

The majority of neurophysiological studies of neural 
responses to sound mixtures have employed Bregman- 
like, A- B- A tone sequences (e.g., Itatani & Klump, 2018; 
Mehta, Jacoby, Yasin, Oxenham, & Shamma, 2017). 
More recent noninvasive studies in  humans, however, 
have embraced the use of richer sound mixtures made 
up of speech (e.g., Ding & Simon, 2012), competing 
melodies (e.g., Xiang, Simon, & Elhilali, 2010), or com-
plex “textures” of ongoing random events (e.g., Barascud, 
Pearce, Griffiths, Friston, & Chait, 2016). In exploring 
neural correlates of ASA,  here we focus on neuroelectric 
(electro-  and magnetoencephalography, or EEG and 
MEG) and functional magnetic resonance (fMRI) 
imaging studies in  human listeners.

 These two “views” of neural pro cessing afford dif fer-
ent strengths and weaknesses (Lee, Larson, Maddox, & 
Shinn- Cunningham, 2014). Whereas neuroelectric 
imaging provides exceptional temporal resolution, the 
neural locus of activity is difficult to determine. Con-
versely, fMRI provides good spatial precision in defin-
ing the brain regions involved in neural pro cessing; 
however, its temporal resolution is too poor to track 
responses to individual sound events. While new 
approaches have been successfully used to wed the tem-
poral resolution of neuroelectric imaging with the spa-
tial resolution of fMRI in visual studies,  these 
approaches have yet to be applied widely in studies of 
auditory pro cessing (see Cichy & Teng, 2017). Still, the 
results of neuroelectric and fMRI studies converge to 
reveal that ASA and attention are controlled by interac-
tions across disperse brain networks.

Neuroelectric imaging tracks neural responses to objects and 
streams EEG and MEG can both be used to mea sure 
the mismatch negativity (MMN), a larger than normal 
negative response to a syllable that is unexpected in a 
given stimulus context compared to when it is expected 
(e.g., Horvath, Czigler, Sussman, & Winkler, 2001; 
Näätänen, Paavilainen, Rinne, & Alho, 2007). For 
instance, in a sequence of repeated syllables (“dah, 
dah, dah”), a dif fer ent syllable (“bah,” known as a devi-
ant)  will elicit a stronger response than if it occurs in a 
sequence of “bahs.” MMN responses occur relatively 
early in the neural cascade, typically within 200 ms of 
the deviant, consistent with a relatively early sensory 
response in the cortex. Importantly, MMN responses 
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Westerhausen et al., 2010). IPS is known to contain mul-
tisensory repre sen ta tions. In ASA experiments, IPS is 
active in the automatic, bottom-up pro cessing that 
 causes objects to form from complex acoustic scenes 
(Sohoglu & Chait, 2016; Teki et al., 2016).

fMRI studies show that auditory spatial selective 
attention engages areas in the frontoparietal network 
associated with visual spatial attention (Hill & Miller, 
2010; Kong et  al., 2014; Michalka et  al., 2016). While 
 these results hint that visual and auditory tasks use the 
same executive function regions, within- subject con-
trasts of activation in auditory versus in visual tasks 
reveal alternating sensory- biased regions (see sche-
matic in figure 14.3; Michalka et al., 2016; Noyce et al., 
2017). Importantly, if typical methods are used to 
coregister and average the activity of  these caudolateral 
frontal cortex regions across subjects, the result is a 
large swath of multisensory control regions, smearing 
out the consistent alternating pattern (Noyce et  al., 
2017). Moreover, although  these regions are biased 
 toward  either visual (figure 14.3, blue regions) or audi-
tory (14.3, orange regions) inputs, the “more visual” areas 
are engaged when listeners pro cess spatial, rather than 
temporal, aspects of an auditory input; conversely, the 
“more auditory” regions are more active when observ-
ers pro cess temporal, rather than spatial, aspects of a 
visual input. Thus, while previous studies have shown 
that the caudolateral frontal cortex is part of a multiple- 
demand network (e.g., see Duncan, 2010; Fedorenko, 
Duncan, & Kanwisher, 2013), we see more structured, 
differentiated activity. Together,  these studies suggest 
that multiple, broad brain networks with dif fer ent pro-
cessing specializations influence ASA and attention.

Summary

Behavioral and neuroimaging results show that ASA 
depends on both automatic and attentionally driven 
pro cesses.  Simple, unambiguous mixtures are parsed 
automatically into distinct perceptual objects, whereas 
noisier scenes may require both time and focused atten-
tion for auditory objects to emerge. In forming auditory 
objects, the brain relies not only on a prior knowledge 
of the statistical regularities of natu ral sounds but on an 
iterative estimation of ongoing sources, effected 
through multiple, distributed brain networks.
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figure  14.3 Schematic illustrating interleaved, discrete 
executive control regions that are preferentially recruited for 
visual (dark gray) or auditory (light gray) attention and work-
ing memory. Provided by Dr. Abigail Noyce, Boston Univer-
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