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Topographically organized maps of the sensory receptor epithelia are regarded as cornerstones of cortical organization as well as valuable
readouts of diverse biological processes ranging from evolution to neural plasticity. However, maps are most often derived from multi-
unit activity recorded in the thalamic input layers of anesthetized animals using near-threshold stimuli. Less distinct topography has
been described by studies that deviated from the formula above, which brings into question the generality of the principle. Here, we
explicitly compared the strength of tonotopic organization at various depths within core and belt regions of the auditory cortex using
electrophysiological measurements ranging from single units to delta-band local field potentials (LFP) in the awake and anesthetized
mouse. Unit recordings in the middle cortical layers revealed a precise tonotopic organization in core, but not belt, regions of auditory
cortex that was similarly robust in awake and anesthetized conditions. In core fields, tonotopy was degraded outside the middle layers or
when LFP signals were substituted for unit activity, due to an increasing proportion of recording sites with irregular tuning for pure tones.
However, restricting our analysis to clearly defined receptive fields revealed an equivalent tonotopic organization in all layers of the
cortical column and for LFP activity ranging from gamma to theta bands. Thus, core fields represent a transition between topographically
organized simple receptive field arrangements that extend throughout all layers of the cortical column and the emergence of nontono-
topic representations outside the input layers that are further elaborated in the belt fields.

Introduction
The empirical age of cortical cartography began with the discov-
ery that the neural processes underlying vision, touch, and audi-
tion could be ascribed to discrete areas of the cerebral cortex, each
containing topographically organized maps of the corresponding
sensory receptor epithelia (Larionow, 1899; Woolsey and Walzl,
1942). As the tools advanced from lesions and surface potential
recordings to neuroanatomical tracers and dense microelectrode
mapping, it became possible to delineate multiple fields within
the cortical areas representing a single modality, as well as their
distinct patterns of interconnections and functional specializa-
tions (Merzenich et al., 1975; Read et al., 2001). The latest wave of
optical physiological tools offers the promise of penetrating still
further into the functional fabric of the cortex by providing spa-

tial resolution at the cellular level and the ability to record and
manipulate neural activity on a millisecond timescale (Garaschuk
et al., 2006; Fenno et al., 2011).

In the auditory cortex, the smooth and precisely organized
tonotopic gradients described by traditional microelectrode
mapping studies are incompatible with the heterogeneous fre-
quency organization described by recent two-photon Ca 2� im-
aging studies (Bandyopadhyay et al., 2010; Rothschild et al., 2010;
Chen et al., 2011). The concept of precise tonotopy, which is
regarded as a hallmark characteristic of auditory core fields, has
arisen almost exclusively from studies using a single experimental
approach: measuring threshold frequency tuning from multiunit
(MU) recordings in the middle cortical layers of anesthetized
animals. The disparate findings from Ca 2� imaging raise the pos-
sibility that precise tonotopy may be an epiphenomenon of this
heavily used methodology rather than the singular valid descrip-
tion of the underlying biology. Indeed, the minority of studies
that have described poor frequency selectivity, heterogeneous lo-
cal frequency tuning, or weakly organized maps all deviate from
the methodological formula above by characterizing preferred
frequency with suprathreshold sound levels, recording outside of
the thalamic input layers, recording in unanesthetized subjects,
and/or recording neural activity other than MU spiking such as
evoked potentials, local field potentials (LFPs), neuronal Ca 2�

transients, magneto-encephalographic signals, or blood oxygen-
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ation level-dependent functional magnetic resonance imaging
(fMRI) signals (Evans et al., 1965; Goldstein et al., 1970; Woods et
al., 1995; Bilecen et al., 1998; Schönwiesner et al., 2002; Kaur et
al., 2004; Kayser et al., 2007; Gaucher et al., 2011).

Disambiguating the contribution of each variable to tono-
topic map precision is challenging because the studies listed
above have been conducted in a variety of species and, within a
given study, only compare tuning quality across one of these
variables, if at all. Therein lies the motivation for the present
study: first, we elected to use the mouse auditory cortex as a test
bed, as it has alternately been described as having a heterogeneous
frequency representation based on Ca 2� imaging in the superfi-
cial layers or a precise tonotopic organization based on MU map-
ping in the middle layers (Stiebler et al., 1997; Hackett et al.,
2011). Then, we explicitly compared the contributions of five
variables that are thought to modulate the strength of topo-
graphic mapping: (1) the cortical field of the recording site (au-
ditory core vs belt fields); (2) the sound level used to estimate
frequency tuning; (3) the cortical layer from which recordings are
made; (4) the kind of activity used to estimate map organization
[MU spiking, single unit (SU) spiking, or LFP amplitude]; and
(5) the state of the animal (anesthetized vs awake).

Materials and Methods
Surgical procedures
Anesthetized recordings. All procedures were approved by the Animal
Care and Use Committee at Massachusetts Eye and Ear Infirmary and
followed the guidelines established by the National Institutes of Health
for the care and use of laboratory animals. Female CBA/CaJ mice aged
8 –10 weeks were brought to a surgical plane of anesthesia either with
ketamine/xylazine (induction with 120 mg/kg ketamine and 12 mg/kg
xylazine, with 60–80 mg/kg ketamine supplements as necessary) or pento-
barbital sodium/chlorprothixene (induction with 50 mg/kg pentobarbital
and 0.2 mg chlorprothixene, followed by 10 –15 mg/kg pentobarbital
supplements, as necessary). Using a scalpel, a 4 � 3 mm (rostrocaudal �
mediolateral) craniotomy was made in the right auditory cortex, approx-
imately centered on a point 2.8 mm posterior and 4.4 mm lateral to
bregma, and the dura mater was left intact. The brain surface was covered
with high-viscosity silicon oil and photographed. During the course of
recording, the core body temperature of the animal was maintained at
36.5°C with a homeothermic blanket system (Fine Science Tools). The
animal was administered 0.5 ml lactated Ringer’s solution every 6 h to
prevent dehydration.

Acute awake recordings. A titanium head plate, 37.3 � 5.2 � 0.9 mm
(L � W � H) weighing 0.5 g, was first affixed to the animal’s skull under
isoflurane anesthesia (5% induction, 2.5% maintenance) several days
before head-fixed recordings began. The dorsal surface of the skull was
exposed, a thin layer of tissue adhesive (VetBond; 3M) applied, and the
headplate affixed to the dorsal aspect of the skull overlying bregma with
acrylic bonding material (C&B Metabond; Parkell). A silver ground wire
(0.005 inch diameter; A-M Systems) was inserted through a small hole
made in the skull and fixed into place using tissue adhesive and acrylic
following contact with the dura. The wound margin was numbed (bur-
privaine 0.05%) and sealed with tissue adhesive. Subcutaneous injections
of buprenorphine (0.05 mg/kg) and saline (0.5 ml) were given to reduce
pain and dehydration, respectively.

On the day of recording, the animal was anesthetized with isoflurane
so that the experimenter could inspect the ear canal, attach a pinna insert
for sound delivery, and perform a craniotomy. During the ear canal
inspection, a small slit was made at the base of the left pinna to better
visualize the tympanic membrane. A funnel-shaped plastic insert (1.2 cm
long, 4.3 mm and 1.4 mm diameters for the ends facing the speaker
assembly and the tympanic membrane, respectively) was affixed to the
external auditory meatus with cyanoacrylate gel. A 2.5 � 1.5 mm (cau-
dorostral � mediolateral) craniotomy was made medial to the squamo-
sal suture and 2–3 mm rostral to the lambdoid suture with the dura mater
left intact. The animal was typically ambulatory and showing normal

behaviors such as whisking and grooming within 3–5 min following
cessation of isoflurane. Recordings were delayed for an additional 50 min
to ensure that the animal was fully awake during the electrophysiology
experiment. The animal was restrained during recording by immobiliz-
ing the headplate and positioning the body in a cylindrical plastic tube.
Animals were adapted to the restraint apparatus at least 24 h before the
recording experiment.

Chronic awake recordings. In four mice the auditory cortex was im-
planted with an array of 16 polyimide-coated tungsten microwires (2
rows of 8 electrodes oriented along a caudorostral axis, 50 �m diameter
cut at a 30 degree angle, 250 �m spacing between wires; Tucker-Davis
Technologies). Details relating to subjects, anesthesia, surgery, and post-
surgical analgesia procedures were identical to the acute awake prepara-
tion described above. The implant was fixed onto the dorsal surface of the
skull overlying the right auditory cortex with dental bonding material. A
bone screw was fixed into the skull overlying the left occipital cortex for
use as a ground. Recordings were obtained 1–2 weeks after the implant
surgery.

Data collection
Acute extracellular recordings. Simultaneous recordings were made from
the middle layers of the auditory cortex (420 – 430 �m from pial surface)
with 2– 4 epoxylite-coated tungsten microelectrodes (1–2 M� at 1 kHz;
FHC). To enable more direct comparisons to unbiased approaches such
as cell-attached recordings (Hromádka et al., 2008) and two-photon
Ca 2� imaging (Bandyopadhyay et al., 2010; Rothschild et al., 2010), the
final positions of the recording electrodes were not adjusted to find units
most responsive to an auditory search stimulus or to isolate the most
prominent SU waveforms. For columnar comparisons, the primary au-
ditory cortex (A1) and the anterior auditory field (AAF) were first iden-
tified through a coarse mapping of middle layer responses. Next, a 16-
channel silicon probe (177 �m 2 contact area, 50 �m contact separation;
NeuroNexus Technologies) was inserted orthogonal to the brain surface
in A1 or AAF (as confirmed through postmortem electrode track recon-
structions in a subset of cases) until the topmost recording channel was
level with the pial surface. The location of each recording site was marked
on a high-resolution photograph of the brain surface.

Chronic extracellular recordings. For direct comparison between awake
and anesthetized recordings in the same animals, the four mice with
implanted multi-electrode arrays were first tested in the awake condition.
The animal was allowed to move ad libitum within an 11 � 11 cm acous-
tically transparent enclosure during recording. Immediately after the
awake recording session, the animal was anesthetized with an intraperi-
toneal injection of ketamine (100 mg/kg) and xylazine (10 mg/kg) with
all other conditions held constant. All awake and anesthetized recording
experiments (both acute and chronic) were performed inside a double-
walled sound-attenuating test chamber (ETS-Lindgren).

Acoustic stimuli. Stimuli were generated with a 24-bit digital-to-analog
converter (National Instruments model PXI-4461). In acute recording
sessions, stimuli were presented via acoustic assemblies consisting of two
miniature dynamic earphones (CUI CDMG15008 – 03A) and an electret
condenser microphone (Knowles FG-23339-PO7) coupled to a probe
tube. Stimuli were calibrated at the tympanic membrane in each mouse
before recording. Normal function of the auditory periphery and accu-
rate placement of the probe tube were confirmed by monitoring the
threshold and amplitude of cochlear distortion product oto-acoustic emis-
sions at frequency 2f1-f2 (ratio of the primary and secondary tone frequen-
cies [f2/f1] � 1.2, sound level of tone at f1 was 10 dB greater than the tone at
f2, and f2 � 8, 11.3, 16, 22.6, 32 kHz). In chronic recordings, stimuli were
presented via a free-field electrostatic speaker (Tucker-Davis Technologies)
placed 17 cm from the center of the enclosure. Free-field stimuli were cali-
brated before recording with a wide-band ultrasonic acoustic sensor
(Knowles Acoustics, model SPM0204UD5).

Frequency response areas (FRAs) were measured with pseudoran-
domly presented tone pips (50 ms duration, 4 ms raised cosine onset/
offset ramps, 0.5–1 s intertrial interval) of variable frequency (4 – 64 kHz
in 0.1 octave increments) and level (0 – 60 dB SPL in 5 dB increments). A
total of 533 unique frequency-level combinations were presented once or
twice for a given recording site.
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Data processing. Raw signals were digitized at 32-bit, 24.4 kHz (RZ5
BioAmp Processor; Tucker-Davis Technologies) and stored in binary
format. Subsequent analyses were performed in MATLAB 2011a (Math-
Works). The signals were notch filtered at 60 Hz and then bandpass
filtered at 300 –5000 Hz with a fifth-order acausal Butterworth filter. MU
spikes were detected as threshold-crossing events using an adaptive
threshold (4.5 SDs from the mean of a 10 s running average for standard
MU recordings, except where otherwise noted). Well-isolated SUs were
identified in a subset of recording sites according to their interspike
interval distributions (modal interval occurring later than 5 ms, no in-
tervals �2 ms) and waveform consistency (average deviation of the
waveforms from the mean waveform of the cluster �15 �V). For LFPs,
the raw signals were down-sampled to 1 kHz and bandpass filtered at
each frequency band using fifth-order causal Butterworth filters to avoid
backward temporal spreading of the filtering artifacts. The delays intro-
duced by the filters were corrected subsequently by shifting the filtered
signals in the time domain to maximize their alignment with the original
signals.

Data analysis
FRA analysis. A poststimulus time histogram (PSTH) was calculated
for each recording site with 1 ms bin size. To identify sound-driven
recording sites, the spike counts before and after tone onset were
compared between two 100 ms windows in the PSTH, one set to begin
150 ms before tone onset and the other set to capture the 100 contig-
uous poststimulus bins with the greatest number of events. Sites with
significant increase in spike counts after tone onset ( p � 0.01, un-
paired t test) were classified as sound driven. Next, the PSTH for each
sound-driven unit was windowed to capture stimulus-related spikes. The
start of the window (response onset) was set to be the point when the
firing rate began to consistently exceed the spontaneous rate by at
least 4 SD. The offset of the spike collection window was set to either
20 ms after the modal bin or the first bin after the response decreased
to �5 SD above the spontaneous rate. Only spike events occurring
within this window were used in FRA determination. For LFP data,
the analytical amplitudes of the traces, calculated from the Hilbert
transform, were used to represent the response amplitudes. The LFP
signals were then analyzed in a fashion similar to the spike data,
except that the length of the analysis window was adjusted to fit the
wavelength of the signal in each frequency band.

FRA boundaries were quantified using an automated objective
method to isolate the contiguous tone-evoked response areas. The
FRA was first smoothed by a 3 � 3 point median filter, then the spike
counts were summed across sound frequencies or sound levels to
create spike-frequency or spike-level functions, each of which were
subsequently smoothed again with a 5-point median filter. The spike-
frequency function was inverted (to create a V shape) and the tip set at
the minimum threshold, defined as the inflection point on the spike-
level function. The resultant FRA outline exhibited a high degree of
concordance with subjective estimates of the tone-driven and tone-
unrelated regions (see Fig. 1 B). With the FRA boundary shape
established, all subsequent analysis on the tone-driven versus tone-
unrelated portions of the FRA was performed on the “raw” tone-
evoked spike counts.

The tone-driven portion of the FRA was used to determine the best
frequency (BF), the frequency associated with the highest spike count
summed across all sound levels, and the FRA bandwidth measured 10 dB
above the minimum response threshold. To characterize the responsive-
ness to pure tones, 30 frequency-level combinations were sampled at
random from the tone-driven and tone-unrelated portions of the raw
FRA, and the mean spike counts of the two subsampled groups were
calculated. This process was repeated 1000 times, yielding estimates of
the distributions of the mean spike counts for both driven and undriven
responses. The d� of the unit was defined as the difference between the
means of these two distributions divided by their arithmetic average SD,
reflecting the difference between the spike counts in the driven and un-
driven FRA regions relative to inherent variability (a measure of the
responsiveness of the unit). If the tone-driven portion of the FRA con-
tained �50 tone-level combinations, additional random samples from

the tone-unrelated portion were added to reach 50 samples (resulting in
a conservative estimate of the unit responsiveness).

Identification of multiple auditory fields. Cortical fields were manually
identified for each animal. Specifically, two regions comprised of units
with low-frequency BFs (�8 kHz) at the caudal and rostral extremes of
the map were identified as the caudal end of A1 and the rostral end of
AAF, respectively (see Fig. 1 A). An area tuned to high frequencies (�40
kHz) on the medial end of the map was identified as the shared boundary
separating A1 and AAF. Two tonotopic axes were defined centered on the
low-to-high tonotopic gradient running through the center of A1 and
AAF. Boundaries of the surrounding belt fields were then drawn by identi-
fying shifts in response properties and receptive fields along isofrequency
contours oriented orthogonal to the tonotopic axes. In experiments where
only the caudorostral extent of A1 and AAF was explored, the BFs of the
recording sites were plotted as a function of their caudorostral coordinates,
and the inflection point of the curve was used as the boundary between A1
and AAF.

Quantification of tonotopy. For each pair of recording sites, i and j,
located at cortical positions pi and pj, respectively, a BF gradient vector
was defined as the BF at site i minus the BF at site j, normalized by the
Euclidean distance between pi and pj, all multiplied by a unit vector in the
direction from pi to pj as seen in the following:

gij� �
log2�BFi� � log2�BFj�

�pipj� �
�

pipj�

�pipj� �
. (1)

The resulting gradient, gij, points from the site with the lower BF to the
site with the higher BF, and has a length proportional to the size of the
change in BF normalized by the physical separation of the sites.

For each recording site i, a “tonotopic vector” was defined as the vector
average of all the gradients between it and all the other recording sites in
the same field as seen in the following:

vi� �
�j�Field�i�gij�

NField�i�
, (2)

where Field(i) is the collection of recording sites that belong to the same
cortical field as site i, and NField(i) is the number of sites in this field.

The tonotopic deviation of field X was defined as the absolute value of the
average angular deviation of the tonotopic vectors in the field from the mean
tonotopic vector of the field:

dX �

�i�X ��vi� � �
�j�Xvj�

NX
�

NX
, (3)

where NX is the number of sites in field X.
Results from the tonotopic vector analysis were plotted on a radian

scale and compared using nonparametric statistics, as the values were not
normally distributed.

Simulating auditory cortex under two-photon Ca2� imaging. Simulated
two-photon Ca 2� imaging maps were compared with unit recordings
obtained from the middle layers of auditory cortex. First, a mesh grid
with 1 � 1 �m grid size was generated over the MU map. Next, a ran-
domly selected 1% of grid locations were populated with neurons, a ratio
that yields a tone-responsive neuron density comparable to what has
been published in previous Ca 2� imaging studies. Finally, the BFs of the
cells were set to be the BF of its closest recording site based on our MU
recording recordings, plus or minus a uniformly distributed random
jitter covering a 1.5 octave range. This range was based upon data re-
ported in the Ca 2� imaging studies (Bandyopadhyay et al., 2010, their
Fig. 4; Rothschild et al., 2010, their Fig. 5).

Results
Identification and characterization of core and belt fields of
the mouse auditory cortex
To delineate the organization of multiple fields within the mouse
auditory cortex, MU responses were densely sampled (	100 �m

Guo et al. • Auditory Cortex Topography J. Neurosci., July 4, 2012 • 32(27):9159 –9172 • 9161



between neighboring recording sites) in
the middle cortical layers under ketamine/
xylazine anesthesia. Figure 1A depicts a BF
map constructed from 300 recording sites
in the right auditory cortex of one mouse.
The precise mirror-reversal low-high-low
BF gradient that has been used to identify
A1 and AAF in at least 20 mammalian spe-
cies (Kaas, 2011) is immediately evident;
FRAs sampled across this gradient (Fig.
1B, recording sites a–f) demonstrate the
well structured tonal receptive fields that
typify core fields of the auditory cortex.
Tone-driven responses were also found
lateral and dorsal to the core fields, where
tonotopic organization was less distinct
and the receptive field quality (as indexed
by d�) was lower (Fig. 1B, recording sites
g–i).

The “macroscopic” organization of the
mouse auditory cortex described here is in
close agreement with the seminal report
on mouse auditory cortex organization
(Stiebler et al., 1997). Borrowing from the
terminology used in that study, the zone of
mid- and high-frequency tuning dorsal to
A1 is the dorsal posterior field (DP) and
the field comprised of heterogeneous tun-
ing lateral to A1 is defined as A2 (Fig. 1C).
We also observed a small area with mixed
BFs rostral to AAF that we denote as the
insular auditory field (IAF), in accordance
with a recent voltage-sensitive dye-
imaging study in the mouse (Sawatari et
al., 2011). The only point of departure
from the Stiebler (1997) study taxonomy
concerned the contiguous zone of highest
BFs they described as the ultrasonic field (Fig. 1C, yellow-shaded
region). With the higher sampling density used in our study, it
was evident that this region is not a separate field, but rather corre-
sponds to the high-frequency extremes of A1 and AAF, an area that
was not included in our recent description of the core auditory
thalamocortical circuit in the mouse (Fig. 1C, blue-shaded region;
Hackett et al., 2011).

The relative position and tonotopic organization of the core
and belt fields is also evident in the multifield maps delineated
from the right auditory cortices of four additional mice (Fig. 1D).
Although the five maps shown in Figure 1 share a common
overall framework for the relative layout of various fields and
tonotopic gradients within fields, the precise location of bor-
ders between fields as well as the detailed point-to-point map-
ping of BF to a given location differs substantially between
individual mice. The individual variation noted here is consis-
tent with the seminal high-density mapping studies of A1 in
cats and primates (Merzenich and Brugge, 1973; Merzenich et
al., 1973, 1975) and underscores the deleterious effect of cre-
ating aggregate maps averaged across multiple animals when
delineating precise topography.

Variation in tonotopic mapping strength across the auditory
core and belt fields
To determine the degree of tonotopic organization in each field,
we calculated the length and angle of vectors derived from local

BF gradients (Fig. 2A). In fields with strong tonotopic organiza-
tion, the distribution of local tonotopic vectors (Fig. 2B, red
lines) was tightly clustered around the gradient mean (Fig. 2B,
black line), yielding small angular deviations. In addition to BF,
many other response properties exhibit spatially ordered repre-
sentations (Recanzone et al., 1999; Polley et al., 2007; Higgins et
al., 2010; Razak, 2011). Although we did not observe any obvious
topographic organization of FRA bandwidth (Fig. 2C) or quality
(Fig. 2D), we did observe a contiguous area in the caudolateral
corner of the auditory cortex that exhibited tone-evoked onset
latencies that were longer than all other regions (Fig. 2E), which
matched previous reports in the rat (Polley et al., 2007) and cat
(Carrasco and Lomber, 2011).

Mean values for each of these response properties in A1 (N �
8 mice, 293 recording sites) were compared with AAF (N � 8,
259), DP (N � 6, 110), A2 (N � 8, 120), and IAF (N � 6, 57).
Frequency tuning was broader in AAF than in A1 (p � 1.5 �
10
5, unpaired t test), but comparable to A1 in other fields (Fig.
2F). The FRA quality index (d�) was higher in AAF (p � 1.3 �
10
5) and lower in IAF (p � 1.6 � 10
4) than in A1, and was
more variable, although not significantly lower or higher, in DP
and A2 (Fig. 2G). Compared with A1, tone-evoked spike latencies
were shorter in AAF (p � 6.8 � 10
13), comparable in DP and
IAF, and significantly longer in A2 (p � 2.0 � 10
14; Fig. 2H).
Returning to the original question of tonotopy, we found that
tonotopic deviations in DP, A2, and IAF were significantly

A B

C D

Figure 1. Organization of core and belt auditory fields in the mouse cortex. A, An exemplary tessellated BF map delineated from
300 MU recording sites in the middle layers of mouse auditory cortex. Polygon size is proportional to the spacing of adjacent
penetrations. Polygon color reflects BF. Black dots represent unresponsive sites. B, Example FRAs measured from the recording
sites marked in A. Lighter colors represent higher spike counts. Tone-driven FRA region is enclosed by white outline. Vertical gray
lines denote BF. Response quality for each site is represented by d� value derived from comparison of tone-driven and tone-
unrelated FRA regions. C, Schematized organization of the mouse auditory cortex, identifying the relative position of five auditory
fields. Core fields are shaded gray. Arrows in core fields represent the low (L) to high (H) tonotopic axes. Blue-shaded region
denotes core A1 and AAF described in our recent study (Hackett et al., 2011). Yellow-shaded region denotes the area previously
described as the ultrasonic field (Stiebler et al., 1997). D, Relative position of auditory fields in four cases where several, but not all,
fields were mapped. Ellipses represent the location of A1. L, lateral; R, rostral; A1, primary auditory cortex; AAF, anterior auditory
field; DP, dorsal posterior auditory field; A2, secondary auditory cortex; IAF, insular auditory field. Scale bar, 0.5 mm.
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greater than A1 (p � 3.3 � 10
12 for all fields, Wilcoxon rank
sum test; Fig. 2 I). In other words, core fields had a more robust
tonotopic organization than belt fields.

Variation in tonotopic mapping strength with threshold
versus suprathreshold sound levels
Traditional descriptions of tonotopy define the preferred fre-
quency as the frequency to which the neuron is responsive at its
minimum response threshold (i.e., characteristic frequency
[CF]) or to which it is most responsive, summing across multiple
sound intensities (i.e., BF). In noninvasive imaging studies, maps
are often constructed by presenting sounds at a single moderately
high intensity (generally 60 – 80 dB sound pressure level [SPL]).
To understand how using threshold versus suprathreshold stim-
ulus amplitudes related to the strength of tonotopy, we compared
maps in each field using the BF across sound levels ranging from

0 to 60 dB SPL, CF, and the BF at 60 dB SPL only. Compared with
the clear organization seen with BF across all sound levels (Fig.
2A), map organization was well preserved using CF (Fig. 3A), but
was significantly degraded when BF was calculated using tones
only at 60 dB SPL (Fig. 3B) in A1, AAF, and A2 (p � 0.02 for all
tests, significant after correction for multiple comparisons, Wil-
coxon rank sum test; Fig. 3C).

To test if the use of a single, suprathreshold sound level simply
reduced tonotopy or actually eliminated it altogether, we calcu-
lated the tonotopic mapping strength that resulted from a ran-
domized arrangement of the recording sites in each map. In A1,
AAF, and DP, we found that the tonotopy obtained with BF at
60 dB SPL only was still significantly better than chance, albeit
significantly worse than BF calculated from all sound levels
( p � 0.001 for each comparison). Therefore, characterizing
tuning either at threshold or across a number of levels at and

A B

C D E

F G H I

Figure 2. Spatially organized feature representations in mouse auditory cortex. A, Tonotopic vector map of BFs. B, Distribution of individual vectors shown in A grouped according to field. Black
lines indicate the average vectors. C–E, Spatial organization of bandwidth, FRA tuning, and onset latency. F–H, Mean � SEM bandwidth, FRA d�, and onset latency of each field across animals. I,
Median � interquartile range of tonotopic vector deviation for each field. Lower values indicate more uniform tonotopic gradients. Asterisks denote statistically significant differences relative to A1
(***p � 2.5 � 10 
4, which is the significance level at p � 0.001 after a Bonferroni correction for 4 comparisons; unpaired t test in F–H, Wilcoxon rank sum test in I ). Scale bar, 0.5 mm.
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above threshold improved the overall precision of tonotopic
organization, but was not strictly necessary to find evidence of
tonotopicity.

Variation in tonotopic mapping strength between
cortical layers
Topographic maps in the cortex are nearly always derived from
unit recordings in the middle layers, where thalamocortical syn-

apses are most abundant. Due to physical limitations of optics
and the light-scattering properties of brain tissue, the physiolog-
ical mapping signal acquired with many noninvasive imaging
techniques (e.g., Ca 2� imaging, intrinsic signal imaging, voltage-
sensitive dye imaging, riboflavin imaging) originates in superfi-
cial layers of the cortex, where thalamocortical synapses are more
sparse and intracortical synapses predominate (Hackett, 2011).
We investigated the contribution of cortical recording depth on
the characteristics and organization of tonal receptive fields by
simultaneously recording MU activities within a cortical column
using a multichannel probe oriented orthogonally to the surface
of the cortex. As depicted in Figure 4A, this approach enabled us
to simultaneously record from the pial surface to a depth of 0.75
mm from the surface, which corresponds to the layer V/VI tran-
sition in the mouse (Anderson et al., 2009; Llano and Sherman,
2009).

The probability of recording a tuned MU FRA under ket-
amine/xylazine anesthesia was greatest in the middle cortical lay-
ers (0.3– 0.5 mm), tapered off slightly in the deep cortical layers
(0.55– 0.75 mm), and was reduced even further in the superficial
layers (0.05– 0.25 mm; Fig. 4B). The loss of tonal receptive fields
outside of the middle cortical layers was even more pronounced
under pentobarbital/chlorprothixene, where the tuned FRA
probability dropped to 50% in the deep layers and was �50%
throughout many of the superficial layers. In the event that tuned
FRAs were observed across the full length of the recording probe
(i.e., at all depths), they exhibited a columnar BF organization.
Tonotopic shifts in BF were noted in all layers as the recording
probe traversed the caudal-to-rostral frequency gradient span-
ning A1 and AAF (Fig. 4C).

We directly compared the precision of tonotopic versus co-
lumnar organization from well tuned recording sites (d� � 3) in
the core fields. Changes in tonal receptive fields across both the
depth axis and the tonotopic axis of A1 and AAF were quantified
in two ways: first, by calculating the absolute value of the BF
difference at various depths between columns (intercolumnar)
and comparing this to the BF change across depths within a single
column (intracolumnar; Fig. 4D) and second, by comparing sim-
ilarity in the overall shape and position of receptive fields between
a pair of recording sites (Pearson’s R correlation product for
spike count at each frequency-level combination for a pair of
FRAs) as a function of intracolumnar or intercolumnar distance
(Fig. 4E). Complementary results emerged from the two analy-
ses: (1) for the same cortical distance, variation in receptive fields
was substantially smaller within a column than between columns
and (2) comparable tonotopic gradients were evident in superfi-
cial, middle, and deep layers of the auditory core fields. BF change
varied significantly with separation distance for both intercolum-
nar and intracolumnar comparisons (F � 7.44, p � 1.5 � 10
7

for each comparison, one-way ANOVAs); FRA similarity also
varied significantly with separation distance in both dimensions
(F � 6.22, p � 1.1 � 10
6 for each comparison). However,
importantly, for the same cortical distance, receptive field
changes were significantly greater across columns than within a
column (F � 1121.1, p � 5 � 10
229 for BF difference and FRA
similarity, one-way ANOVAs comparing mean intercolumn vs
intracolumn). Last, the interaction term between distance and
intra/intercolumnar orientation was significant, indicating that
the slope of BF change over distance was significantly steeper
across columns than within columns (F � 34.24, p � 4.8 �
10
41, two-way ANOVA).

A closer inspection of tuning quality across layers revealed
that only a small percentage of recording sites failed to show a

A

B

C

Figure 3. Effect of suprathreshold versus threshold sound levels on tonotopy. A–B, Vector map
calculated from CF (A) and BF at 60 dB SPL (B). C, Median� interquartile range of tonotopic deviation
based on BF, CF, BF60, and randomized maps. Asterisks and plus signs indicate statistically significant
difference from BF and random conditions, respectively (*/ �p � 1.7 � 10 
2, **/ ��p � 3.3 �
10 
3,***/ ���p�3.3�10 
4,whicharethesignificancelevelsatp�0.05,p�0.01,andp�
0.001, respectively, following a Bonferroni correction for 3 comparisons; Wilcoxon rank sum test).
Scale bar, 0.5 mm.
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statistically significant increase in firing rate in the poststimulus
period (not responsive [NR]: 5.5% superficial, 1.0% middle, 5%
deep; Fig. 5D–F). However, compared with the middle layer, we
noted a greater proportion of recording sites in the superficial
and deep layers that were driven by pure tones but whose tone-
evoked responses did not coalesce into a single contiguous region
of tuning within the FRA (Fig. 5A–C). This change resulted in
significant downward shifts in the FRA d� distributions between
middle versus superficial (Kolmogorov–Smirnov two-sample
test, p � 3.4 � 10
11) and middle versus deep (p � 3.8 � 10
6)
layer recordings (Fig. 5D–F). Including this subset of sound-
driven, yet irregularly tuned, recordings in subsequent analyses
substantially degraded the estimated tonotopic map organiza-
tion. As illustrated in Figure 5G–I, a precisely organized cau-
dorostral BF map can be observed in the superficial (3.6 oct/mm,
R 2 � 0.54, p � 2.5 � 10
18; Fig. 5G), middle (3.5 oct/mm, R 2 �

0.6, p � 6.3 � 10
40; Fig. 5H), and deep (3.5 oct/mm, R 2 � 0.54,
p � 5.1 � 10
17; Fig. 5I) layers when based upon recording sites
with d� values that exceeded the cutoff d� value of 3 (Fig. 5D–F,
dashed blue line). A tonotopic organization was not observed
when our analysis was limited to recording sites with low d� val-
ues (R 2 � 0.1 and p � 0.01 for each) and the combination of
recording sites with regular and irregular FRA tuning reduced the
overall strength of tonotopy, particularly in the superficial layers,
compared to when only sites with regular tuning were included
(2.8 oct/mm, R 2 � 0.33).

Collectively, these data demonstrate that core fields of the
mouse auditory cortex have a columnar organization and that
tonotopy is represented equivalently in the deep, middle, and
superficial layers of the cortex. However, an increasing percent-
age of neurons are driven, yet not tuned, for pure tones outside of
the middle layers. When combined with recording sites exhibit-
ing regular tuning profiles, this can create the appearance of sub-
stantially degraded tonotopy outside of the thalamic input layers.

Variation of tonotopic mapping strength across different
electrophysiological signal types
Extracellular recordings provide access to a variety of neurophys-
iological signals. As the organization of frequency tuning has
been reported to vary between studies that characterize frequency
tuning at the level of SUs, MUs, and LFPs, we compared each
directly. Although recording quality varied depending on the
configuration of the electrode and the local milieu at the record-
ing site, we were almost always able to record MU action poten-
tials from small clusters of neurons (estimated to consist of 2– 4
individual unit waveforms) and, less often, well isolated SUs. We
also recorded the gross electrical potential generated by all spikes
and synaptic inputs occurring near the recording contact, which
could be filtered off-line to characterize LFP activity in the high-
gamma (50 –100 Hz), low-gamma (25–50 Hz), beta (12–25 Hz),
alpha (8 –12 Hz), theta (6 – 8 Hz), and delta (0.5– 4 Hz) ranges.
The high-frequency (500 – 4000 Hz) neural activity that includes
spikes and the slower, rhythmic waves that make up the LFP are
regulated at different spatiotemporal scales and therefore may
not be equivalent in their ability to reveal a tonotopic arrange-
ment in the auditory cortex (Kayser et al., 2007; Gaucher et al.,
2011). As most mapping studies use MU spiking to characterize
receptive fields and topographic maps, here we explicitly com-
pared FRA shapes and tonotopy from signal types ranging from
SU to delta waves.

Figure 6, A and B, present tone-evoked voltage traces and
PSTHs for each signal type at a single recording site in the middle
layers. Although the temporal properties of tone-evoked activity
varied substantially with a frequency band of the LFP (as they
must), their tonal receptive fields were remarkably similar (Fig.
6C). Expanding this approach to look at every recording site
suggested that the probability and quality of tuning, more than
the shape or BF of the receptive field, varied among signal types,
particularly in lower frequency ranges of the LFP (Fig. 6D).
When a recording site yielded a sound-driven MU, it was highly
likely that most other signal types were also sound driven and
tuned to a similar BF (Fig. 7A,B). However, the quality of fre-
quency tuning varied substantially across signal types (Fig. 7C),
which was reflected by the likelihood of identifying well tuned
FRAs from these signals (Fig. 6D). Nevertheless, when we re-
stricted our analysis to recording sites in core auditory fields with
clearly defined tonal receptive fields (d� � 3), we found that the
BF defined by MU spiking was significantly correlated with the
BF of all signal types at each cortical depth (R 2 � 0.44, p � 0.01)

A B

C

D E

Figure 4. Organization of tonal receptive fields within and between cortical columns in core
fields of auditory cortex. A, Schematic of columnar recordings approach. Numbers denote ap-
proximate location of cortical layers 1– 6. B, Tuned FRA probability as a function of recording
depth and anesthetic type. C, Representative columnar maps at 16 depths through central A1
and AAF regions (Fig. 1C, blue-shaded region) under ketamine/xylazine (left, 1 animal) and
pentobarbital/chlorprothixene (right, 2 animals) anesthesia. Blank boxes indicate unresponsive
or not well tuned sites. D–E, Mean � SEM absolute value of BF difference (D) or FRA similarity
(E) between pairs of well tuned (d� � 3) recording sites as a function of their distance. Inter-
columnar comparisons made at a fixed depth across penetrations were subsequently grouped
according to depth (superficial, 0.05– 0.25 mm; middle, 0.3– 0.5 mm; and deep, 0.55– 0.75
mm). Values were computed separately for A1 and AAF then averaged. Actx, auditory cortex;
WM, white matter; Hipp., hippocampus; Ket/Xyl, ketamine/xylazine; Pen/Chl, pentobarbital/
chlorprothixene. Scale bar, 0.25 mm.
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with the exception of delta-band LFPs re-
corded in the superficial layers (R 2 � 0.17,
p � 0.16; Fig. 7A).

We used an unbiased unit sampling ap-
proachtomakeourresultsmoredirectlycom-
parable to SU Ca2� imaging or cell-attached
recordings, such that the specific position of
therecordingelectrodewasnotadjustedbased
on the quality of auditory-driven responses or
isolation of a well driven SU. This approach,
along with the physical characteristics of
our recording probes (e.g., impedance and
tip geometry), made it unlikely that we
would find well isolated SU waveforms in
any layer. However, in the event that a SU
was identified from a recording site, there
was an 	50% chance that it would have a
tonal receptive field with a d� � 3 (for each
depth category, total # MU recording
sites/total # SUs isolated/total # SU with
FRA d� � 3 were as follows: superficial
layers, 234/45/19; middle, 1076/199/109;
deep, 241/93/54). As illustrated in Figure
7A, the BFs of FRAs generated by high-
frequency neural signals (SU, high-
amplitude MU [7 SD above the mean, or
MU7SD] or gamma-band LFP) corre-
sponded most closely to the MU BF, gen-
erally falling within one-third of an octave
(Fig. 7D). However, the overall level of
concordance in BF and FRA shape (Fig.
7E) was high for all signal types, exhibiting
smaller deviations than those observed for
the smallest step size tested across the
tonotopic map (0.1 mm; Fig. 4D,E). Thus,
in the event that a tonal receptive field could be delineated, its
frequency preference and coordinated arrangement within a
tonotopic map were well conserved across SU, MU, and LFP
signal types.

Variation of tonotopic mapping strength across different
anesthetic states
Most topographic mapping experiments are performed in anes-
thetized animals. To test the influence of anesthesia on tonotopy,
we compared the low-high-low BF gradient through the caudal-
to-rostral extent of A1 and AAF in anesthetized and awake head-
fixed mice. MU recordings in the middle cortical layers revealed
the expected precise low-high-low tonotopy under ketamine/xy-
lazine (N � 85/106 recording sites in five animals for A1/AAF,
respectively, A1: R 2 � 0.81, p � 6.4 � 10
31; AAF: R 2 � 0.77, p �
1.8 � 10
34; Fig. 8A) and pentobarbital/chlorprothixene (N �
172/111, nine animals, A1: R 2 � 0.79, p � 9.3 � 10
48; AAF:
R 2 � 0.48, p � 3.0 � 10
17; Fig. 8B). A precise tonotopic orga-
nization was also observed in the awake mouse (N � 64/54, eight
animals, A1: R 2 � 0.64, p � 3.4 � 10
15; AAF: R 2 � 0.62, p �
1.5 � 10
12; Fig. 8C).

To directly compare the tonotopic organization across awake
and anesthetized states, recordings were performed in four ani-
mals with chronically implanted multi-electrode arrays in A1. In
these animals, FRAs were measured in the awake condition and
repeated immediately afterward under ketamine/xylazine anes-
thesia (Fig. 8D). The BFs at all recording sites were similar across
the two conditions (N � 18; mean absolute value of BF difference

between anesthetized and awake recordings: 0.16 octaves; p �
0.7, paired t test) and were tonotopically organized (one-way
ANOVA for BF change across caudal-to-rostral position, F �
8.36, p � 0.009). Together, these data demonstrate that a tono-
topic organization of BF is preserved across anesthetic states
within the core fields of the auditory cortex.

However, other features of tone-evoked responses varied be-
tween the awake and anesthetized state (Fig. 8E). Figure 8F–H
shows bandwidth, onset latency, and response duration in A1 and
AAF of awake and anesthetized animals. Inter-areal differences in
latency (awake: p � 0.0016; anesthetized: p � 6.7 � 10
13),
although not response duration or bandwidth (awake: p � 0.06
and 0.9, respectively; anesthetized: p � 8.9 � 10
7 and 1.5 �
10
5), seen under anesthesia between A1 and AAF were pre-
served in awake animals. However, bandwidths in AAF of awake
animals were significantly narrower than those measured under
anesthesia (p � 5.34 � 10
9), and tone-evoked response dura-
tion was significantly shorter in awake mice compared with the
prolonged bursts of action potentials commonly observed with
ketamine anesthesia (A1: p � 3.99 � 10
15; AAF: p � 5 �
10
229).

Comparison of tonotopy between electrophysiological and
simulated two-photon Ca 2� maps
As a final test, we explored the possibility that highly heterogeneous
local BF tuning may lurk beneath the smooth BF gradients charac-
terized with electrophysiological mapping approaches. The argu-
ment for this possibility, conveyed most effectively by the recent
single neuron Ca2� imaging studies (Bandyopadhyay et al., 2010;

A B C
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G H I

Figure 5. Impact of irregularly tuned recording sites on tonotopic organization across cortical layers. A–C, Example FRAs and
associated PSTHs from each depth and tuning category. Vertical gray lines denote BF. Frequency range, 4 – 64 kHz; level range,
0 – 60 dB SPL. D–F, Distributions of d� values from each depth category. Vertical line denotes the cutoff point used for grouping
tuned versus irregularly tuned recording sites. G–I, Scatter plots depict change in BF across the caudorostral extent of A1 based on
tuned (filled circles) or irregularly tuned (open circles) recording sites. Solid and dashed straight lines are linear regression lines of
tuned and irregularly tuned units, respectively.
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Rothschild et al., 2010), holds that the combination of coarse spatial
sampling (ranging from 0.1 to 1 mm between neighboring electrode
penetrations in a typical mapping study) and local averaging of MU
response properties at the electrode tip can artificially smooth the
substantial variability that can be observed with techniques that offer
resolution at the cellular level. To wit, both of these studies reported
a heterogeneous local organization of preferred frequency, such that
the BFs of individual neurons within a given 100 � 100 �m imaging
field varied by as much as 3–4 octaves. In addition to local hetero-
geneity, both studies observed a marginal large-scale tonotopic
organization in that there was a subtle bias toward average low-
frequency BFs in the caudal end of A1 and high-frequency BFs near
the presumed border with AAF. Both the local heterogeneity and the

weak large-scale tonotopy contrast with the precise tonotopic ar-
rangement reported here.

To understand more about these disparate descriptions of A1
tonotopy, we simulated the “salt-and-pepper” BF organization
reported in their datasets by populating the full auditory cortex
map with individual neurons and imposing a �1.5 octave “jitter”
in their BF relative to the MU BF documented in our experiments
(Fig. 9A). Our simulation accurately reproduced both the local
heterogeneity (Fig. 9B) as well as the coarse tonotopy reported at
larger spatial scales in these studies (Fig. 9C). We subsampled the
simulated dataset to match the typical sampling density in our
electrophysiological mapping experiments (	0.1 mm between
two recording sites). As expected, a random subsampling of the

A B C D

Figure 6. Frequency tuning across neurophysiological signal types. A, Electrical activity filtered at various frequency ranges simultaneously recorded during a single trial. B–C, Representative
PSTHs (B) and FRAs (C) of tone-driven activity from the same recording site used in A. Red regions indicate the analysis window used to determine their FRAs. Blue bars in A and B indicate timing
of the 50 ms tone pip. Vertical gray bars denote BF of tone-driven FRA region. Frequency range, 4 – 64 kHz; level range, 0 – 60 dB SPL. D, The MU map in Figure 1 A replotted according to BFs of FRAs
derived from various LFP frequency ranges. Blank polygons indicate sites that are tuned according to MU but not tuned according to the LFP signals. Black dots indicate sites that are not tuned
according to MU. MU, MU activity exceeding our standard threshold at 4.5 SD of the mean signal amplitude; MU7SD, MU using threshold of 7 SD; SU, single unit.
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neuron’s BF values still yields local heter-
ogeneity and coarse large-scale organiza-
tion (Fig. 9D) rather than the fine
organization we observed. As a next step,
we simulated MU tuning by combining
the three nearest-neighbor neurons of
given locations with their median BF as
the MU BF. Although local averaging re-
duced BF variability, it still did not match
the precise tonotopic organization we
found in recordings of actual MU clusters
(Fig. 9E). Further analysis revealed that lo-
cal averaging did not produce an equiva-
lent degree of tonotopic order until the
local tuning from 15 or more neurons was
combined (actual MU vs 1–15 neurons:
p � 1.67 � 10
3, significant after a Bon-
ferroni correction for 30 comparisons;
unpaired t test; Fig. 9F), which is far
greater than the local cluster of an esti-
mated 2– 4 neurons that comprised our
MU data. Direct comparisons of simu-
lated tonotopy based on the Ca 2� imaging
data to our actual SU (actual R 2 � 0.74,
simulated R 2 � 0.39; Fig. 9G,D) and MU
(actual R 2 � 0.83, simulated R 2 � 0.55;
Fig. 9H,E) data further demonstrated that
fine-scale tonotopy reported here was not
likely to have arisen through subsampling
or local averaging of the BF organization
described in their studies.

Discussion
The principal motivation for this study
was to determine whether the precise or-
ganization of topographic maps, which
have been documented in visual, somato-
sensory, and auditory cortex of dozens of
species, has been exaggerated somewhat
through the reliance on a single experi-
mental approach: recording MU activity
in the thalamic input layers of anesthe-
tized animals using near-threshold stim-
uli. The principal finding to emerge from
these experiments is that a tonotopic orga-
nization is present in all cortical layers of
the auditory cortex based upon electrical
activity ranging from theta waves to SUs,
and in states of consciousness ranging from areflexic to fully alert.

With that said, we noted three circumstances in which the
robustness of tonotopy was significantly reduced or absent. First,
a tonotopic organization was not observed when recordings
were made from the middle layers of the three belt fields that
surround A1 and AAF (Fig. 2). The abrupt shift between tono-
topic and nontontotopic fields is well established in the auditory
cortex of primates, cats, and other rodents and has been attrib-
uted to a shift in the thalamic subdivision that projects to core
versus belt fields (Hackett, 2011), rather than a change in the
specificity of thalamic or intracortical connections between belt
and core fields (Lee and Winer, 2005). Additional comparisons of
anatomical connectivity, neurochemical markers (e.g., calcium
binding proteins and vesicular glutamate transporters), and tran-
scriptional profiles in core versus belt fields of the mouse may

reveal the mechanisms that underlie this abrupt shift in func-
tional response properties. Second, tonotopy within the core
fields was substantially reduced, though not eliminated alto-
gether, when frequency tuning was characterized with a single,
suprathreshold sound level (Fig. 3). The loss of tonotopic map-
ping precision at higher sound intensities has been reported pre-
viously in the cat (Phillips et al., 1994, their Figs. 9 and 10), rat
(Polley et al., 2007, their Fig. 5), and mouse (Hackett et al., 2011,
their Fig. 7) and likely stems from the increased excitation across
frequency channels with higher sound levels that can be observed
in the basilar membrane and at every level of the auditory
pathways thereafter. Third, a substantial minority of recording
sites in the superficial (29.5%) and deep (20.5%) layers were
driven by pure tones, yet exhibited irregular frequency tuning
(Fig. 5D,F) and no discernible tonotopic organization (Fig.
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Figure 7. Impact of neural signal type on tonotopic organization within core fields of auditory cortex. A, Scatter plots of BF
obtained from MU spiking (abscissa) versus all other signal types (ordinate) in superficial, middle, and deep layers. Diagonal line
represents line of unity. B, Probability of observing a sound-evoked change in response amplitude for each signal type and layer
category calculated from sites exhibiting tone-evoked MU activity. C, Quality of tuning for each signal type for each layer category.
D–E, Mean � SEM absolute BF difference (D) and FRA similarity (E) between MU and each signal type.
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5G,I). The emergence of this response type may reflect the in-
creased presence of cross-columnar corticocortical connections
outside of the thalamic input layers (Kaur et al., 2004, 2005; Liu et
al., 2007; Lee and Sherman, 2008; Wu et al., 2008; Happel et al.,
2010; Moeller et al., 2010) that would serve to integrate inputs
across noncontiguous map regions and otherwise increase the
complexity of spectrotemporal receptive fields (Barth and Di,
1990; Ojima et al., 1991; Wallace et al., 1991; Kaur et al., 2005;
Barbour and Callaway, 2008; Dahmen et al., 2008; Atencio and
Schreiner, 2010a,b). In this sense, the superficial and deep layers
within core fields of the auditory cortex may reflect a transition
zone wherein one subset of neurons is principally driven by tonoto-

pically organized columnar inputs from the
middle layers and the receptive field proper-
ties of the second nontonotopic population
can be attributed to the diverse frequency
selectivity conveyed through long-range
horizontal connections.

Increasingly, the failure to identify pre-
cise frequency tuning and robust tono-
topy by early adopters of nontraditional
approaches has been refuted as familiarity
with the techniques has grown. For in-
stance, researchers originally reported in-
consistent tonotopic organization within
Heschl’s gyrus using fMRI (Bilecen et al.,
1998; Schönwiesner et al., 2002), although
consistent tonotopy has since been re-
ported with higher resolution scanning
(Da Costa et al., 2011) or characteriza-
tions of frequency selectivity at sound in-
tensities closer to hearing threshold
(Langers and van Dijk, 2011). Similarly,
precise cortical tonotopy is routinely ob-
served based on SU recordings in awake
animals (Bendor and Wang, 2005), de-
spite earlier evidence to the contrary (Ev-
ans et al., 1965; Goldstein et al., 1970), and
can be extracted from the LFP or even cor-
tical surface potentials if the tone-evoked
events are isolated in the time domain
(Ohl et al., 2000) or computed analyti-
cally, as we did here.

The only possible exception to these
principles is in vivo two-photon Ca 2� im-
aging. Although researchers have used
Ca 2� imaging to generate maps that agree
closely with the established functional ar-
chitecture of the primary visual cortex
(Ohki et al., 2006), researchers using this
technique have not yet been able to con-
firm the smooth and precise large-scale
mapping of sound frequency across the
core auditory fields found with other ex-
perimental techniques (Bandyopadhyay
et al., 2010; Rothschild et al., 2010). It was
initially suggested that the heterogeneous
local tuning and the lack of a precisely or-
ganized large-scale tonotopic gradient re-
ported in these studies might be an
idiosyncrasy of the animal model (Castro
and Kandler, 2010), yet earlier (Stiebler et
al., 1997), subsequent (Hackett et al.,

2011), and current (Fig. 2) findings in mouse make that explana-
tion unlikely. It has also been suggested that the difference arises
from the fact that Ca 2� imaging provides cellular (even subcel-
lular) resolution of many neurons, whereas MU microelectrode
mapping cannot approximate that sampling density or spatial
resolution. But again, the preservation of large-scale tonotopy
with SU recordings (Fig. 7) and our inability to recreate the local
heterogeneity or the coarse large-scale tonotopic gradient
through subsampling or local averaging (Fig. 9) suggest this is not
the cause.

Based on our recent voltage-sensitive dye-imaging studies
that described coarser functional topography in layer II/III of
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Figure 8. Impact of anesthetic state on tonotopic organization within core fields of auditory cortex. A–C, BF distribution along
the caudorostral axis through the central region of A1 and AAF (Fig. 1C, blue-shaded regions) under ketamine/xylazine (Ket/Xyl)
anesthesia (A), pentobarbital/chlorprothixene (Pen/Chi) anesthesia (B), or in the awake condition (C). Data from individual
animals are represented by different colors. Black lines are linear regression lines for A1 and AAF, respectively. Data in B is replotted
from Hackett et al. (2011). All regression coefficients are highly significant ( p � 0.0005). D, Tonotopic BF gradients are maintained
between awake and anesthetized conditions in individual animals tested in the awake and anesthetized state via chronically
implanted microwire arrays. Recordings for each animal are from a single row of adjacent wires spaced 250 �m apart. E, Repre-
sentative raster plots recorded from chronically implanted microwire arrays in the awake and Ket/Xyl anesthetized condition. Trials
shown represent the five best frequencies at the 10 highest sound levels. F–H, Mean � SEM bandwidth, onset latency, and
response duration of A1 and AAF across awake and anesthetized conditions. Asterisks denote statistically significant differences of
indicated populations (***p � 2.5 � 10 
4, which is the significance level at p � 0.001 after a Bonferroni correction for 4
comparisons; unpaired t test).
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mouse auditory thalamocortical brain
slices, we suspected that the disparity
might be traced to the fact that Ca 2� im-
aging is sensitive to neurons in the super-
ficial layers of cortex (Hackett et al., 2011).
Our current dataset provides mixed sup-
port for this possibility. On the one hand,
we did observe a subset of tone-driven,
nontonotopically organized recording
sites in the superficial layers that were al-
most entirely absent in the middle layers.
Combining these units with the tonotopi-
cally organized units substantially diluted
the precise organization of the observed
tonotopic map within the superficial lay-
ers, although not to the degree reported in
the Ca 2� imaging studies. It is also the
case that the calcium reporters used in
these studies either predominantly reflect
(in the case of OGB-1; Rothschild, 2010)
or retain some sensitivity to (in the case of
Fluo-4; Bandyopadhyay, 2010) sub-
threshold membrane depolarizations,
which would confer less selective fre-
quency tuning (Wehr and Zador, 2003;
Kaur et al., 2004; Tan et al., 2004; Wu et
al., 2008; Chadderton et al., 2009) and
coarser map organization (Hackett et al.,
2011) than estimates of frequency prefer-
ence based on action potentials. Finally,
estimating frequency tuning from the
tone-evoked calcium transient involves
integrating over a signal that persists for
nearly 1 s following tone onset, whereas
the spikes used to construct the tonotopic
map were typically collected in the first 50
ms following tone onset. A recent study
has shown that the sound-evoked Ca 2�

transient is comprised of early and late
components, the first of which exhibits
sharper frequency tuning and a closer cor-
respondence to the spiking profile, and
the second of which is more indicative of
ongoing cortical dynamics, such as up-
and down-states (Grienberger et al.,
2012). Efforts to use calcium reporters
that correspond more closely to suprath-
reshold activity, analyze the units with de-
fined versus undefined tonal receptive fields separately, isolate
specific temporal epochs of the Ca 2� signal, and directly visual-
ize— or else electrophysiologically record from—the thalamic
input layers will likely reconcile these divergent findings.

Although tonotopic organization was observed across layers,
signal types, and anesthetic states, it is important to point out that
many other aspects of neural coding for sound are not expressed
similarly across these dimensions. For example, temporal encod-
ing (Christianson et al., 2011), spectrotemporal receptive field
complexity (Atencio et al., 2009), and connectivity patterns
(Llano and Sherman, 2009; Atencio and Schreiner, 2010b;
Oviedo et al., 2010) vary considerably between cortical laminae.
Similarly, many aspects of cortical coding of sound stimuli are
very likely affected by anesthesia (Wang et al., 2005; Ter-
Mikaelian et al., 2007), and comparison of the LFP and unit firing

can reveal many diverse aspects of stimulus coding (Lakatos et al.,
2007; O’Connell et al., 2011). In this regard, tonotopy is a rudi-
mentary organizational feature that has proven most valuable as
a functional readout of structural connectivity (Lee et al., 2004),
brain evolution (Kaas, 2011), developmental experience (de
Villers-Sidani et al., 2008; Kim and Bao, 2009; Barkat et al., 2011),
and auditory learning (Polley et al., 2006; Bieszczad and Wein-
berger, 2010), rather than an index of dynamic sound coding.
Nevertheless, organizational benchmarks such as tonotopy pro-
vide valuable footing for exploring more nuanced aspects of au-
ditory cortex function.
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