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Spatial cues such as interaural time and level differences often have such a weak influence on auditory 
grouping that they are overwhelmed when opposed by other cues, such as common onset or continuity. In 
reverberant listening conditions, spatial cues provide relatively little benefit when understanding a sound 
source in the presence of competing noise. Yet everyday experience shows that listening with two ears is 
critical for being able to converse at a real cocktail party, a case in which there are usually multiple 
simultaneous talkers as well as reverberant energy. This apparent paradox can be partially explained by 
recent studies, which demonstrate that 1) the influence of spatial cues on auditory streaming can be strong 
even though their influence on simultaneous grouping is weak, and 2) spatial cues play an important role 
in separating competing sound sources that are easily confused with each other, a benefit that is distinct 
from the binaural-processing benefits that break down in the presence of reverberant energy. Results 
suggest that spatial cues are utilized by the auditory system in many different ways, at many different 
levels. In simple listening conditions (like those examined in traditional studies of binaural processing), 
spatial cues can help a listener detect sound that might otherwise be masked; but in more complex 
conditions, spatial cues are critical for properly parsing the mixture of sound into different objects and 
focusing attention on the source of interest. 

1 Introduction 

In nearly every setting (other than the laboratory), the 
acoustic energy that reaches our ears is a mixture of 
signals coming from many sources and many 
directions. Despite this complexity, we are incredibly 
adept at sorting out what sound sources are present in 
the environment. The spatial cues in the signals we 
hear play an extraordinarily important role in our 
ability to sort out and understand sources in complex, 
natural settings. However, many past studies suggest 
that spatial cues have at best a weak influence on 
auditory scene analysis (ASA; the process of sorting 
the mixture of sound we hear into appropriate 
“auditory objects,” or perceived sound sources). This 
paper reviews studies from both the literature and our 
own laboratory that explore the influence of spatial 
cues and spatial perception in order to resolve the 
apparently conflicting results of these studies. 

2 Spatial cues and segregation 

2.1 Evidence for weak effects 

Many cues influence how individual elements of sound 
energy are grouped into auditory objects, including 
harmonicity, common onset and offset, common 
modulation, and spatial cues (see the seminal book by 
Bregman for a review of this topic [1]). A typical 
approach to studying how these various cues influence 
grouping and streaming is to pit different cues against 
one another and then measure which cues “win.” In 
many past experiments in which spatial cues compete 

against other cues, the spatial cues have very little 
effect on how a mixture of sound is perceptually 
organized into perceived objects. 
The “double vowel” paradigm is one approach that has 
been used to test ASA. In these experiments, mixtures 
of harmonic complexes are constructed in which a pair 
of vowels may be perceived, but only if the constituent 
complexes of the sound mixture are appropriately 
segregated. In most such studies, the default percept (if 
segregation doesn’t occur) is of a single, non-vowel 
object; only if there is some cue that causes the 
complexes to be appropriately split into two objects do 
listeners perceive a pair of vowels. The double vowel 
paradigm has been used to test the efficacy of many 
possible segregation cues, including common 
modulation, harmonicity, common onset, and spatial 
cues (e.g., interaural time differences or ITDs). 
Differences in fundamental frequency or in the onsets 
of sound components in the mixture are very effective 
in promoting segregation [2-4]. In contrast, spatial cues 
are insufficient to allow subjects to identify the vowels 
in the mixture [5, 6] (however, see [7]). 
Studies examining sensitivity to ITD also suggest that 
spatial cues in one component are usually insufficient 
to cause the component to be segregated from a sound 
mixture. Sensitivity to changes in the spatial attributes 
of a single target sound component are reduced when 
the target component is heard as part of an object 
composed of many elements; sensitivity is enhanced 
when other cues, such as harmonicity or common 
onset, promote hearing the target as a separate object 
[8, 9]. However, even when listeners perceive the 
target as an object separate from the other 
simultaneous sound elements, the spatial cues in the 
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non-target elements causes some interference in target 
ITD sensitivity [10, 11]. 
Taken together, these studies suggest that mismatches 
between the spatial cues in different simultaneous 
sound elements are generally not influential enough to 
drive segregation into different sound objects. Instead, 
other grouping cues usually determine what 
simultaneous sound elements are heard within an 
object. While the perceived location of an object is 
primarily determined by the spatial cues in the 
elements making up that object, there is still some 
effect of the spatial information from elements not 
grouped into that object. 

2.2 When spatial cues matter 

Although many studies suggest that spatial cues have 
little influence on simultaneous segregation, studies 
that emphasize streaming sound elements over time are 
heavily influenced by spatial location. 
The importance of across-time grouping is particularly 
evident in studies of speech intelligibility when there 
are multiple, simultaneous talkers. For instance, 
Darwin and Hukin [12] manipulated speech to control 
the spatial cues and fundamental frequency in target 
and carrier phrases, as well as the vocal tract length of 
the simulated talker. They then asked listeners to report 
the target word contained in a target carrier phrase 
during presentation of a competing carrier phrase. Two 
candidate target words were presented simultaneously 
during a time-aligned temporal gap present in both the 
target and competing carrier phrases. They found that 
listeners reported the target word whose spatial 
location matched that of the target phrase when other 
possible grouping cues were placed in opposition to the 
spatial cues. These results suggest that spatial 
continuity is an important cue used to organize sound 
over time (see also [13]). Other studies also support the 
idea that spatial cues are important for parsing sources 
over time. Many recent studies of speech 
understanding in the presence of competing speech 
show that differences in the spatial cues in the 
competing sources boost target speech intelligibility 
(e.g., see [14-17]), a topic considered in Section 3. 
These studies show that particularly when considering 
how sound is organized over time, spatial cues in the 
signals reaching the listener have a large influence on 
perceptual organization of sound. 

2.3 Nothing is simple 

The results reviewed in the previous subsections seem 
consistent with a fairly straightforward explanation for 
how spatial cues affect auditory scene analysis: 
1) Spatial cues do not influence grouping of 
simultaneous sources, instead other sound features 

determine how simultaneous or near-simultaneous 
sounds are grouped locally in time and in frequency, 
forming “snippets” of sound.  
2) Once a sound snippet is formed, its spatial location 
is computed, based primarily on the spatial cues in the 
sound elements grouped into that snippet. 
3) Sound snippets are then pieced together across time 
in a process that relies heavily on perceived location of 
the snippets.  
However, even this is too simplistic a view. 
For instance, Darwin and Hukin [18, 19] investigated 
stimuli in which a target tone could logically fall into 
one of two streams, one a sequence of repeated tones, 
one a simultaneous harmonic complex. In the 
experiments, they measured the degree to which the 
ambiguous target was heard as part of the harmonic 
complex. They found that when the spatial cues in the 
target matched those in the simultaneous harmonic 
complex, the tone was heard more prominently in the 
harmonic complex than when the spatial cues were 
uninformative. Moreover, the way in which trials were 
blocked influenced how prominently the target was 
heard in the complex: the same stimulus gave different 
results, depending on what subjects had been hearing 
in past trials [18]. They concluded that spatial cues can 
influence simultaneous grouping when other grouping 
cues are ambiguous and that top-down listener 
expectations also influence grouping. 
It has long been known that segregation of a complex 
sound mixture builds up over time as a listener accrues 
information about the sound pattern they are hearing 
(e.g., see [1]). However, recent results show that this 
build up also depends on top-down listener attention: 
the build up appears to begin at the moment a listener 
attends to a particular sound mixture or sound [20]. 
Recent work in our own lab, based on the ambiguous-
tone paradigm of Darwin and Hukin, also provides 
evidence that the way an acoustic mixture is 
perceptually organized depends on what a listener is 
attending [21]. Using the two-object (tone sequence, 
harmonic complex) paradigm, we investigated not only 
how prominently the ambiguous target influenced 
perception of the harmonic complex, but also how 
prominently the target was heard in the repeating tone 
sequence. We found that there was no predictive 
relationship between the degree to which the target was 
“in” one auditory object and the degree to which it was 
“out” of the other (using the same stimuli with the 
same listeners, just changing which object the listener 
was asked to attend). In particular, while spatial cues 
influenced the degree to which the target was heard in 
both the across-time tone sequence and the 
simultaneous harmonic complex, spatial cues were far 
more influential on the across-time sequence. 
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Taken together, it appears that spatial cues have some 
influence on grouping both across frequency and 
across time. The relative weight given to spatial 
information, compared to other segregation cues, is 
much greater when one looks at piecing together sound 
snippets across time rather than how one determines 
what simultaneous sound elements comprise a snippet 
from a single source. However, results also suggest 
that the way in which listeners parse the world depends 
on top-down factors: the same stimulus can be 
segregated differently depending on the recent history 
of sounds heard by the listener [18], the time over 
which the listener attends a scene or object [20], and 
which object in the acoustic scene a listener is 
attending [21]. 

3 Spatial unmasking 

Spatial cues have long been known to play an 
important role in behavioural tasks when there are 
competing sound sources. However, the relationship 
between studies of source segregation and spatial 
unmasking has not been entirely clear.  
Many studies have focussed on measuring how well 
listeners can detect or understand a target sound in the 
presence of a competing source. In many conditions, 
performance improves when the target and competing 
sources arise from different spatial locations. This 
“release from masking” due to spatial separation of 
target and masker is known as spatial unmasking. 
Traditional studies of spatial unmasking examined 
what happens when a target source is presented in a 

background of statistically stationary noise. In these 
conditions, the dominant kind of interference between 
target and masker is that the masker can render the 
target inaudible; if the target can be heard (is audible), 
then it is easy to segregate the target and masker, and 
there is relatively little difficulty detecting the presence 
of the target or interpreting its content. The problem is 
that not all of the target can be heard. The visual 
analogy of this kind of “energetic masking” effect is 
illustrated in the top left panel of Figure 1. Spatial 
separation of target and masker can render more of the 
target perceivable, illustrated in visual analogy in the 
top right of the figure.  
However, in conditions where target and masker are 
similar to one another (such as speech on speech 
masking), the problem may be that the target speech is 
confused with the masker speech [22], not that the 
target is inaudible. Spatial cues can play a very 
important role in helping a listener focus attention on 
the target, throwing out the sensory “clutter” that is the 
masker and devoting more computational resources to 
processing the target. The visual analogue of this kind 
of “informational masking” is shown in the bottom left 
panel of Figure 1. We believe that the role of spatial 
cues in this kind of masking is to modulate competition 
between the target and the masker, reducing 
interference of the masker, shown by visual analogy in 
the bottom right of Figure 1. 
In order to understand spatial unmasking, it is 
important to understand how spatial cues can cause 
release from both energetic and informational masking. 
In particular, both kinds of masking contribute to 
perception in almost every setting encountered in daily 
life; spatial separation of target and masker reduces 
both forms of masking. Below, we discuss three 
distinct mechanisms (better-ear acoustics, binaural 
processing, and spatial attention) that we believe 
contribute to spatial unmasking in everyday settings. 

3.1 Energetic (better-ear) effects 

When sources overlap in time and frequency, spatial 
separation can reduce the amount of peripheral, 
energetic masking for purely physical reasons. 
Acoustic interactions with the head reduce the amount 
of energy received at the far ear when a source is to the 
side of the listener. For instance, in the top right panel 
of Figure 1, the right ear receives less energy from the 
masker simply because the masker is spatially 
displaced from the target. This “better-ear” effect can 
produce large improvements in speech intelligibility 
with spatial separation of target and masker [23, 24], 
especially for sources that contain significant energy 
above 2 kHz where the “acoustic head shadow” effect 
is large (e.g., with birdsong stimuli, where most of the 
information is between 3-6 kHz; see [25]). 

 

Figure 1: Visual analogues of spatial release from 
energetic and informational masking. 
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3.2 Binaural processing 

When portions of a sound (in time-frequency space) 
are masked by another sound such that they are 
inaudible even when listening with the acoustically 
better ear, binaural processing can yield further 
improvements in target audibility. This is demonstrated 
in Figure 2, which shows the output of a simple model 
of binaural processing, based on the normalized 
interaural cross-correlation of narrowband left- and 
right-ear signals as a function of time (e.g., similar to 
the many traditional binaural models [23, 26]). In the 
figure, the image intensity represents the cross-
correlation value for a given interaural time delay, with 
different interaural time delays shown on the y axis 
(see [27] for details of modelling approach). 
In Figure 2, when target and masker are both presented 
from the same location, the cross-correlation output 
does not change significantly when the tone is turned 
on. However, if the tone is at a different location than 
the masker, it causes interaural decorrelation of the 
masker, producing fluctuations in the running cross-
correlation output as a function of time whenever both 
sources are on simultaneously. In such situations, the 
listener identifies a temporary decrease in correlation 
as being caused by an (otherwise inaudible) source at 
that time and frequency (e.g., see [5]), effectively 
reducing the energetic masking caused by the masker. 

3.3 Spatial attention 

The third posited contributor to spatial unmasking 
works not by increasing target audibility, but by 
reducing the confusion between target and masker. In 
vision, physiological evidence for “spatial attention” is 
well known (see [28]). We posit that spatial attention 
also operates in audition (and across modalities).  
Freyman and his colleagues found that adding masker 
energy that caused the masker to be perceptually 
displaced from a similar target increased target speech 
intelligibility [14]. Kidd and colleagues have 
performed a number of studies in which the amount of 
spectro-temporal overlap of competing signals is very 
limited. In such cases, traditional within-band binaural 
unmasking mechanisms based on detection of 
interaural decorrelation (illustrated in Figure 2) predict 
little or no spatial unmasking, as nearly all of the target 
energy is audible. However, they find that spatial 
unmasking is prominent when target and masker are 
statistically similar, but negligible when the masker is 
steady-state noise (e.g., see [15, 16]). Moreover, 
ordinary room reverberation, which decorrelates the 
left- and right-ear signals even when only one source is 
present, disrupts spatial release from within-band 
energetic masking, but not spatial release from 
informational masking [15]. 

In our lab, we have seen similar effects using spectro-
temporally complex birdsongs [25]. When listeners are 
asked to identify one of five songs in the presence of 
steady-state birdsong-shaped noise, there is significant 
spatial unmasking; however, the entire effect can be 
attributed to better-ear energy effects (performance for 
a binaural condition is equal to performance when 
listeners are presented with the “better ear” stimulus 
diotically). In contrast, when the masker is a bird 
chorus (a mixture of unfamiliar bird calls) there is less 
masking overall (presumably because the masker has 
fluctuations in energy over time and frequency, 
reducing the amount of energetic masking), but a larger 
spatial release from masking. Moreover, when the 
target and chorus masker are spatially separated, 
binaural performance is significantly better than diotic 
better-ear performance. In other words, when target 
and masker are similar, perceived spatial separation 
contributes to spatial unmasking, but not when target 
and masker are dissimilar and easily segregated 
Using stimuli with little energetic masking (after [16]), 
we find that no matter what kind of spatial cues cause 
the target and masker to be perceived in different 
locations, spatial release from masking is essentially 
the same magnitude, after one accounts for the better-
ear acoustic advantage [29]. We believe that any cues 
that lead to differences in perceived location can be 
sufficient to guide spatial attention, whether the spatial 
cues are ITDs (which also underlie the traditional 
within-band spatial unmasking illustrated in Figure 2), 
interaural level differences, or a full set of realistic 
spatial cues. 
These results consistently show that spatial attention 
plays an important role in spatial unmasking when 
target and masker are statistically similar and therefore 
hard to piece together across time. 

 

Figure 2: Model cross-correlation output of a 500-
Hz channel for a 500 Hz tone temporally centred in 

broadband noise. Top: tone and noise spatially 
coincident. Bottom: tone and noise separated. 
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4 ASA and spatial unmasking 

There is a growing realization that spatial auditory cues 
play a critical role in parsing the mixture of signals we 
hear, and moreover, that this contribution has an 
important and direct impact on our ability to 
understand sources in the everyday world, 
The role of spatial cues on auditory scene analysis can 
be weak or strong. In grouping simultaneous sound 
elements, spatial cues have a relatively minor 
influence. In determining which sound elements belong 
to the same sound source over time, spatial cues are 
very influential. Stimulus properties alone do not 
determine how sound mixtures are organized 
perceptually; instead, other top-down factors influence 
ASA, including listener expectations, listener attention, 
and the kind of object being attended. In short, the role 
that spatial cues play in ASA cannot be described using 
a simple, bottom-up process; instead, the internal 
model we construct of the sources in the environment 
builds up slowly over time as we accrue information, 
biased by our expectations as well as the properties of 
the object we are attending. In this course of this 
iterative process, spatial cues play an important role. 
Traditional studies of spatial unmasking, in conditions 
where target and masker are statistically dissimilar, do 
not relate directly to ASA; such studies measure how 
spatial cues may allow a listener to hear out target 
elements that were otherwise inaudible due to purely 
within-frequency channel interactions. With traditional 
spatial masking, target audibility improves with spatial 
separation of target and masker both because of 
acoustic effects at the better ear and through low-level 
binaural processing mechanisms. However, many 
studies now show that spatial attention plays a very 
important role in spatial unmasking: perceived spatial 
separation of target and masker reduces confusion 
between sources that are otherwise hard to separate.  
In the everyday world, traditional spatial unmasking is 
less important than in the laboratory: reverberant 
energy reduces the better-ear advantage and 
decorrelates the signals reaching the ears, degrading 
the benefits of binaural unmasking. However, spatial 
attention is robust in such settings. 
We believe that spatial attention is the most important 
contributor to spatial unmasking in everyday settings. 
Furthermore, spatial attention is a manifestation of 
source segregation: spatial attention aids performance 
by allowing listeners to segregate the target from the 
masker. By focussing attention on the target location 
and pulling out the target from the background, the 
listener can devote more computational resources to 
processing the target and reduce central interference 
between the target and masker. 
This important link between segregation and spatial 
unmasking is one that must be developed further. 

Currently, no models can adequately explain the 
process of source segregation and predict the benefits 
of spatial unmasking, which depend on target and 
masker stimulus properties, characteristics of the 
listening environment, and listener expectation and 
knowledge. Many unanswered questions arise related 
to how we focus attention on sources of interest. How 
does information from other modalities interact with 
auditory source cues? How important is a priori 
knowledge about where and when to listen for a source 
of interest in allowing us to focus attention? How does 
ASA affect and interact with the computation of 
auditory object location? We are currently developing 
paradigms to explore these questions in detail. 
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