COGNITION AND INSTRUCTION, 18(4), 423-459
Copyright © 2000, Lawrence Erlbaum Associates, Inc.

Bridging Research and Practice:
A Cognitively Based Classroom
Intervention for Teaching
Experimentation Skills to
Elementary School Children

Eva Erdosne Toth, David Klahr, and Zhe Chen

Department of Psychology
Carnegie Mellon University

Thisarticledescribesthefirst cycleof amultiyear research project aimed at establish-
ing acommon ground between educationally relevant psychol ogical research and ed-
ucational practice. Wetranslated atheoretically motivated, carefully crafted, and lab-
oratory-based instructional procedure of proven effectiveness into a classroom
intervention, making minimal modifications to the instructional components and
adapting to the constraints of an elementary school science classroom. Our interven-
tion produced significant gains in fourth-grade students’ ability to create controlled
experiments, provide valid justifications for their experiments, and eval uate experi-
mentsdesigned by others. It al so raised several new questionsabout how studentsun-
derstand sources of error during experimentation and how that understanding is re-
lated to their level of certainty about conclusions that are supported by the
experimental outcomes. Weview thisreport aspart of acontinuing research cyclethat
includes 3 phases: (a) use-inspired, basic research in the laboratory; (b) classroom
verification of the laboratory findings; and (c) follow-up applied (classroom) and ba-
sic (laboratory) research.

Twobeliefswidely shared by readersof thisjournal arethat (a) basicresearchin cog-
nitive and developmental psychology can contribute to instructional practice, and
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(b) challengesininstructional practice canlead to new questionsfor basic research.
Although somehavelamented the substantial proportion of nonoverlappingworkin
thesetwo areas(e.g., Strauss, 1998), there does, indeed, exist an active areaof inter-
secting research, asindicated by 15 yearsof articlesin Cognitionand Instruction as
well as by two volumes of the same name spanning a 25-year period (Carver &
Klahr, in press; Klahr, 1976).

Nevertheless, with a few notable exceptions (e.g., Brown, 1992, 1997;
Fennemaet al., 1996; White & Fredriksen, 1998), most of theresearchintheinter-
section between cognition and instruction is carried out by researcherswhose pre-
dilection is to conduct their work in either the psychology laboratory or the
classroom, but not both. Consequently, reports of |aboratory-based research hav-
ing clear instructional implications typically conclude with a suggested instruc-
tional innovation, but one rarely finds a subsequent report on associated specific
action resulting in instructional change. Similarly, many instructional interven-
tions are based on theoretical positions that have been shaped by laboratory find-
ings, but the lab procedures have been adapted to the pragmatics of the classroom
by a different set of researchers (e.g., Christensen & Cooper, 1991; Das-Smaal,
Klapwijk, & van det Leij, 1996). Thisdivision of labor between laboratory-based
cognitive research and classroom research is understandable but, in our view, un-
necessary and inefficient because much can belost in the translation from the psy-
chology laboratory to the classroom.

Inthisarticle, wedescribean attempt to establishamoretightly coupled sequence
of laboratory research and practical innovation conducted by the same set of re-
searchers. Theeffort involved collaboration among researchersfrom both devel op-
mental and educational psychology, aswell asthe classroom teachers themselves.
Wetranslated atheoretically motivated, carefully crafted, and |aboratory-based in-
structional procedureof proven effectivenessinto aclassroomintervention, making
minimal modifications to the instructional components and adapting to the con-
straints of areal classroom.

The practice-inspired research cycle described here further supports both of
the widely held beliefs cited previoudly (in the first paragraph). First, instruction
based on prior laboratory research was educationally effective. Children learned
and transferred what they had been taught. Second, once the instruction was sit-
uated in areal classroom, a new set of basic research issues arose, and they are
currently under investigation. Because we view the move from the labora-
tory-based research environment to the classroom as fraught with potential pit-
falls, we took a very small step—a “baby step,” perhaps—in making this move.
Nevertheless, or perhaps consequently, we were able to devise an effective cur-
riculum unit that maintained what we believe to be the fundamental features of
the laboratory instruction and that still is consistent with everyday classroom
practice.
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This article is organized as follows. First, we describe the topic of the instruc-
tion—a procedure for designing simple controlled experiments—and its place in
the elementary school science curriculum. Then, we summarize the laboratory
training study that provided arigorous basis for our choice of the type of instruc-
tion to be used in our classroom intervention. With this as a background, we de-
scribe our approach to creating a benchmark lesson (diSessa & Minstrell, 1998),
using the results of the laboratory study and considering the characteristics of the
classroom environment. Next, we present the design, implementation, and results
of a study that aimed to verify the laboratory findings in a classroom situation.
Finally, we discuss some of the new issues raised during the implementation of
classroom instruction, which resulted in follow-up research in both the applied
(classroom) and the laboratory settings.

DESIGNING UNCONFOUNDED EXPERIMENTS: THE
CONTROL OF VARIABLES STRATEGY

The ahility to design unconfounded experiments and to derive valid inferences
from such experiments are two fundamental aspects of scientificinquiry. Thereis
wide agreement among science educators and policymakersthat “ even at the earli-
est gradelevels, students should learn what constitutes evidence and judge the mer-
itsor strengths of the data and information that will be used to make explanations”
(National Research Council, 1996, p. 122). Although the importance of teaching
children to design, execute, and evaluate controlled experimentsis emphasized in
national standards, the methods of teaching these concepts and procedures are not
well specified. At the heart of scientific experimentation is the ability to use the
control of variablesstrategy (CVS). Procedurally, CV Sisamethod for creating ex-
perimentsin which asingle contrast is made between experimental conditions. In
addition to creating such contrasts, the full strategy involves being able to distin-
guish between confounded and unconfounded experiments. Conceptually, CVSis
based on the ability to make determinate inferences from the outcomes of
unconfounded experiments aswell asto understand the inherent indeterminacy of
confounded experiments.

How well do elementary school children learn and use these concepts and the
procedures associated with them? Neither the educational nor the psychological
literature presents a clear answer to this question. For example, Chen and Klahr
(1999) found that even in schools with strong science programs, fourth graders
performance on CV Stests—although well above chance—was |l ess than 50% cor-
rect. Children in the second and third grade performed even worse. Ross' s (1988)
meta-analysis of more than five dozen CV S training studies from the 1970s and
1980s indicated that a variety of training methods can generate improvement in
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CV S performance, but only ahandful of the studiesin his sample included young
elementary school children (i.e., below Grade 5). The results of these studies, as
well as more recent ones for that age range, present a decidedly mixed picture of
the extent to which young elementary school children can understand and execute
CVS (Bullock & Ziegler, 1996; Case, 1974; Kuhn & Angelev, 1976; Kuhn, Gar-
cia-Mila, Zohar, & Andersen, 1995; Schauble, 1996). Moreover, even when train-
ing studies show statistically significant differences between trained and untrained
groups,! the absolute levels of posttest performance are well below educationally
desirable levels.

BACKGROUND: A LABORATORY TRAINING STUDY

Giventheimportance of CV Sand given that few elementary school children spon-
taneoudly use it when they should, it isimportant to know whether there are effec-
tivewaysto teach it and whether age and instructional method interact with respect
to learning and transfer. One of the most controversial issues in instruction is
whether unguided exploration is more or less effective than such exploration ac-
companied by highly directive and specific instruction from a teacher. Chen and
Klahr (1999) addressed thisquestioninthe psychology laboratory. They compared
different instructional methodsin acontext inwhich children had extensiveand re-
peated opportunitiesto use CV Sand design, conduct, and eval uatetheir own exper-
iments. A total of 87 second, third, and fourth graders were randomly assigned to
one of three different instructional conditions:

1. Explicittraining was providedinthetraining—probecondition. Itincluded an
explanation of the rationale behind controlling variables as well as examples of
how to make unconfounded comparisons. Children in this condition also received
probe questions surrounding each comparison (or test) that they made. A probe
guestion before the test asked children to explain why they designed the particular
test. After the test was executed, children were asked if they could “tell for sure’
fromthetest whether the variable they weretesting made adifference and al'so why
they were sure or not sure.

2. Implicit training was provided in the no-training—probe condition. Here,
children did not receive explicit training, but they did receive probe questions be-
fore and after each of their experiments, as described previously.

3. Unprompted exploration opportunities were provided to children in the
no-training—no-probe condition. They received neither training nor probes, but

'Ross (1988) found a mean effect size of .73 across al of the studiesin his sample.
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they did receive more opportunities to construct experiments than did children in
the other conditions.

Materials, Procedure, and Measures of
Laboratory Training Study

Chen and Klahr (1999) used three different domains in which children had to de-
signunconfounded experiments: (@) springs, inwhichthegoal wasto determinethe
factorsthat affect how far springs stretch; (b) sinking, in which children had to as-
sessthefactorsthat determine how fast variousobjects sink in water; and (c) ramps
(described subsequently). Thethree domains shared an identical structure. In each,
therewere four variablesthat could assume either of two values. In each task, chil-
dren were asked to focus on asingle outcome that could be affected by any or all of
the four variables. For example, in the springs task, the outcome was how far the
spring stretched as a function of its length, width, wire size, and the size of the
weight hung on it. Each child worked with one of the three tasks on his or her first
day inthestudy and then with the other two taskson the second day. Task order was
counterbalanced, aswasthe order of focal variableswithin each task. Here, we de-
scribe only the ramps task because that task also was used in the classroom inter-
vention described in the next section. (Appendix A summarizes the features of all
three domains.)

Ramps Task

In the ramps task, children had to make comparisons to determine how differ-
ent variables affected the distance that objects rolled after leaving a downhill
ramp. Materials for the ramps task were two wooden ramps, each with an adjust-
able downhill side and a slightly uphill, stepped surface on the other side (see
Figure 1). Children could set the steepness of the downhill ramps (high or low)
using wooden blocks that fit under the ramps in two orientations. Children could
control the surface of the ramps (rough or smooth) by placing inserts on the
downhill ramps with either the rough carpet or smooth wood side up. They aso
could control the length of the downhill ramp by placing gates at either of two
different distances from the top of the ramp (long or short run). Finaly, children
could choose from two kinds of balls: rubber balls or golf balls. To set up a
comparison, children constructed two ramps, setting the steepness, surface, and
length of run for each and then placing one ball behind the gate on each ramp.
To execute a test, participants removed the gates and observed as the balls rolled
down the ramps and then up the steps and came to a stop. The outcome measure
was how far the balls traveled up the stepped side of the ramp. Figure 1 depicts a
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FIGURE 1 Therampsdomain. On each of the two ramps, children can vary the angle of the
slope, the surface of theramp, thelength of theramp, and thetype of ball. The confounded exper-
iment depicted here contrasts (a) agolf ball on asteep, smooth, short ramp with (b) arubber ball
on ashallow, rough, long ramp (see Appendix A for additional information).

comparison from the ramps task. It is a confounded comparison because all four
variables differ between Ramp A and Ramp B.

Procedure

Part | of the laboratory study consisted of four phases: exploration, assessment,
transfer-1, and transfer-2. In each phase, children were asked to construct experi-
mental test comparisons from which they could make a valid inference about the
causal status of avariable of the domain (e.g., in the springs domain, the possible
causal variableswerespring length, width, wiresize, and weight size; see Appendix
A for details). The exploration phase established an initial baseline of children’s
ability to design unconfounded experimentsin the first domain (e.g., springs). For
the training—probe condition, the exploration phase was immediately followed by
expository instruction on how to create controlled experiments. In the subsegquent
assessment phase, childrenwereasked to design experimentstoinvestigateadiffer-
entvariableinthesamedomain(e.g., if,intheexpl oration phase, theexperimentsfo-
cused on spring length, then the assessment phase focused on spring width).
Transfer-1 and transfer-2 took place a week after exploration and assessment.
Children returned to thelaboratory and were asked to design unconfounded experi-
mentsintheother two domainsthat they had notinvestigated yet (e.g., inthecurrent
example, they would do experiments with ramps and with sinking objects).

Part 11 of the laboratory study was a paper-and-pencil posttest administered 7
months after the individual interviews. This experiment eval uation test consisted
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of aset of pairwise experimental comparisonsin avariety of domains. The child’s
task was to examine the experimental setup and decide whether it was agood or a
bad experiment (this type of assessment was used extensively in the classroom
study, and it is described subsequently).

Measures

The classroom study detailed in this article uses several measures from the lab-
oratory study by Chen and Klahr (1999) so we describe them here. CVS perfor-
mance score is a simple measure based on children’s use of CVS in designing
tests. Robust use of CVSis a more stringent measure based on both performance
and verbal justifications (in response to probes) about why children designed their
experiments as they did. Domain knowledge is a measure of children’s do-
main-specific knowledge based on their responsesto questions about the effects of
different causal variables in the domain. We employ all these measures in the
classroom study in addition to new measures that were specific to the classroom
study, which we describe in more detail later.

Results of the Laboratory Training Study

Only children in the training—probe condition increased their CVS knowledge
significantly acrossthe four phasesin thelaboratory study conducted by Chen and
Klahr (1999); that is, expository instruction combined with probesled to learning,
whereas neither probes alone nor unguided exploration did so. However, Chen and
Klahr found grade differences in students’ ability to transfer CV'S between tasks
and domains. Although second-graders’ CV'S scores increased marginaly imme-
diately after instruction, they dropped back to baseline levelsin thetransfer phases
(when they had to remember and transfer what they learned about designing
unconfounded experiments from, for example, springs to ramps and sinking ob-
jects). However, the third and fourth graders who participated in expository in-
struction successfully transferred their newly acquired CV S skillsto near transfer
domains, whereas only fourth graderswere ableto retain the skill and show signif-
icantly better CV S performance (as compared to untrained fourth graders) on the
paper-and-pencil posttest administered 7 months later.

For the purposes of this study, the most important results from Chen and Klahr
(1999) were that (a) absent expository instruction, children did not learn CVS,2

?Although children did not learnthe CV Sstrategy by experimentation alone, they did spontaneously
learn adifferent type of knowledge—knowledge about the domain itself. In no condition was there any
direct instruction on domain knowledge.
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even when they conducted repeated experimentswith hands-on materials; (b) brief
expository instruction on CV S was sufficient to promote substantial gainsin CVS
performance; and (c) these gains transferred to both conceptually near and (for
fourth graders) far domains.

MOVING FROM THE LABORATORY TO
THE CLASSROOM: THE DESIGN
OF A BENCHMARK LESSON

Although the laboratory study demonstrates that brief expository instruction about
CV S can produce substantial and long-lasting learning, the type of one-on-onein-
struction and assessment used in atypical psychology experiment—requiring strict
adherence to a carefully crafted script—is clearly impractical for everyday class-
room use. Furthermore, we were aware that Chen and Klahr’'s (1999) study had a
relatively narrow focus when compared to the multiple goalsthat classroom teach-
ers usually have when teaching about experimental design. Thus, we formulated
the goal of trandlating, adapting, and enriching the laboratory instructional proce-
dure so that it could be used as a benchmark lesson for a classroom unit, that is,
based on the results of prior laboratory studies, we attempted to engineer a class-
room|earning environment (Brown, 1992) that studentscould refer to during future
hands-on activities calling for the design of informative experiments. In addition,
because we wanted to study the effectiveness of thistrandation, we recognized the
needtoincludeavariety of assessment procedurestoinform usabout the effective-
ness of our instruction.

Our progress toward these goals can be divided into five steps: (a) teacher net-
working, (b) survey of curricula, (c) classroom observation of current practices,
(d) development and implementation of abenchmark lesson, and (€) assessment of
the effects of classroom instruction on children’s ability to use CVSin designing
and eval uating experiments.

At the outset, we established asmall network of experienced elementary school
scienceteachers, al of whom werealready including some aspectsof CV Sinstruc-
tion in their curricula. We met with these teachers in informal workshops and
asked them to tell us about the content, methodology, and theory of their current
CVScurricula. After informal discussionswith the teachers about these issues, we
visited their classrooms to conduct classroom observations to get firsthand expo-
sure to the way in which teachers' theories and objectives for teaching CV S actu-
ally materialized during classroom instruction.

With this background, we began to craft alesson plan based on the methodol-
ogy used by Chen and Klahr (1999). In designing the lesson plan and its associated
assessments, we were guided by the following questions: (a) Can fourth graders
learn and transfer CV Swhen participating in expository instructionin acollabora-
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tive classroom environment? (b) What is the relation between students experi-
mentation skills and the acquisition of domain knowledge? (c) Will instruction
focused on the design and justification of students’ own experiments also increase
their ability to evaluate experiments designed by others? (d) What additional re-
search questions are raised during the move from the psychol ogy laboratory to the
classroom? Throughout the process of engineering the classroom learning envi-
ronment, we conceptualized our task in terms of differences and similarities be-
tween lab and classroom with respect to pedagogical constraints, pragmatic
constraints, and classroom assessment (Table 1).

Pedagogical Constraints

For an effective instructional intervention that involved only minimal changes
from the instructional procedures used in the laboratory research, we maintained
both theinstructional objective (teaching CV S) and the proven instructional meth-
odology (expository instruction) from the earlier laboratory study. The instruc-
tional materials were the same ramps as used in the laboratory study. Students de-
signed experiments by setting up different variables on two ramps and comparing
how far aball rolled down on each ramp. Within these constraints, there were sev-
eral important differencesbetween thelaboratory script and the classroom | esson.

Pragmatic Constraints

Themovefromthelaboratory to the classroom environment required usto consider
numerouspragmatic constraints. Instead of asinglestudent working with anexperi-
menter, studentsinthe classroom worked in groupsof 3to 5 students. (Assignment
of studentsto groupswasdetermined by theteachersonthebasisof theability of the
different students to work together.) The groups were not differentiated based on
students’ general ability. Eachgrouphaditsown set of material swithwhichtowork.

Because the teacher could not keep track of the experimental setups of all the
groups, wetransferred thisresponsihility to thestudents. Weprovided studentswith
worksheetsthat included a preformatted tabl e representation to record ramp setups
(seeAppendix B). Themethod of filling out thistableand therest of thequestionson
the worksheet were explained to the class before experimentation. Thus, although
students had to record the way in which they set up each pair of ramps, they did not
havetheadditional responsibility of devisingtheir own representationsfor theramp
setup. However, they did have to negoti ate the mapping between the physical ramp
setup and thetabul ar representation of that setup. They received detailedinstruction
onhowtodothis. Duringtheclassroomwork, only therampsdomainwasused. (The
sinking and springsdomainswereused in theindividual interviewsbeforeand after



TABLE 1

Comparison of the Pragmatics and Instructional Methods in the Laboratory and Classroom Studies

Considerations

Laboratory Study

Classroom Study

Pedagogical constraints
Instructional objective
Instructional strategy

Materials

Cognitive mechanism
targeted

Pragmatic constraints
Timing
Teacher
Student grouping
Teacher—student ratio
Record keeping

Assessment

Mastery of CVS
Expository instruction of one student. Active construction,

execution, and evaluation of experiments by solo student.

Ramps or springs or sinking

Analogical transfer

Two 45-min sessions—during or after school

Outside experimenter

Individual students

1:1

By experimenter—not available for students

Domain knowledge test

Experimenter’s written record of comparisons made by
students during individual interviews

Videotaped record of student’s answers to questions about
comparisons during individual interviews with subset of
subjects

Mastery of CVS

Expository instruction—group of students. Active construction,
execution, and eval uation of experiments by group (unequal
participation possible).

Ramps only during classroom work (springs and sinking during
interviews)

Analogical transfer and representational transfer with
interpretive use of experimenter-provided representation

Four 45-min science classes

Regular science teacher

Entire classroom—organized into five groups of 3 to 4 students
1:20

By studentsin experimenter-designed data sheets

Domain knowledge test

Experimenter’ s written record of comparisons made by
students during individual interviews

Videotaped record of student’s answers to questions about
comparisons during individual interviews with subset of
subjects

Students’” written records of comparisons made and responses
given during classroom work

Paper-and-pencil pre- and posttests for al studentsin
participating classes
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theclassroomwork; seethe M ethods section.) Studentsin each group madejoint de-
cisionsabout how to set uptheir pair of rampsbut then proceeded torecordindividu-
aly both their setup and the experimental outcome in their laboratory worksheets
(the recording processis explained in more detail subsequently).

Classroom Assessment

Although the method of assessment in the classroom was derived from assessments
developed for the laboratory study, it wasimplemented slightly differently, and it
asoincluded new measures and analyses. Students’ ability to compose correct ex-
perimentswas measured in both theinterviews and in the classroom work from the
experimental comparisons they made (Table 1). In the laboratory study, this took
placein adialogue format between the experimenter and theindividual student, in
which the student composed experimental comparisons and the experimenter
asked the student probe questions at the beginning and end of each experiment. In
the classroom study, this measure was also derived from the students' worksheets
(discussed previously). Experiment justification and certainty responses were
coded from the videotaped interviews. During the classroom work, students re-
corded their ramp setups and indicated the certainty of their conclusionsontheir in-
dividual laboratory worksheets. However, students’ experiment justification abil-
ity was not recorded on the classroom worksheets because we wanted to keep the
timing and complexity of students’ activities as similar as possible to those in the
|aboratory study. In both environments(thelaboratory and the classroom), students
weretested for their domain knowledge prior to and after instruction. Inthelabora-
tory study, thistest was conducted aspart of the dial ogue between the experimenter
and individual students. In the classroom, each student filled out a paper-and-pen-
cil, forced-choicetest to indicate their domain knowledge. A paper-and-pencil ex-
periment evaluation test—based on the posttest used by Chen and Klahr
(1999)—was given before and after instruction in the classroom. A detailed de-
scription of this new assessment is given subsequently.

METHODS OF CLASSROOM STUDY
Participants

Seventy-seven studentsfrom four fourth-grade classroomsin two demographically
similar private elementary schoolsin southwestern Pennsylvaniaparticipated. One
school was coeducational, and the other school was for girls. The participantsin-
cluded 50 female and 27 mal e students. Schools were selected from among the set
of schools represented in our small teacher network on the basis of several prag-
matic factors, including permission of school authorities, teacher interest and avail-
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abletime, and the fit between the CV S topic and the normal progression of topics
through the fourth-grade science curriculum. From these four classrooms, we re-
cruited volunteersfor pre- or postinstruction interviews. We received parental per-
mission to individually interview 43 of the 77 students participating in the class-
room study (31 girls and 12 boys, M age = 10 years old).

Research Design

The research design included a set of nested preinstruction and postinstruction
measures (Figure 2). The “inner” set of evaluations—depicted inside the double
bordered box in Figure 2—used several assessment methods, including a pa-
per-and-pencil experiment evaluation test, adomain knowledge test, and students’
written records of the experimentsthey conducted. These evaluationswere admin-
istered by the teacher to all students, in class, before and after the instructional ses-
sion. The “outer” set of assessments consisted of individua interviews.

Procedure
Individual Interviews

Theinitial and final assessments were based on individual interviews using the
procedure similar to Part | of Chen and Klahr (1999). The pragmatics of conduct-
ing research in school s shaped the design of thisouter eval uation because we could
conduct the individual interviews only with those students for whom we had re-
ceived parental permission. Twenty-one of the 43 volunteer students were ran-
domly assigned to the individual preinstructiona interview group and were
interviewed beforethe classroom activitiesbegan. Therest were assigned to thein-
dividual postinstructional interview group and were interviewed after the class-
room activities had been completed.3 These individual pre- and postinstructional
interviews—conducted outside the classroom in a separate room—included stu-
dents’ hands-on design of valid experiments, verbal justifications for the design,
and the conclusions students drew from these experiments. One half of the stu-
dents in both the pre- and postinstruction individual interview groups were ran-
domly assigned to be assessed with springs and the other half with sinking objects.

*Because we wanted to avoid any potential reactivity between the individual assessments and stu-
dents' response to the classroom instruction, weincluded only one half of the“ permission” studentson
theindividual pretest and the other half ontheindividual posttest. The assumptionwasthat in each case,
these students were representative of the full classroom and that there would be no reactivity. Subse-
quent analyses, reported later, supported both assumptions.
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Theinterviewer followed the same script used in Chen and Klahr (1999). Stu-
dents were asked to design and conduct nine experiments. The experiments were
student-designed comparisons to decide whether a selected variable makes a dif-
ference in the outcome. After designing their comparisons, studentswere asked to
justify these experiments. They also were asked the same questions employed by
Chen and Klahr to indicate how certain they were about the role of the focal vari-
able from the outcome of the experiment composed. They were asked, “Can you
tell for sure from this comparison whether [variable] makes adifference? Why are
you sure-not sure?’ The entire session was recorded on videotape.

Experiment Evaluation Assessment

Atthestart of thefirst day of the classroom work, al studentsindividually com-
pleted a paper-and-pencil experiment evaluation test on which they judged pre-
constructed experiments to be good or bad. Students were presented with 10-page
test booklets in which each page displayed apair of airplanes representing an ex-
perimental comparison to test a given variable. For each airplane, three variables
were used: length of wings, shape of body, and size of tail. Figure 3 depicts some
of the types of comparisons used on the experiment eval uation assessment.

Four different types of experimentswere presented: (a) unconfounded compar-
isons, which were correct, controlled comparisonsin which only thefocal variable
was different between the two airplanes; (b) singly confounded comparisons, in
whichthetwo airplanesdifferedin not only thefocal variable, but also in one addi-
tional variable; (c) multiply confounded comparisons, in which the airplanes dif-
fered onall threevariables; and (d) noncontrastive comparisons, in which only one
variable was different between the airplanes, but it was not the focal variable. Stu-
dents were asked to evaluate these comparisons by circling the words bad test or
good test based on their judgment of whether the picture pairs showed acorrect ex-
periment to determine the effect of the focal variable. (Only unconfounded com-
parisons are good tests; all othersare bad.) The experiment eval uation assessment
was given before and after classroom instruction (Figure 2).

Classroom Activities

Classroom activities were led by the regular classroom teacher, with the first
author in the role of nonparticipant observer. The teacher began with a short dem-
onstration of the different ways in which the ramps can be set up and an explana-
tion of how to map these ramp setups into the tables on the students’ laboratory
worksheets (described subsequently). Following the demonstration, there was a
short (5 min) paper-and-pencil domain knowledgetest to assess students’ prior be-
liefs about the role of different variables.
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The next phase of classroom work consisted of what we call expository instruc-
tion combined with exploration and application. This method of instruction con-
sists of three parts: (a) exploratory experiments conducted in small groups, (b)
whole classroom expository instruction, and (c) application experiments con-
ducted in small groups. In essence, this methodology is what Lawson, Abraham,
and Renner (1989) described as the learning cycle, although our instruction is a
one-time event focusing on a procedural skill rather than repeated cyclesto learn
conceptual knowledge over an extended time.

Exploratory experiments. At the beginning of classroom work, students
were asked to explore what makesballsroll further down ramps by experimenting.
They conducted four different experiments—two to test each of two different vari-
ables. The students decided how to set up their rampsto makeagood comparisonto
test whether each focal variable makesadifferencein how far aball will roll down
the ramp. Students individually recorded their experimental setups and data into
preformatted worksheets that had two sectionsfor each experiment (Appendix B).
Thefirst section asked studentsto map their ramp setup into atabl e representation,
and the second section included questions about the outcome of each experiment
and about whether the experiment conducted would allow studentsto draw definite
conclusions about the role of the current focal variable. Students were asked (@)
“Does the [variable] make a difference? Circle your answer: Yes-No”; and (b)
“Think about this carefully; can you tell for sure from this comparison whether the
[variable] makesadifference?Circleyour answer: Y es-No.” During the classroom
work, the studentswere not asked to provide explanationsfor the answersrecorded
intheir worksheets. These four experiments, conducted in the expl oration phase of
classroom work, provided an additional baseline measure of students’ preinstruc-
tion knowledge of CV S. While students conducted these exploratory experiments,
the teacher’s role was to facilitate group work and individual reflection. The
teacher reminded the class to “make sure all team members agree on the setup be-
fore you roll the balls,” “think about your answers carefully,” and “record your
thinking about this experiment individually.” The teacher did not provide correc-
tive feedback regarding CV S during exploratory experimentation.

Expository instruction.  Thesecond stage of classroom work included about
20 min of instruction to the entire class on how to create controlled experiments.
The teachers followed these five steps:

1. Initiatereflective discussion. Thiswasbased on abad comparison—amulti-
ply confounded comparison between two ramps. After setting up this bad test, the
teacher asked students whether it was a good or bad test. Rather than accepting a
simpleshort answer (yesor no), sheasked studentsto explain their beliefs. She pro-
vided time and opportunity for students’ different viewsand, often conflicting, ex-
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planations. The teacher asked the studentsto point out what variables were differ-
ent between the two ramps and asked whether they would be ableto “tell for sure”
fromthiscomparison whether thefocal variable madeadifferenceintheoutcome.
2. Model correct thinking. After anumber of conflicting opinions were heard,
the teacher revealed that the example was not a good comparison. She explained
that other variables, in addition to thefocal variable, were different in this compar-
ison and, thus, if there was a difference in the outcome, one could not tell for sure
which variable had caused it. Theteacher proceeded to make agood comparisonto
contrast with the bad one and continued a classroom discussion to determine why
the comparison was good. (For simplicity of instruction—and to avoid drawing at-
tention to other error sources—the teacher did not roll the balls during her instruc-
tion and focused on the logical aspects of designing good comparisons.)
3. Test understanding. Next, the teacher tested the students' understanding
with another bad comparison and asked questions similar to those asked earlier.
4. Reinforce correct thinking. By pointing out the error in the bad comparison
and providing adetailed account of the confounds in the bad test, the teacher rein-
forced students' correct thinking. The teacher created another good comparison
and used the same method of classroom discussion as before to review why this
test allowed oneto tell for sure whether the studied variable makes a difference.
5. Summarizerationale. Asafinal step, theteacher provided anoverall general-
ization for CV S with the following words:

Now you know that if you are going to see whether something about the ramps makes
adifferencein how far the balls roll, you need to make two ramps that are different
only intheonething that you aretesting. Only when you makethosekinds of compar-
isons can you really tell for sureif that thing makes a difference.

Application experiments.  The third phase of the classroom work allowed
students to apply the newly learned CV S to another set of experiments. The stu-
dents’ activity in this phase was very similar to that of the exploratory experiment
phase: setting up comparisonsbetween two rampsto test the effect of different vari-
ables. Theteacher’ sroleinthisphasewasalso similar to that during exploratory ex-
perimentation: The teacher facilitated collaborative work but did not offer
eval uative feedback on students' experimental designs.

Measures

Our measures are designed to capture both the procedural and logical components
of CVS. Inadditiontousing all of the measures of the Chen and Klahr (1999) study,
in the classroom study we introduced a new measure: certainty. We now give an
overall summary of measures with associated scoring techniques.
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CVS Performance Score

We measured students’ CV S performance by scoring the experiments students
conducted, that is, theway they set up the pair of rampsto determinethe effect of a
focal variable. Each valid, unconfounded comparison was given a score of 1, and
al other invalid comparisons (singly confounded, multiply confounded,
noncontrastive) were given ascore of zero. Thismethod was used for scoring both
theindividual interviews and the experiments students recorded on the laboratory
worksheets. During the individual interviews, students conducted nine experi-
ments for a maximum of 9 points. During classroom work, students conducted
four experiments before and four experiments after instruction, so the maximum
possible CV'S score for each phase of classroom work was 4.

Robust CVS Use Score

During individua interviews, students were asked to give reasons for their
experiments. A score of 1 was assigned to each experiment in which a student
gave a CV S-based rationale in response to at least one of the two probe ques-
tions for that experiment. Robust CV'S use was scored by measuring both CVS
performance and the rationale the student provided for the experiment. This
yielded a score of 1 for each valid experiment accompanied by a correct ratio-
nale. Maximum possible robust use score was 9. Robust use scores were com-
puted for interviews only, as classroom worksheets did not ask for experimental
design justifications.

Domain Knowledge Score

Students’ domain knowledge was assessed by asking them to indicate which
level of each variable made the ball roll farther down the ramp. Students were pro-
vided with a choice of thetwo levelsfor each variable (e.g., high-ow, long—short)
and were asked to circle their answer. Correct responses were scored as 1 and in-
COrrect responses as zero.

Experiment Evaluation Score

Students’ ability to evaluate experimental designs created by others was as-
sessed with the pre- and postinstruction experiment evaluation tests (airplanes
comparisons) described previously (Figure 3). Correctly indicating whether a
given experimental comparison was good or bad gained students a score of 1, and
incorrect evaluations were scored zero. In addition, individual students' patterns
of responsesto the 10-item experiment eval uation instrument were used to identify
several distinct reasoning strategies.
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Certainty Measure

The certainty score was not examined in the previous laboratory study. Itisin-
tended to capture the complexity of the type of knowledge students extracted from
classroom experiences. In both individua interviews and classroom worksheets,
probe questions asked students after each experiment whether they were certain of
their conclusion about the role of the focal variable. To judge certainty, asimple
yes—no response was then recorded after the question “ Can you tell for sure from
this experiment whether the [variabl €] of the [domain] makes adifferencein [out-
come]?’ In the individua interviews, students also were asked to state their rea-
sons for certainty. Answers to these questions were recorded and coded. To
simplify procedures in the classroom, students were not asked to provide aratio-
nale for their certainty on the worksheets.

RESULTS OF THE CLASSROOM STUDY

First, we present the results on students' knowledge about CV'S, based on individ-
ual interviews and classroom worksheets. Second, we describe students' domain
knowledge, that is, knowledge about which values of the variables make aball roll
farther, based on tests administered before and after classroom instruction. Third,
wereport on changesin students’ ability to discriminate between good and bad ex-
periments created by others. Fourth, we describe additional findings, such as stu-
dents’ experiment evaluation strategies and certainty of conclusions, that point to
theinherent complexity of learning and teaching experimentation skillsin elemen-
tary science classrooms and the various sources of error that can play arole during
classroom learning.

CVS Performance and Robust CVS Use From
Individual Interviews

CVS Performance

First, we looked at whether there were any changesin CV S scores during the
preclassroomindividual interviews. Theseinterviewscorresponded to theno-train-
ing—probe condition in which Chen and Klahr (1999) found only amarginally sig-
nificant improvement for their fourth-graders. However, in this study, we did find
some improvement across trials during the preinstructional individual interviews.
Studentsconducted ninedifferent experiments(threewith each of threevariablesin
either the springs or the sinking task) during these interviews. For ease of calcula-
tion, the scores for the three trials on each variable were collapsed into one score,
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yieldingatotal of threescores—onefor each variable. M ean performancescoresim-
proved from 17% correct onthefirst variableto 41% correct onthethird, F(2, 82) =
5.8, p = .005 (postinterview scores were near ceiling and did not show thistrend).
Thus, prior to instruction, there was some*“ spontaneous’ improvement inthe CVS
performance score during theinterviews, although these scoresremained far below
children’ s ultimate levels of performance following expository instruction.

Next, we looked at the difference between the CV S scores from the preinstruc-
tionindividual interviewsand the postinstruction individual interviews. Therewas
adramatic increase from amean of 2.7 out of 9 (30%) prior toinstructionto amean
of 8.7 (97%) after instruction, t(41) = 12.3, p < .0001. With respect to individual
students' performances, we defined as a consistent user of CVS any student who
correctly used CVSon at least eight of the ninetrialsin the individual interviews.
Only 1 of the 21 children (5%) intheindividual pretest interviews met this defini-
tion, whereas 20 of the 22 children (91%) in the posttest individual interviews ex-
hibited consistent performance, x2(1, N = 43) = 31.9, p < .0001.

Robust CVS Use

Mean scores for robust CV'S use (a measure indicating students’ ability to de-
sign an unconfounded experiment and provide a CV Srationale) increased from a
mean of .57 out of 9 (6.3%) in the preinterview to a mean of 7.0 (78%) in the
postinterview, t(41) =11.7, p <.0001. None of the 21 studentsinterviewed prior to
instruction was a consistent robust CVSuser (i.e., ableto create controlled experi-
mentsand justify their designswithaCV Srationaleon at least eight of ninetrials).
After instruction, 12 of the 22 students interviewed (55%) were consistent robust
CVSusers, x3(1, N=43) = 15.9, p <.0001 (Table 2).

Following the same rationale we used when analyzing students' CV'S perfor-
mance score, we tested the possibility that the guided discovery inherent in our re-
peated experiments and interviewer questioning would lead to an increase in
robust CVS use, prior to any instruction. However, no such increase was found.
Thus, unlikethe CV S performance scores, robust CV S scores did not increase dur-
ing the preinstructional trials.

TABLE 2
Proportion of Consistently Good CVS-Performers and Consistently Good
CVS-Robust-Users Prior to and After Instruction During Individual Interviews

Performers and Users Preinstruction Postinstruction®
Consistently good CV S-performers 121 20/22
Consistently good CV S-robust users 0/21 12/22

aThe students in the preinstruction and postinstruction conditions were not the same students.
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Analysis of CVS Performance From Classroom Activities

Thenested design used in thisstudy allowed usto measure several of the same con-
structsin both the individual interviews and the classroom (Figure 2). In this sec-
tion, we describe the results of the inner pairs of pre—post measures, the results of
classroom activities.

Analysis of Classroom Laboratory Worksheets

During classroom activities, students worked in 22 small groups. Although the
students made their ramp setup decisions and built experimental comparisons to-
gether, each student individually filled out a laboratory worksheet. The analysis
presented here is based on group performance because all the members of each
group were recording the same experiment.

Mean CV S performance scores for each group increased significantly, from a
mean of 2.32 (58%) before instruction to a mean of 3.86 (97%) after instruction,
t(21) = 4.2, p <.0004. An additional t test comparing mean scores for thefirst and
|ast experiment conducted prior to instruction revealed no significant increase, that
is, learning CV S by experimentation alone did not occur in the classroom during
group work.

The consistency of CV'S performance (correct design of all four experiments)
increased from 45% of groups prior to instruction to 91% of groups after in-
struction. A chi-square test indicated a significant difference in the number of
groups who were consistent CV'S performers prior to and after instruction, x2(1,
N = 44) = 10.48, p < .0012. Because the student worksheets did not ask for indi-
vidual justification of experiments, the classroom data provide no measure of ro-
bust CVS use.

Analysis of Domain Knowledge Test

An important aspect of our expository instruction wasthat it focused on the ac-
quisition of the domain-general strategy of controlling variables and forming cor-
rect justifications for the validity of controlled experiments. At no point wasthere
any expository instruction regarding the role of the causal variables in the ramps
domain. However, we found a significant increase between preinstruction and
postinstruction domain knowledge scores. Whereas 79% of the students provided
correct answers to all three questions on the domain knowledge test prior to CVS
instruction, 100% of the students got the maximum score after instruction, t(71) =
4.3, p < .0001.
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TABLE 3
Summary of CVS Performance and Expertise, Robust CVS Use and Expertise, Experiment
Evaluation, and Expertise and Domain Knowledge From Individual Student Records

Before After
Source of Individual Data Measure Instruction  Instruction
Interviews? Performance score (proportion correct) 0.30 0.97
Proportion of consistent performers (correct on 0.05 0.91
at least 8 out of 9 experiments)
Robust CV'S use score (proportion correct) 0.06 0.78
Proportion of consistent robust-CV S users 0.00 0.55
(correct on at least 8 out of 9 experiments)
Experiment evaluation test®  Experiment eval uation score (proportion correct) 0.61 0.87
Proportion of consistently good evaluators 0.28 0.76
(correct on at least 9 out of 10 experiments)
Domain knowledge test® Mean domain knowledge score 0.79 1.00

aN =21 beforeand N = 22 after. The studentsin the preinstruction and postinstruction interviewswerenot the
same; N = 74. Thisincludes students who participated in pre- and postinstructional individual interviews; °N =
75 before and N = 73 after.

Analysis of Experiment Evaluation Test

Students’ ability to evaluate experiments designed by others increased signifi-
cantly following classroom instruction. Students were presented with a 10-item
experiment evaluation test containing four different types of comparisonsto judge
(Figure 3). Mean experiment eval uation scores increased from 61% correct prior
toinstruction to 87% correct after instruction, t(70) = 8.72, p < .0001. The percent-
age of studentswho were consistently good evaluators of experiments designed by
others, that is, those who could evaluate correctly at least 9 of the 10 comparisons,
increased from 28% prior to instruction to 76% after instruction, X2(1, N = 74) =
31.2, p = .001. Thus, a brief period of expository instruction significantly in-
creased students' ability to evaluate the validity of experiments designed by oth-
ers. Table 3 provides a summary of the effects of expository instruction on
individual students CV 'S performance, robust CV S use, domain knowledge, and
experiment evaluation scores.

To ascertain that there was no effect of theinterviews conducted prior to the ex-
periment eval uation test—and to ascertain that the interviewed students were rep-
resentative of the entire sample—we analyzed the data for possible differences
between the pre- and postinterview subgroups. None of our measures conducted
after individual interviews (CV S performance, certainty, domain knowledge, and
evaluation mean scores) revealed any significant differences between interviewed
students and the rest of the sample.
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Surprises and New Issues for Teaching and Learning
Scientific Inquiry Skills

The previous sections detail ed the results of the transl ation between the laboratory
and classroom |earning environments and documented the effectiveness of our ex-
pository instruction methodol ogy in the classroom setting. However, these sections
projected arather unidirectional view of our movement between the laboratory and
the classroom. Our attempts to adapt the laboratory procedures to produce a re-
search-based classroom learning environment provided a stark reminder that the
classroom is quite different from the highly controlled laboratory (Klahr, Chen, &
Toth, in press). While considering theinstructional, practical, and assessment con-
straintsof the classroom environment (as described earlier) and duringtheanalysis
of classroom data, we found a few new challenges and issues ripe for extended
study in both the laboratory and the classroom. In the classroom, scientific experi-
mentation usually happens in groups, and the thinking strategies and reasoning
skills of studentsin these groups can be quite diverse. In the following section, we
detail two of our findingsthat have the potential to affect the teaching of scientific
inquiry skills: (&) individual student’s strategies of experimentation and (b) cer-
tainty of students’ inferences after valid experiments.

Students’ Strategies of Experimentation

The experiment evaluation test, administered both prior to and after classroom
work, measured students' ability to evaluate four different types of experiments
designed by others: unconfounded, singly confounded, multiply confounded, and
noncontrastive. Although an analysis of variance with preinstruction and
postinstruction mean scores on the four problem types as repeated measures
showed that students' mean scores increased significantly after instruction, F(1,
70) = 76.5, p < .0001, there was also a main effect of problem type, F(3, 210) =
15.2, p<.0001, aswell asasignificant interaction between time of assessment and
problem type, F(3, 210) = 10.3, p < .0001.

Prior to classroom instruction, students were more successful in correctly eval-
uating unconfounded (M = .83, SD = .29) and noncontrastive (M = .69, SD = .36)
designs than single confounds or multiple confounds (M = .46, SD = .41 and M =
.58, D = .41, respectively). All pairwise comparisonsweresignificant, p<.05. On
the postinstruction experiment evaluation test, students still had highest mean
scores on unconfounded (M = .91, SD = .22) and noncontrastive (M = .93, D =
.24) designs and lowest mean scores on singly confounded (M = .85, SD =.32) and
multiply confounded problems (M = .85, SD = .34). However, the difference be-
tween unconfounded and noncontrastive problems was not significant. Perfor-
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FIGURE 4 Students ability to evaluate four different experimental designs.

mance on singly confounded and multiply confounded designs were significantly
different compared to noncontrastive designs even after instruction, t(73) = 2.2, p
=.03 (Figure 4).

These differences among the different problem types (some of which remained
stable even after instruction) suggested that students might be using consistent but
incorrect strategies to evaluate experimental designs. We hypothesized that stu-
dents might have problems with three distinct aspects of evaluating experimental
designs: (a) recognition of the focal variable, (b) action on focal variable, and (c)
action on other nonfocal variables. Consistent CV S use can occur only if students
recognize the focal variable of an experiment, change only that one variable be-
tween items compared, and keep all other, nonfocal, variables constant. All other
possible combinations of actionsyield incorrect experimental designs. Combining
these three aspects yields five possible strategies:

1. Vary only the focal variable and control other variables. Thisisthe correct
CVS. Students using this strategy correctly recognize that only unconfounded
problems are correct designs.

2. Vary focal variable but ignore others. Students who use this strategy judge
all problem types, except the noncontrastive comparisons, as correct.

3. Vary any (only) one variable and control all others. Students using this
strategy do not focus on the role of the focal variable; thus, they judge al
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unconfounded and noncontrastive problems as correct and those experiments that
differ in more than one variable as incorrect.

4. Vary at least one variable and ignore others. Students using this strategy do
not recognize the indeterminacy of confounded experiments (Fay & Klahr, 1996)
and judge all comparison types as correct.

5. Other. Thiscategory was added as we hypothesized that there are additional
strategies that our current measurement instrument did not allow usto detect, such
as“vary al,” “all good,” or “random” strategies. Further modifications to our ex-
periment evaluation instrument will help us specify the various strategies within
this general category.

To determine the strategy used by each student, we matched all the answers
each student gave on the experiment evaluation test to the answers expected
with the use of each of the four strategies. We determined the best fit between
our hypothesized strategies and the actual strategies students applied by giving a
score of 1 on each of the 10 evaluation items of the test if a positive match be-
tween one of our hypothesized strategies and the student’s answer on that test
item could be determined. We assigned a score of zero to each nonmatch be-
tween students actual response and the response yielded by the hypothesized
strategies. We scored a student as using one of our hypothesized strategies if the
student’s responses matched at least 8 of 10 answers yielded by that strategy.
There were five instances when a student’s scores matched two possible strate-
gies (with a score of 8 on each of two hypothetical strategies). In those cases, we
categorized students according to the “weaker” strategy—the one conceptually
most distant from correct CVS. We used this methodology to determine the
strategy use of students both prior to and after instruction. Table 4 summarizes
the various student strategies we identified, the judgment each strategy would
yield on the various problem types, and the number of students who were
matched to each category both prior to and after instruction.

Theanalysisof student strategiesindicated that, prior to instruction, 27% of the
students applied the correct, CV S strategy to evaluate experiments conducted by
others, whereas after instruction, 77% of the students used this strategy. Beforein-
struction, 16% of students used the “vary focal, ignore others’ strategy, and 8%
used the “vary any one, control others’ strategy. The “vary at least one variable”
strategy, which ignores the roles of both the focal variable and all other variables,
was used by 19% of the students prior to instruction. The number of students ap-
plying strategies other than CV S dramatically decreased by the end of classroom
work; however, 23% of students still employed incorrect strategies. We were not
able to match the strategies of 30% of the students in the preinstruction and 9% of
the students in the postinstruction test. The distribution of the different strategies
was significantly different on the preinstruction and postinstruction experiment
evauation tests, x2(1, N = 77) = 32.6, p = .0001.
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TABLE 4
Trends in Strategy Use Prior to Instruction and After Instruction from
the Experimental Design Evaluation Test

Number of

Answersto Problem Types Sudents

Focus on Action on
Focal Variable Other

Sudent Srategy ~ Variable? Changed? Variables uc e MC NC Pre Post

Vary only focal Yes Focal Control Good Bad Bad Bad 20 57
variable, variable them? 27%) (77%)
control only
others (correct)

Vary focal Yes Focal Ignorethem Good Good Good Bad 12 7
variable, variable (16%)  (9%)
ignore others

Vary any one No Any Control Good Bad Bad Good 6 1
(only one) variable them? (8%) (1.3%)
variable,
control others

Vary at least No Any Ignorethem Good Good Good Good 14 2
onevariable, variable (19%) (2.7%)
ignore others

Other (vary all? 22 7
random?) (30%)  (9%)

N 74° 74p

Note. UC =unconfounded design; SC = singly confounded design; MC = multiply confounded design; NC
= noncontrastive design.
aK eep them the same. "Three students were absent during both the preinstruction and postinstruction
experiment evaluation test.

Students’ Certainty

Detailed examination of the interview and laboratory datalinked students' cer-
tainty of theeffect of thefocal variablewiththevalidity of their experiments. Inboth
theindividual interviewsandthelaboratory worksheets, studentswereaskedtoindi-
catetheir certainty intheroleof thefocal variableafter each experiment. They were
asked “canyoutell for surefrom thisexperiment whether the[focal variable] makes
adifferencein [theoutcome]?” Thetype of experiment students composed (correct
CV S or incorrect), students' statements of certainty, and the reasons for their cer-
tainty indicated during the interview were recorded and analyzed. Our expectation
wasthat, with anincreasein correct experimentation after instruction, students’ cer-
tainty intheir conclusionsabout theroleof thefocal variablewouldincreaseaswell.
However, this hypothesis was not confirmed. The subsequent sections detail stu-
dents’ certainty from individual interviews and from laboratory worksheets.
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Individual interviews. Before instruction, 70% of the answers students
gave after correct experiments indicated certainty in the role of the focal vari-
able. After instruction, when students' CV'S performance was nearly at ceiling
(as discussed earlier), 84% of the answers after valid experiments indicated cer-
tainty. This change in certainty was not significant, t(37) = 1.5, p = .14. Thus,
despite near-perfect CVS performance scores after instruction (97%), students
remained uncertain about their inferences after 16% of these controlled experi-
ments (Table 5).

Even more curious, when we analyzed the consistently good performers’
reasons for certainty, we found an interesting pattern of responses. Recall that
during the individual interviews after instruction, there were 20 consistent
CVS performers, who created correct, CVS-based comparisons on at least
eight of their nine experiments. Out of the 180 experiments these 20 students
made, they composed 179 controlled experiments. After correct experiments,
these consistently good performers gave the following rationales for certainty
of inferences:

1. Experimenta setup, indicating attention to CVS

Data outcome, indicating attention to the outcome of their tests

3. Prior theory, indicating answersbased on students’ existing domain knowl-
edge

4. Combination of systemic setup and dataoutcome, indicating reasoning that
is closest to the scientific way of evaluating experimental outcome

N

Those students who were certain that they could draw a valid inference from
their correct experiment cited the experimental setup asareason for their certainty
on 37% of their answers. These students mentioned data outcome (22%), their
prior domain theory (15%), or the combination of data outcome and prior theory
(15%) less frequently than experimental setup astheir reason for certainty. On the
other hand, the studentswho indicated that they were uncertain after correct exper-
imentsformulated their rational e for certainty primarily based on the dataoutcome
(38%; Table 6).

TABLE 5
Percentage of Correct Experiments and Certainty After These Experiments From
Individual Interviews Before and After Instruction

Correct Experiments (%) Certain After Correct Experiments (%)

Beforeinstruction 30 70
After instruction 97 84
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TABLE 6
Consistent CVS-Performers’ Certainty About the Role of the Focal Variable After Correct
Experiments During Individual Interview After Instruction

Sated Reason

Certainty Number of SystemSetup Data Outcome Systemand Outcome Theory  Other

Level Answers (%) (%) (%) ©%) (%)
Total 179 20 30 75 16 265
Certain 150 37 22 15 15 1
Uncertain 29 3 38 0 17 42

Laboratory worksheets.  During laboratory work, students conducted ex-
perimentsin small groups but then individually recorded their certainty after each
experiment on their worksheets. Prior to instruction, students indicated certainty
after 76% of their correct experiments. After classroom instruction—although the
percentage of valid experiments increased significantly—the frequency of cer-
tainty after correct experiments remained the same: 76%. Thus, during classroom
work, just as during interviews, the dramatic increase in CV'S procedural knowl-
edge was accompanied by arelatively constant level of uncertainty about the con-
clusions students could draw from their valid experiments.

Furthermore, we studied the relation between students’ certainty and the num-
ber of correct experiments they composed during classroom work. Again, we
looked at the certainty of consistently good CV S performers, making adistinction
between those who did well on this score from the beginning of classroom work
(prior to instruction) and those who became consistently good performers after in-
struction. We categorized the students who composed correct experiments for all
their designs from the beginning of the classroom work as the know-all-along
groups. The studentswho composed valid experimentson all their designs after in-
struction, but who did not consistently use the CV'S strategy before instruction,
were called the learn-by-end groups. We expected that the more experiments a
group conducted with the CV Sstrategy, the higher their certainty would be, so that
the students in the know-all-along group would display alarger gain in their cer-
tainty over time than would the learn-by-end group.

Although the certainty of the learn-by-end studentsincreased by the end of the
classroom work, thisincrease was not significant (Mpre = .51, Mpog = .81), t(12) =
.97, p=.35. Toour surprise, the overall certainty of the know-all-along group sig-
nificantly decreased by the end of the classroom unit. Even though these students
composed correct experiments 100% of the time, both prior to and after instruc-
tion, they were certain of therole of thefocal variablein 87% of their answers be-
foreinstruction and in just 73% of their answers after instruction, t(27) = 2.56, p =
.017 (Table 7).
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DISCUSSION OF CLASSROOM STUDY RESULTS

Themain goal of thisstudy wasto determinewhether aninstructional methodol ogy
that produced substantial and long-lasting learning in the psychology laboratory
could betransformed into an effectiveinstructional unit for classroom use. Our re-
sultsfrom the classroom study confirmed the findings of the prior laboratory study:
Expository instruction embedded in exploratory and application experimentsisan
effective method to teach CVS. We found significant gainsin students’ ability to
perform controlled experimentsand providevalidjustificationsfor their controlled
designs, intheir conceptual knowledge of thedomain studied, and intheir ability to
eval uate experiments designed by others. We also found afew surprises and issues
for further research on classroom learning and teaching.

CVS Performance and Justification in a Classroom Setting

Asindicated by a series of independent but converging measures, expository in-
struction combined with hands-on experimentation was overwhelmingly success-
ful and led to educationally relevant gains. As expected, CV'S performance data
collected from both the individual interviews and laboratory worksheets prior to
and after instruction indicated significant performance increases. With respect to
the consistency of students’ CV S performance (their ability to perform correct ex-
periments at least eight times out of ninetrialsduring interviews), we also found a
significant increase after instruction.

I'n addition, when we examined students' CV S performance prior toinstruction,
we found a significant increase in this measure due to experimentation alone.
However, students’ robust CV S use (correct performance with valid justification)
did not increase by experimentation alone, that is, the complex skill of CV S perfor-
mance combined with justification was not learned by experimentation alone. Ex-
pository instruction, however, provided significant (though not 100%) learning
gains even on this stringent measure. This finding on robust CV'S use started to

TABLE 7
Percentage of Correct Experiments and Certainty After These Experiments From
Consistent CVS User Students’ Classroom Worksheets Before and After Instruction

Before Instruction (%) After Instruction (%)
Correct Certain After Correct Correct Certain After Correct
Experiments Experiments Experiments Experiments
Know all along 100 87 100 3
Learn by end 26 51 1002 81

aThese were significant changes after instruction, p < .05.
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highlight some of the difficultiesinherent in classroom experimentation. Although
both students’ ability to create controlled experiments accompanied by valid justi-
fication and the consistent use of thesejustifications (eight times out of nine exper-
iments) significantly increased after expository instruction, consistent CVS
justification after correct experiments (consistent robust CV S use) remained well
below consistent CV'S performance. Of course, because CVS use is a necessary,
but not sufficient, component of robust CV Suse, robust CV S use can never exceed
it. Nevertheless, we were struck by the size of the discrepancy between the two
scores following instruction. The most likely explanation may be ssimply that al-
though we explicitly taught children how to do CVS, we only indirectly taught
them how to justify their procedures verbally. The importance of additional in-
struction on this aspect of scientific reasoning remains atopic for future investiga-
tion. Perhaps the provision of additional supports for scientific reasoning such as
external representations (evidence maps, tables, and graphs) could improve stu-
dents’ ability to justify verbally their experimental designs and inferences (Toth,
2000; Toth, Suthers, & Lesgold, 2000).

Students’ Experimentation Skills and Domain Knowledge

Even though specific domain knowledge was not explicitly taught, students’ do-
mainknowledge(i.e., about ramps) increased significantly afterinstructiononCVS.
Our explanation of thisdomain knowledge increaseisthat datafrom valid experi-
mentshel ped studentslearn about thecorrect roleof eachvariablestudied. Although
ChenandKlahr (1999) found the same outcomeduring their laboratory study, these
resultsare only preliminary, and further studieswill help us more closely examine
therel ationbetween valid experimentation skillsand domainknowledgelearning.

Students’ Ability To Evaluate Experiments
Designed by Others

Individual students' ahility to evaluate experiments designed by others increased
significantly after classroominstruction. Inaddition, therewasasignificantincrease
in the proportion of students who could correctly identify a good or bad design at
least 9 timesout of 10. Thus, even brief expository instruction on CVS—when em-
bedded in student experimentati on—increased individual students’ ability toevalu-
ate designs composed by others. A detailed examination of experiment evaluation
performanceindicatesthat on boththeinitial and final testsstudentswere most suc-
cessful in judging unconfounded and noncontrastive experiments, and their main
difficultieswereinjudging confounded experiments. Thisresult prompted usto ex-
amine closely students’ experiment evaluation strategies and, among other issues
(briefly summarized in the next section), provided momentum for further studiesin
both the applied, classroom setting as well as the laboratory.
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Surprises and New Directions for Research

Whereas our main focusin thisstudy and elsewhere (Klahr et a., in press) hasbeen
the transition from the psychology laboratory to the classroom, our work in the
classroom also yielded numerousideasfor further consideration in both laboratory
and classroom research. These new issuesinclude the presence of naive strategies
employed by students during experimentation and the peculiar uncertainty about
inferences during experimentation.

Students’ Strategies of Experiment Evaluation

Wefound that asubstantial proportion of studentsappliedincorrect CV Sstrate-
giesbeforeinstruction. Analysis of the experiment evaluation test revealed consis-
tent differences in students performance on the four problem types
(unconfounded, singly confounded, multiply confounded, and noncontrastive)
and, in turn, prompted our analysis of strategy use. Although the number of stu-
dents employing correct evaluation strategiesimproved after instruction, “buggy”
strategies did not disappear. This result suggests the need for a refined instruc-
tional methodology that isaimed directly at correcting specific aspects of these er-
roneous strategies.

Students’ Certainty and Reasoning

An examination of students certainty in their inferences and their reasoning
during experimentation in individual interviews and classroom laboratory work
revealed some unexpected and potentially important findings. One was that al-
though students CV'S performance increased substantially, there remained a
nontrivial proportion of valid experiments from which they were unable (or un-
willing) to draw unambiguous conclusions. After instruction, approximately one
sixth of the studentsin the individual interviews and one fourth of the studentsin
classroom experimentation would not state that they were certain about the effect
of the focal variable on the outcome of the experiment even after they conducted
valid experiments. Because all ramp variables influenced the outcome measure,
thisfinding was surprising. It led usto examinethe reasoning behind students' cer-
tainty judgments after correct experiments.

With the detailed analysis of reasons given during individual interviews, we
found that students' reasoning was distinctively different based on whether they
were certain or uncertain in the inferences they could draw after correct experi-
ments. On more than one third of the certain responses after correct experiments,
students supported their conclusions by citing their use of CVS. Those students
who were uncertain after correct experiments supported their judgment more often
by using the actual outcome and their prior theories about the domain rather than
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CVS-related logic. Furthermore, the analysis of students’ individual records dur-
ing classroom work revealed that certainty did not directly increase with more
valid experiments performed; in fact, the certainty of those students who per-
formed correct experiments both before and after instruction (the know-all-along
students) decreased significantly.

Webelievethat these patterns of reasoning can be attributed to thefact that chil-
dren face various error sources during experimentation. The control of variables
strategy teaches studentsto overcome one error source: thelogical error associated
with the systemic setup of experiments. Other types of errors (e.g., measurement
and random error) also can occur during experimentation and can makeit difficult
to draw clear inferences even after valid experiments. Consequently, although the
learn-by-end groups—who were learning the CV S strategy during instruction and
thus were not focused on other error sources—increased their CV S performance,
they did not increase their overall certainty in the inferences they can draw from
these correct experiments. We hypothesize that those students who possessed the
CV S dtrategy prior to instruction were able to focus on error sources unrelated to
the experimental setup during their experimentation and were more aware of data
variability due to these error sources. In the face of these data deviations, the
know-all-along students' certainty in the conclusions drawn from their valid ex-
periments significantly decreased.

Clearly, the experiments conducted in the complex classroom settings imposed
various sources of error other than the error associated with the setup of experiments,
which wasthefocus of ingtruction. Although these error sources areimportant aspects
of arich understanding of experimentation, we did not include them in our highly fo-
cused instructional goals. Students struggled with these error sources, trying to com-
binethem with their understanding of systematic, controlled experimentation. Thisled
usto examinethese additional sources of error during complex classroom experimen-
tation. We recently conducted a second classroom intervention in which we studied
further the role of errors such as measurement and random errors in addition to sys-
temic error and the nature of students' conceptions of these error sources (Toth &
Klahr, 2000). The results of this classroom study motivated the detailed (labora-
tory-based) examination of the same issues (Masnick & Klahr, 2000).

CONCLUSIONS

Theresearch reported in this article was motivated by the current debate about the
possibilities of interfacing research on learning conducted in psychology |aborato-
ries with educational practice (Glaser, 1990, 1991; Schoenfeld, 1999; Strauss,
1998). In contrast to the common practice of experimental psychol ogistsand class-
room researchers working in separate research groups, the authors of this article
brought diverse backgrounds to the project, enabling the devel opment and confir-
mation of effectiveinstructional methodologiesaswell asthe practical application



BRIDGING RESEARCH AND PRACTICE 455

of theseto classroom teaching and learning. Klahr and Chen, as experimental psy-
chologists, traditionally studied learning in the psychology laboratory and built
theoriesabout the nature of scientificinquiry (Klahr, 2000; Klahr & Dunbar, 1988)
and the essential components of learning such as analogical reasoning (Chen,
1996). Toth isaformer science teacher with training in curriculum and instruction
and experience working with teachers on classroom science learning challenges
(Coppola & Toth, 1995; Levin, Toth, & Douglas, 1992; Toth, 2000; Toth et al.,
2000). Thisdiversity in backgrounds enabled usto move successfully between the
fieldsof psychol ogy and education and to uselaboratory researchto establish effec-
tive classroom practice. Thus, we were ableto construct asustained research cycle
that contained three phases:. (a) use-inspired, basic research in the laboratory; (b)
classroom verification of the laboratory findings; and (c) follow-up applied (class-
room) and basic (Iaboratory) research.

Our experience suggeststhat the construction of aresearch-based classroom en-
vironment isnot asimple one-way, one-step process. Although thisarticlefocused
onthe classroom verification phase of our cycle of studies, three principlesemerge
from our overall experience of bridging the laboratory and classroom worlds:

1. Tranglation (not transfer) isthebest way to conceptualizethe method of mov-
ing between the laboratory and classroom worlds. The processis not astraightfor-
ward transfer from the laboratory to the classroom (Klahr et al., in press), and re-
search-based instructional practice can only be built by considering the constraints
of classroom environment.

2. Bidirectional information flow is needed to establish the reciprocity of
|earning between the two environments. Both the laboratory and classroom envi-
ronments have strengths in yielding research results on which subsequent inter-
ventions in both environments should build.

3. Iterative cycles of research and development in the form of multiyear,
multiphase efforts are necessary to establish long-lasting resullts.

The systematic application of these three principles hasaided usin our attempts
to design a classroom environment that considers the needs and constraints of
practitioners and incorporates up-to-date results from relevant educational and
psychological research. Asour research cyclein both worlds continues, we expect
further refinement of thesethree principles of interfacing theworlds of research on
learning and educational practice.
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APPENDIX A

Table Al isfrom “All Other Things Being Equal: Children’s Acquisition of the
Control of Variables Strategy,” by Z. Chen and D. Klahr, 1999, Child Develop-
ment, 70, p. 1102. Copyright 1999 by the Society for Research in Child Devel op-
ment. Reprinted with permission.



Lawrence Erlbaum Associates, Inc. does not have electronic rightsto
Table Al. Please see the print version.
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APPENDIX B
Preformatted Recording Sheets Used in the Classroom

From “All Other Things Being Equal: Children’s Aquisition of the Control of
Variables Strategy,” by Z. Chen and D. Klahr, 1999, Child Development, 70, p.
1103. Copyright 1999 by the Society for Research in Child Development. Re-
printed with permission.

Lawrence Erlbaum Associates, Inc. does not have electronic rights to
Appendix B. Please see the print version.



