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“Active learning” has been used to describe classrooms that have varied widely with respect to
instructional topics, age of learners, and the procedures used to operationalize the general notion of the
term. In most cases, the specific variant of active learning under investigation has been more effective
than the particular control used for comparison. The goal of the current study was to unambiguously
describe, implement, and assess 4 different active learning implementations that varied based on the
instructional technique employed by the teacher. The specific topic taught was the procedure for
constructing experiments in which a single causal factor is clearly identified and there are no confounds.
The procedure is commonly known in the literature on early scientific thinking as the ‘“control of
variables strategy” (CVS). The sample consisted of 145 3rd- and 4th-grade students from 3 schools.
Students in each grade at each school were randomly assigned to 1 of 4 active learning conditions.
Learning of CVS was measured through a hands-on, active learning activity and a written pre- and
posttest. Results indicated that compared to minimal guidance/minimal guidance/activity, modeling/
direct guidance/activity resulted in significantly higher levels of CVS knowledge on the hands-on
activity. When examining student learning from pre- to posttest, students in all conditions had significant
learning gains. However, the largest effect sizes were for modeling/direct guidance/activity followed by
modeling/modeling/activity, and the weakest effect size was for minimal guidance/minimal guidance/
activity. Thus, more direct/explicit forms of active learning promoted higher learning of CVS than more
inquiry-based forms.

Educational Impact and Implications Statement

Our article presents a scientific investigation of different implementations of active learning. Active
learning is a popular instructional method that has not been the subject of well-controlled experi-
mental studies that investigate which features of active learning lead to greater student learning than
with other forms of active learning or with more passive forms of instruction. We implemented four
forms of active learning in the context of teaching elementary students how to design simple
experiments and found each form of active learning to differ in its effectiveness for student learning.
Students experienced higher levels of learning when active learning was implemented with more
direct/explicit forms of instruction rather than with more inquiry-based forms of instruction. Thus,
active learning is an approach whose features need to be systematically isolated and studied to
identify how and why active learning can be effective; moving beyond the typical “active learning
versus lecture” contrast most often studied in the research literature is an important and needed
endeavor.
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A broad spectrum of teaching approaches, ranging from highly
teacher-directed to highly student-directed, is found in K-16
schools. There is an equally broad spectrum of descriptive labels
for these approaches, ranging from “inquiry- or discovery-based
learning” (Marx et al., 2004) to “direct and explicit instruction”
(Stockard, Wood, Coughlin, & Rasplica Khoury, 2018). One term,
“active learning,” has been used widely in the research literature
on instructional effectiveness. In most of those studies, the typical
contrast to active learning is “passive learning” where students do
not participate in any component of the instructional process other
than listening, reading, or watching videos (Chi & Wylie, 2014).

Defining Active Learning

When examining the research literature, the common feature of
active learning instructional approaches is that students are en-
gaged with the instructional materials in some fashion and are
playing a larger role in the learning process. Learning is classified
as “active” to the extent that during instruction, students are
engaged in overt, constructive, and/or interactive behaviors (a
classification we utilize in our study). However, most of the active
learning literature lacks a deep theoretical model for why and how
active learning is effective. In this paper, we draw on some aspects
of Chi and Wylie’s (2014) interactive constructive active passive
(ICAP) theoretical framework. In this framework, active learning
can be distinguished from passive learning in three important
ways: first, learner engagement can be objectively measured and
assessed—that is, some form of overt action is observed (e.g.,
copying steps, rotating objects). Second, constructive behaviors
can be displayed through the generation of outputs (e.g., self-
explanations, reflections out loud). Finally, relevant interactions
can be observed where each member in a group contributes ac-
tively and constructively (as observed by students’ overt actions
and the outputs they generate); the interaction can occur between
students or between students and the instructor.

According to the ICAP framework, passive learning leads to
limited understanding and is least effective when students need to
integrate prior knowledge to go beyond rote memorization and
transfer their knowledge to new situations (Chi & Wylie, 2014).
Consistent with this prediction, studies on active learning have
provided evidence of its effectiveness in a wide range of student
grade levels such as middle school (e.g., Akinoglu & Tandogan,
2007) and college (e.g., Wieman, 2014) and disciplines such as
environmental engineering (e.g., Kinoshita, Knight, & Gibbes,
2017), chemistry (e.g., Eichler & Peeples, 2016), and biology
(Taraban, Box, Myers, Pollard, & Bowen, 2007). Examples of
ways in which students can transfer their knowledge to new
situations include students learning chemistry concepts and apply-
ing them to problem solving questions (Eichler & Peeples, 2016)
or students learning biology concepts and applying this knowledge
during lab experiments/experiences and on exam questions (Tara-
ban et al., 2007). Additionally, active learning is commonly
viewed as an essential feature of problem-, project-, inquiry-,
case-, experiential-, and discovery-based learning (e.g., Akinoglu
& Tandogan, 2007; Cattaneo, 2017; Kolb & Kolb, 2005). In
explicit instruction, active learning is also seen as the engagement
component (Archer & Hughes, 2011).

Implementing Active Learning

A seminal definition of active learning is “anything that in-
volves students in doing things and thinking about the things they
are doing” (Bonwell & Eison, 1991, p. 2). More recent definitions
tend to be just as open-ended and, as such, lead to variations in
how active learning is implemented in classrooms. For example,
Freeman et al. (2014) noted in their meta-analysis on active learn-
ing that “the active learning interventions varied widely in inten-
sity and implementation” (p. 8410). Our examination of the active
learning literature suggests there are four primary sources of
variation in active learning implementations. The first source of
variation is the focus of our study, the second source of variation
relates back to the ICAP framework, and the third and fourth
sources of variation are additional elements we identified in the
research literature. First, the instructional techniques employed by
the instructor can differ across classrooms. For example, instruc-
tors may choose to (a) lecture on a topic before engaging students
in activities (e.g., Eddy & Hogan, 2014), (b) provide students with
these activities before they provide students with lecture (e.g.,
Kapur, 2014), (c) intersperse these activities throughout a lecture
(e.g., Webb, 2017), or (d) omit lecture altogether and guide stu-
dents through these activities (e.g., Adams, Garcia, & Traustadot-
tir, 2016). Second, the types of student behaviors may differ in
different active learning implementations (e.g., students may be
engaging in active, constructive, or interactive behaviors; e.g., Chi
& Wylie, 2014). Third, the types of active learning activities can
differ between/among classrooms (e.g., Freeman et al., 2014).
These activities may include clicker questions, worksheets, or case
studies, for example, and may be assigned to individuals or groups.
Fourth, the intensity (i.e., duration, number, variety) of activities
can differ across classrooms (e.g., Rau, Kennedy, Oxtoby, Bollom,
& Moore, 2017). It should be noted that a potential fifth source of
variation could be differences across students such socioeconomic
status, skill level, race/ethnicity, and gender.

Given these implementation variations, it is often difficult to
determine which pedagogical practices of any specific version of
active learning are causally related to differences in their outcomes
(Rosenshine, 2008). For example, certain forms of active learning
could be categorized as more direct-instruction approaches or
more inquiry-based approaches, although these categorizations are
also not useful as there are implementation variations in these as
well. One common misconception is that active learning is antag-
onistic to direct instruction, under the assumption that direct in-
struction applies only to the lecture method and is entirely teacher
based. However, many studies of direct instruction also include
teacher guidance, immediate feedback, and student-directed, inde-
pendent activities (cf., Lorch et al., 2010). Inquiry-based learning
is another teaching approach where disagreement exists on its core
features (Hmelo-Silver, Duncan, & Chinn, 2007; Kirschner,
Sweller, & Clark, 2006). Inquiry-based learning may include no
guidance, minimal guidance, and minimal guidance combined
with teacher feedback (Lazonder & Harmsen, 2016), among other
levels of support.

This lack of operationally defined instructional approaches—
approaches that are unambiguous and lead to clear guidelines for
implementation—is particularly troublesome in STEM education
(Klahr, 2010, 2013). When an instructional approach can be im-
plemented in several ways due to a broad definition, it is difficult
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to determine which aspects of the instructional approach are caus-
ally related to differences in learning outcomes and which imple-
mentations are most effective in encouraging student learning. To
date, the active learning literature provides no unambiguous guid-
ance to instructional designers who would like to ground their
teaching methods in consistent prior empirical results pertaining to
active learning.

Relative Effectiveness of Different Types of Active
Learning Implementations

To begin to address these ambiguities, we focused our efforts on
the first source of variation active learning implementations—the
instructional techniques employed by the instructor. We compared
four active learning implementations that differed on the instruc-
tor’s role (and consequently, the students’ role) in the learning
process. We designed our four active learning conditions to be
consistent with the ICAP framework in that students were engaged
in the learning process by engaging in active, constructive, and/or
interactive behaviors. We chose the ICAP framework as it is one
of the few theoretical frameworks in the research literature that
addresses elements of active learning and their effectiveness and
has been the subject of much research (e.g., Chi et al., 2018). We
also designed our conditions to allow us to determine which
specific elements of the active learning implementations were or
were not effective for student learning. Students in the four con-
ditions were taught the same scientific topic and received the same
active and constructive activity at the end of the lesson (the type
and intensity of the activity were kept consistent). However, the
instructional techniques used in each active learning condition
differentiated one condition from another; that is, active learning
was implemented in four different ways with the only source of
variation coming from the instructor’s instructional procedure.
Thus, our study addressed Freeman et al.’s (2014) call to move
beyond comparing active learning to lecture and instead investi-
gate (a) “which aspects of instructor behavior are most important
for achieving the greatest gains with active learning” and (b)
“which type of active learning is most appropriate and efficient for
certain topics or student populations” (p. 8413). Next, we describe
our instructional goal and information about the aim of our study.

Instructional Goal

Our goal was to teach third- and fourth-grade children how to
use the “control of variables strategy” (CVS) to design simple,
unconfounded experiments. Acquisition of CVS is an important
component of students’ scientific-reasoning skills because it pro-
vides them with a method to ensure their experiments will be
unconfounded and will enable them to identify causal variables
based on experimental outcomes. To design unconfounded exper-
iments, students must understand that only when all variables
except the one being studied are held constant is it possible to
make valid causal inferences (Chen & Klahr, 1999). One common
way to teach CVS is to use two physical ramps where students can
attempt to identify causal factors in how fast a ball rolls down a
ramp by choosing to vary or to hold constant a small set of
potentially causal factors, such as the heights of the ramps or their
surfaces (Lorch et al., 2010). Comparing how ramps are set up can
allow students to make unambiguous causal inferences.

Acquisition and mastery of CVS skills typically requires in-
struction and practice (Schwichow, Croker, Zimmerman, Hoffler,
& Hartig, 2016). The efficacy of different methods for teaching
CVS has been investigated for over 40 years (Case, 1974). Studies
have ranged from examining different pedagogical approaches on
students’ CVS proficiency (e.g., Chen & Klahr, 1999) to investi-
gating the impact of metacognitive strategies on the transfer of
learning (e.g., Lin & Lehman, 1999). Studies of knowledge acqui-
sition have also often addressed different temporal durations of
instructional treatments ranging from short lessons (e.g., 30—45
min; e.g., Chen & Klahr, 1999) to longer lessons (e.g., over the
course of days, weeks, or months; e.g., Kuhn et al., 1995) How-
ever, to date, the nuances of different active learning implemen-
tations have not been directly investigated in these highly focused
and brief instructional interventions.

Study Aim

The aim of the present study was primarily to contribute to the
active learning literature. First and foremost, given the research
supporting active learning’s general effectiveness, our goal was to
examine some finer-grained aspects of active learning to determine
which forms were most effective in promoting learning. The
research literature on active learning is lacking in these finer-
grained analyses. Second, relating to CVS, although CVS has been
studied extensively by researchers in psychology (Chen & Klahr,
1999; Case, 1974) and education (Lin & Lehman, 1999; Lorch et
al., 2010), it has not been the focus of active learning studies. In
other words, active learning studies have not focused on teaching
students CVS. Third, the instructional “grain size” in active learn-
ing studies with college-aged adults is typically several weeks to
months given that a high proportion of them are conducted over
the course of a college semester (see Freeman et al., 2014). In
contrast, the instructional duration in our study was under an hour
and was focused on one specific topic (the design of simple
unconfounded experiments). Relatedly, most of the comparisons
between active learning and other instructional methods have been
based on students’ grades (or other aggregate performance mea-
sures) over semester-length instructional periods, whereas our
assessment of instructional efficacy focuses on elementary school-
children’s mastery of the specific concepts and procedures asso-
ciated with simple experimental design. Fourth, the instructional
goal of active learning studies conducted at the college level is for
students to acquire sufficient knowledge about the topic (e.g., basic
physics course) that will enable them do well on the final exam,
whereas our learning assessments are highly focused—they mea-
sure the acquisition and learning of the procedural and conceptual
aspects of CVS.

Research Questions

Our finer-grained analysis of active learning focuses on three
questions: (a) are the active learning implementations used in this
study equivalent in their effects on student learning of CVS? (b) if
there are differences in learning, which implementations are most
effective in promoting students’ acquisition and transfer of CVS?
and (c) if there are differences, what about the implementation led
it to be more effective than another? We did not include a “non-
active-learning” control group in this study because our aim was
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not to assess active versus nonactive learning; there is already a
substantial literature base on that question, and a strong argument
can be made (cf., Freeman et al., 2014) for second-generation
research that moves beyond comparing active learning to lecture.
Instead, our goal was to determine whether our four distinct active
learning implementations had differential effects on acquisition
and transfer of CVS and, to the extent that they did, to identify the
specific pedagogical elements of each implementation that led to
those differences.

Method

Participants

Participants were 145 third- and fourth-grade students (mean
age = 9.2) from one local private and two local charter schools in
a midsized urban city in the eastern U.S. (see Table 1 for demo-
graphics). Students were recruited through the cooperation of
school and district directors of research and/or learning, who then
contacted science teachers and other third- and fourth-grade teach-
ers. Teachers were asked if they were interested in voluntarily
giving their students the option to be included in the study. Six
teachers and eight classrooms of students participated in the study.
Research ethics approval was obtained for our study through the
institutional review board; consent fell under the “opt-out
method.”

The study used an experimental design that randomized students
to one of the four conditions (modeling/modeling/activity, model-
ing/direct guidance/activity, minimal guidance/direct guidance/ac-
tivity, and minimal guidance/minimal guidance/activity). There
were 167 students in eight classes of three schools originally
recruited and randomized within classes to four conditions. After
randomization, 45 students were in minimal guidance/minimal
guidance/activity, 40 students were in minimal guidance/direct
guidance/activity, 39 students were in modeling/modeling/activity,
and 43 students were in modeling/direct guidance/activity. Our
analytic sample (students with both pre- and posttests) had 145
students including 37 students in minimal guidance/minimal guid-
ance/activity, 37 students in minimal guidance/direct guidance/
activity, 35 students in modeling/modeling/activity, and 36 stu-
dents in modeling/direct guidance/activity. The overall attrition

Table 1
Participant Demographics

Demographics Percentage
Schools (N = 3)
Free and reduced-price lunch (measure of SES) 37.9%
Participants (N = 145)
Mean age 9.1
Sex
Male 54.5%
Female 45.5%
Race/ethnicity
Caucasian 33.1%
African American 54.5%
Asian 4.8%
Other 7.6%

Note. SES = socioeconomic status.

rate was 13.17%, and the maximum differential attrition rate was
10.28%.

The attrition rates were unrelated to the study as the intervention
happened in one single class period. Our attrition came from the
absence of students in our schools on the pre- and/or posttest or
lesson. Teachers notified us that some students in their classrooms
did not attend school every day and thus may or may not be present
for each part of our study. The combination of overall (13.17%)
and differential (10.28% maximum) rates of attrition shows that
the threat of attrition bias of this study is a tolerable threat under
optimistic assumptions (What Works Clearinghouse, 2017).

Materials

The CVS lesson was conducted using physical ramps very
similar to those used in earlier CVS studies (e.g., Chen & Klahr,
1999; Klahr & Nigam, 2004; Lorch et al., 2010; see Table 2 for a
description of the problem domain). Each student received two
ramps during the lesson portion of the study (either in Part 2, Part
3, or in both Parts 2 and 3). There were three variables associated
with the ramps that could assume either of two values: ramp height
(short or tall), ramp surface (smooth or rough texture), and the
starting position of the ball (top of the ramp or near the middle of
the ramp).' Students could adjust each of the three variables using
physical height, surface, and starting position pieces. They were
asked to focus on one of the three variables and to design an
experiment that would conclusively determine whether the chosen
variable had a causal effect on how far the ball on each ramp
rolled. In this study, as in all of the research on teaching CVS
(Chen & Klahr, 1999; Klahr & Nigam, 2004; Dean & Kuhn, 2007;
Lorch et al.,, 2010; Schwichow et al., 2016), the fundamental
procedural and conceptual knowledge to be acquired is that the
experimental setup must vary only the focal variable and hold all
others constant in order to create an unconfounded experiment
from which a legitimate causal inference can be made. For exam-
ple, students might be instructed to “see how the ramp height
affects how far the balls will roll.”

Procedure

We implemented a four-level, single-factor (treatment condi-
tion) design. Each condition consisted of a pretest, a lesson that
included four parts, and a posttest (see Figure 1). The study began
with a written pretest that was administered to the whole class. At
least 1 day after the pretest, students participated in groups of three
to six students in a 40-min lesson on CVS (four parts to the lesson;
see Figure 1). For the lesson phase of the study, students in each
class were randomly assigned to be in a group of three to six
students; these groups were randomly assigned to one of the four
conditions. Each lesson consisted of an overview (Part 1), two
instructional treatments (Parts 2 and 3), and a hands-on activity
involving CVS and the ramps (Part 4; see Figure 1). Students
remained in their small groups for Parts 2 and 3 but were separated
in the room for Part 4. The four experimental conditions differed
only in what happened in Parts 2 and 3 and were labeled according
to the main parts of the lesson: (a) minimal guidance followed by

! Ball type was not varied in this study. The same type of ball was used
on each ramp.
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Table 2
Ramp Problem Domain

Ramp elements

Description

Primary materials
2 golf balls

2 ramps, each with adjustable heights and “starting gate” locations

2 two-sided surface inserts (for ramps) with different coefficients of friction

To be determined

How to design an experiment that will let you know if a specific factor affects how far a ball

will roll down a ramp

Variables: 2 independent values for
each of 3 variables

Height: short, tall
Starting position gate: short, long

Surface: smooth, rough

Dependent measure
Subject activity: experimental design
Experiment execution

Distance ball rolls at end of ramp
For each of 2 ramps, select one of 2 heights, one of 2 surfaces, and one of 2 starting positions
Release gates (not necessarily simultaneously), allowing balls to roll

Observe distance balls roll after leaving ramp

Notable aspects of domain and
procedure

Variables are independent; object is constructed from choice of values for each variable
Comparison objects are constructed; variable values are not clustered

Outcome is evanescent (if based on speed) or stable (if based on final distance)

minimal guidance followed by the hands-on activity (minimal
guidance/minimal guidance/activity; n = 37); (b) minimal guid-
ance followed by direct guidance followed by the hands-on activ-
ity (minimal guidance/direct guidance/activity; n = 37); (c) mod-
eling followed by direct guidance followed by the hands-on
activity (modeling/direct guidance/activity; n = 36); and (d) mod-
eling followed by modeling followed by the hands-on activity
(modeling/modeling/activity; n = 35). Between 2 and 8 days after
receiving the lesson, students completed a written posttest (see
Figure 1) that was administered to the whole class. After the
posttest, students received a debriefing on the study that consisted
of an explanation of what we were testing (i.e., seeing which
teaching method best helped students learn about experiments).
Story problem pretest. Students began the study with a
group-administered (but individually taken) written pretest con-
taining 10 scenarios showing experimental contrasts in domains

that included building planes, baking cookies, and designing rock-
ets (see Figure 2 for sample question). The test questions were
selected from questions previously asked in several closely related
studies (e.g., Chen & Klahr, 1999; Klahr & Nigam, 2004). One
question asked students to select (from A, B, C, or D) the uncon-
founded experiment. The other nine questions asked students to
judge whether an experiment was confounded by circling “good
way” or “bad way” to design an experiment. Students were also
asked to explain their answer choices. All students received the
same pretest and were given 40 min to take the test.

Lesson: Four parts. Students received instruction in groups
of three to six for 40 min. The group size was dependent on several
pragmatic factors, unrelated to the overall experimental design,
such as accretion, attrition, and class size. Of the nine groups of
students in each condition, at least three of the groups were small
(i.e., three or four students) and at least four were large (i.e., five

Figure 1.

Story Problem
Pretest
CVS Part 1
L Overview ‘
Minimal Minimal Modeling Modeling
Guidance Guidance Part 2
|
L | S | SN
%
Minimal Direct Direct Modeling
Guidance Guidance Guidance Part 3
Hands-On |4 Part 4
Activity
Story Problem
Posttest

The main elements of the study, with students receiving a pretest, a control of variables strategy
(CVS) lesson with 4 parts (Parts 2 and 3 distinguished one condition from another), and a posttest.
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Compare the two pictures below. Do you think this is a good way or a bad way to find
out if the temperature of the oven makes a difference in which cookies people like

better?
Circle:
GOOD WAY
or
BAD WAY

High Temperature edium Temperature
8

\N =

Three Eggs Three Eggs

Explain why you circled Good Way or Bad Way.

Figure 2.

or six students). Students received varying levels of teacher guid-
ance to learn CVS and were given the opportunity to actively and
constructively put CVS into practice through a hands-on activity
involving the ramps. The lesson was taught in a quiet location in
the students’ school; the instructor and students sat around a large
table. The same instructor (first author) taught each lesson. Each
lesson was carefully scripted and rehearsed.

Part 1. As noted above, Part 1 was the same for all the
conditions. It consisted of a brief overview of the lesson in which
the instructor described the meaning of a “good experiment” (i.e.,
one where all variables are held constant except the variable of
interest) as well as the goal of the lesson (i.e., to see if we can
determine which factor caused one ball to roll farther than the
other ball). The overview lasted approximately 5 min.

Overview of instruction in Parts 2 and 3. As previously
stated, our instructional treatments occurred during Parts 2 and 3 of
the lesson. The goal of the instruction was for students to learn
CVS. The four experimental conditions were comprised of differ-
ent sequential combinations of three types of instruction that we
called minimal guidance, direct guidance, and modeling. First, we
will describe the content of each type of instruction, and then we

One of the 10 questions on the pretest.

will describe Parts 2 and 3 of the lesson in detail (as depicted in
Figure 1). We will also provide justification for the different
sequential combinations we chose.

In minimal guidance, students were given their own set of ramp
materials and provided with a CVS task that they were told to
explore using their materials. They received neither a teacher
explanation nor specific feedback while they explored CVS; how-
ever, they did receive questions such as “Why did you change two
things at once?” and “Can you tell from your setup which of the
materials caused one ball to roll farther than the other?” as they
explored the ramp domain. Thus, the term minimal guidance refers
to the instructor providing only inquiry-based questions to the
students as they explore and inquire during the lesson.

In direct guidance, students received their own set of ramp
materials and worked through a CVS task with the instructor,
receiving specific feedback as they set up their ramps concurrently
with the instructor. Thus, the term direct guidance refers to the
instructor providing specific student feedback and guidance. For
example, if students changed two variables at once, the instructor
explained why only one of the variables should be changed at one
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time and had students correct their ramp setup to be correct/
unconfounded.

In modeling, students did not receive their own set of ramp
materials, nor did they receive specific feedback. Instead, the
instructor used the ramp materials to provide an explanation and
demonstration of the CVS task with one unconfounded and one
confounded experiment. Thus, the term modeling refers to the
instructor-led demonstration of CVS.

Part 2 details. Part 2 varied according to condition and lasted
about 10 min. The CVS procedure that was minimally guided or
modeled in this part was “Set up the ramps to see if the height of
the ramps makes a difference in how far the balls roll.” The
instructional treatment was minimal guidance for conditions min-
imal guidance/minimal guidance/activity and minimal guidance/
direct guidance/activity and modeling for conditions modeling/
direct guidance/activity and modeling/modeling/activity.

Part 3 details. Part 3 also varied according to condition and
lasted about 10 min. The CVS procedure that was minimally
guided, directly guided, or modeled in this part was “Set up the
ramps to see if the starting position of the balls makes a difference
in how far the balls roll.” The instructional treatment was minimal
guidance for condition minimal guidance/minimal guidance/activ-
ity, direct guidance for conditions minimal guidance/direct guid-
ance/activity and modeling/direct guidance/activity, and modeling
for condition modeling/modeling/activity.

Recap of Parts 2 and 3. After an overview of CVS (Part 1 of
the lesson), students had the opportunity to be involved in two
CVS tasks that took place during Parts 2 and 3 of the lesson. The
level of teacher guidance during these tasks varied among condi-
tions. Thus, students in minimal guidance/minimal guidance/ac-
tivity were given only inquiry-based questions during the first and
second tasks; students in minimal guidance/direct guidance/activ-
ity were given inquiry-based questions during the first task and
specific feedback during the second task; students in modeling/
direct guidance/activity were given a teacher-led demonstration
during the first task and specific feedback during the second task;
and students in modeling/modeling/activity were given a teacher-
led demonstration during the first and second tasks.

Justification of Parts 2 and 3. The purpose of having two
phases of instruction (Parts 2 and 3 of the lesson) stemmed from
common instructional approaches in the research literature such as
direct instruction (modeling, direct guidance) and productive fail-
ure (minimal guidance, direct guidance) that typically involve two
different phases. To keep the conditions the same regarding time
on task and exposure to the CVS material, we made all four of the
conditions have two instructional parts. Thus, we kept our condi-
tions consistent with instructional approaches in the research lit-
erature.

Although there were nine possible combinations of the three
types of instruction (i.e., modeling, direct guidance, and minimal
guidance), we chose our four combinations (i.e., minimal guid-
ance/minimal guidance,? minimal guidance/direct guidance, mod-
eling/direct guidance, and modeling/modeling) for the following
reasons. First, we wanted to examine the relative effectiveness of
active learning implementations that ranged from highly teacher-
directed to highly student-directed (where the source of variation
came from the instructional techniques employed by the instruc-
tor). At one end of the spectrum is a condition that includes only

minimal guidance, and at the other end of the spectrum is one that
includes only teacher modeling. The other two conditions, near the
middle of the instructional spectrum, include one of these instruc-
tional endpoints combined with constructive feedback. Thus, al-
though we had two phases of instruction (Parts 2 and 3 of the
lesson), we did not design the conditions for us to determine which
form of instruction should occur in Part 2 and which should occur
in Part 3. Rather, we designed our conditions to vary with regard
to the levels of support provided by the teacher in an active
learning CVS lesson and to assess how much support (ranging
from weak support [minimal guidance/minimal guidance] to
strong support [modeling/modeling]) is most effective in active
learning.

Second, we wanted to choose the combinations that were highly
representative of instructional approaches in the research literature.
Modeling/modeling is highly representative of a lecture-based
approach (e.g., Freeman et al., 2014). Modeling/direct guidance is
representative of a direct instruction approach with teacher mod-
eling first and additional instruction/feedback/explanation second
(e.g., Rosenshine, 2008). Minimal guidance/direct guidance is
representative of the productive failure approach with exploration
first and instruction/feedback/explanation second (e.g., Kapur,
2016). Finally, minimal guidance/minimal guidance is representa-
tive of an inquiry-based approach with student-driven exploration
occurring throughout the learning process (e.g., Clark, Kirschner,
& Sweller, 2012).

Third, certain combinations could not be implemented appro-
priately (i.e., direct guidance/modeling, direct guidance/minimal
guidance, direct guidance/direct guidance) because direct guidance
requires students to have prior knowledge (whether gained through
modeling or minimal guidance) to use when working simultane-
ously with the instructor. This form of instruction is not intended
to teach the students the content but rather help them refine their
understanding through feedback. If students had not first received
a teacher demonstration (i.e., modeling) or guiding questioning
strategies (i.e., minimal guidance), they would have difficulty
accessing the opportunity to work in unison with the instructor due
to their lack of CVS knowledge. Thus, direct guidance had to exist
in Part 3 of the lesson rather than in Part 2.

Fourth, minimal guidance/modeling would have contradicted a
constructivist approach by moving from minimal guidance to full
support and skipping the logical progression of support from
minimal to moderate to full. Thus, we did not include this com-
bination due to our earlier discussion of choosing approaches that
are common in the research literature. Fifth and relatedly, we did
not include modeling/minimal guidance because the purpose of
minimal guidance is for students to discover the information with
minimal support; however, if they received modeling first, they
would have been provided with the information and thus not been
able to discover it (i.e., it is difficult to discover what you have
already been shown).

Part 4. Part 4 was the same for all conditions. In this part, the
instructor asked students to independently set up (active behavior)
an unconfounded experiment using the ramps. Specifically, stu-
dents were asked to set up their ramps to see whether “the surface

2 We have omitted “activity” from each condition label in this section to
help focus attention on the instructional phases that occurred in Parts 2 and 3.
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of the ramps made a difference in how far the balls roll.” The
individual students comprising each small group were positioned
in separate parts of the room (so they could not hear or observe
their peers), presented with all the ramp materials, and told they
had 10 min to complete the task. Upon task completion, the
instructor approached each student, scored the setup of the ramps,
and asked the student to (a) “explain why you set up the ramps in
that way” (constructive behavior) and (b) “roll the balls down the
ramps and tell me what you found out and how you can be sure”
(active and constructive behaviors). This activity served as an
opportunity for all the students to consolidate and demonstrate
their knowledge from Parts 2 and 3; it also served as one of our
dependent measures.

Additionally, this part followed the active and constructive
elements of ICAP, aligning these conditions to an active learning
theoretical framework. The active portion was the opportunity for
students to manipulate the physical ramps, and the constructive
portion was the opportunity for students to reflect out loud and
generate responses using their prior knowledge from Parts 2 and 3
of the lesson. The interactive part of the ICAP framework was not
included in Part 4 as this was an individual task and students did
not talk with their peers during this portion of the lesson. It should
be noted that Part 4 was specifically part of the CVS lesson and
was intended to be an active learning activity in which students
participate. We also used Part 4 as one of our dependent measures,
although its primary purpose was as the main (and consistent
across conditions) active learning element of each condition. Fur-
ther, our focus was on comparing four active learning implemen-
tations that differed on the instructor’s role (and consequently, the
students’ role) in the learning process. Although Part 4 of the
lesson was not part of the instructional comparison, it was still an
integral element of each active learning condition, and the lesson
as a whole engaged students in active and constructive processes.

Part 4 included approximately 10 min to set up the ramps and 5
min to explain ramp setup. Performance on the hands-on activity
served as a dependent measure of acquisition of CVS knowledge.
To reiterate, the source of variation in these active learning con-
ditions came from the instructional techniques employed by the
instructor; thus, the active learning activity at the end of the lesson
was kept the same regarding form and intensity.

Story problem posttest. The study ended with a group-
administered (but individually taken) written posttest given within
8 days of completing the lesson. The posttest followed the same
format as the pretest and included 10 scenarios showing experi-
mental contrasts in domains that included boiling water, selling
drinks, and designing planes. These test questions were very
similar to questions previously asked in several closely related
studies (e.g., Chen & Klahr, 1999; Klahr & Nigam, 2004) and were
matched in wording and complexity to the questions asked on the
pretest. All students received the same posttests and were given 40
min to take this test. The posttest served as the dependent measure
of student transfer of CVS knowledge.

Scoring Tests and Hands-On Activity

Pre- and posttest scoring. Student selections on each of the
10 multiple choice questions were assigned a score of 0 if incorrect
and a 1 if correct. Student explanations for each of their 10 answers
were graded on a 4-point scale ranging from 0 to 4. A score of 0

indicated that the explanation failed to include any language rel-
evant to CVS. A score of 1 indicated the student discussed at least
one variable (thus, related to CVS) but not correctly (e.g., the
explanation “It’s a good experiment because they changed the type
of sweetener” would be incorrect if, in fact, it was the oven
temperature that needed to be changed). A score of 2 indicated the
student discussed at least one variable correctly (though they may
have talked about the other variables incorrectly or they may have
only talked about one variable; e.g., the explanation “It’s a good
experiment because they changed the oven temperature” would be
correct if it was the oven temperature that needed to be changed).
A score of 3 indicated the student discussed two of the three
variables correctly (though they may have talked about the third
incorrectly or they may have only talked about two of the vari-
ables; e.g., the explanation “It’s a good experiment because they
changed the oven temperature and kept the sweeteners the same”
would be correct if only the oven temperature should have been
changed). A score of 4 indicated the student discussed (or implied)
all three variables correctly (e.g., the explanation “It’s a good
experiment because only the temperature of the oven was
changed” or “It’s a good experiment because they changed the
oven temperature and kept the sweeteners and number of eggs the
same” would be correct if only the oven temperature should have
been changed). The total number of points possible on the pre- and
posttest was 50.

Hands-on activity. Ramp setups received scores of 0 or 1. A
score of 0 indicated there were one or more confounds in the ramp
setup. A score of 1 indicated all variables except the variable of
interest (i.e., surface texture) remained constant. Similar to the
scoring for pre- and posttest explanations, the ramp explanations
received scores from O to 4. A score of O indicated the student’s
explanation did not consist of language relevant to CVS. A score
of 1 indicated the student discussed at least one variable (thus,
related to CVS) but not correctly (e.g., “I changed the height pieces
because . . .”). A score of 2 indicated the student discussed at least
one variable correctly (though they may have talked about the
other variables incorrectly or they may have only talked about one
variable; e.g., “I kept the height pieces the same because . . .”). A
score of 3 indicated the student discussed two of the three variables
correctly (though they may have talked about the third incorrectly
or they may have only talked about two of the variables; e.g., “I
kept the height pieces the same and changed the surface pieces
because . ..”). A score of 4 indicated the student discussed all three
variables correctly (e.g., “I kept the height pieces the same and the
starting positions the same but changed the surface pieces because

).

Treatment Fidelity

An independent observer (Research Assistant B) determined
treatment fidelity by observing more than half (56%) of the lessons
and scoring the instructor on lesson implementation. The authors
developed a checklist for each condition for the independent
observer to score the instructor on teaching. This checklist con-
sisted of four checkpoints (a total score of 4 points). The first
checkpoint was whether the instructor followed the script (with
slight deviations allowed if they did not change the tenets of the
condition). The other three checkpoints had to do with the impor-
tant characteristics of the condition (e.g., providing specific feed-



publishers.

gical Association or one of its allied

This document is copyrighted by the American Psycholo

ted broadly.

1al user

This article is intended solely for the personal use of the

ACTIVE LEARNING 9

back or asking probing questions). For example, if the instructor
failed to provide feedback during direct guidance in the modeling/
direct guidance/activity condition, the instructor would lose a
point. The instructor adhered to the lesson script and condition on
each observed lesson and received an overall score of 100% for the
fidelity checks.

Inter-Rater Reliability

Student scores on the pre- and posttest and the hands-on activity
were ordinal in nature; thus, we calculated inter-rater reliability
using several weighted reliability measures. We report weighted
“Cohen’s kappa (Cohen, 1988) only as the coefficients for Krip-
pendorft’s alpha (Krippendorff, 2011), Gwet’s AC2 (Gwet, 2008),
Scott’s pi (Scott, 1955), and Brennan-Prediger (Brennan & Predi-
ger, 1981) had similar coefficients (i.e., they did not deviate from
one another by more than .05).” They also had weighted agreement
coefficients that fell within the Landis-Koch (Landis & Koch,
1977) “almost perfect” category for agreement level. (.80 —1.00)
when using cumulative membership probabilities.

Pretest. All pretests were scored independently by two scorers
(the first author and Research Assistant A). A scoring rubric was
developed by the authors and utilized by both scorers. The rubric
provided information on how an explanation would qualify as
receiving a score of 0 to 4 (see previous subsection “Scoring Tests
and Hands-On Activity” for the explanations of what each score
meant) with examples and nonexamples of an answer that would
receive each score listed in the rubric. Both scorers were blind to
each student’s condition and to each other’s scores. Once both
scorers had scored the pretests, they met to discuss any disagree-
ments in their scoring. The highest number of disagreements for a
test question was 16 (out of 145 scores: 11.03%), with a total
number of 133 disagreements (out of 1,450 scores: 9.17%) across
all 10 test questions and students. There were nine score disagree-
ments (out of the 133 disagreements across all questions and
students: 6.77%) that deviated by more than 1 point (seven devi-
ated by 2 points and two deviated by 3 points). Typical disagree-
ments in a score were due to the ambiguity of a student’s response
(e.g., incomplete sentences/spellings) or difficulty in reading hand-
writing. All scoring disagreements were resolved by the scorers
discussing the rubric, the student’s answer, and justification for the
score they had given the response. Cohen’s kappa coefficients
ranged from .90 (Question 6) to .96 (Question 10) with these
values falling in the Landis-Koch (Landis & Koch, 1977) “almost
perfect” category for agreement level.

Hands-on activity. All the ramp setups and the accompanying
student explanations were scored by the first author; Research
Assistant B independently scored 56% of the ramp setups and
explanations. A scoring rubric—developed by the authors and
utilized by both scorers—provided criteria on how to (a) determine
if the setup was unconfounded or confounded and (b) assign a
score of 0 to 4 to a student explanation (see “Scoring Tests and
Hands-On Activity” for explanations of what each score meant).
The rubric included examples and nonexamples of explanations
that would receive each score. Scorers listened to the student’s
explanation and wrote down their scores on individual scoring
sheets. After the lesson, both scorers discussed any disagreements.
The number of disagreements was six (out of 145 scores: 4.14%).
There was one score disagreement (out of the six disagreements

across all students: 16.67%) that deviated by 2 points. Typical
disagreements in a score were due to the ambiguity of a student’s
response (e.g., poor articulation). All but two scoring disagree-
ments were resolved by the scorers discussing the rubric, the
student’s answer, and justification for the score they had given the
response. For the two unresolved scores, the final score was
determined by the first author who consulted the scoring rubric.
The Cohen’s kappa coefficient was .95 with this value falling in
the Landis-Koch (Landis & Koch, 1977) “almost perfect” category
for agreement level.

Posttest.  All posttests were scored independently by two scor-
ers (the first author and Research Assistant A). The rubric provided
information on how an explanation would qualify as receiving a
score of O to 4 (see “Scoring Tests and Hands-On Activity” for
score explanations). Both scorers were blind to each student’s
condition and to each other’s scores. Once both scorers had scored
the posttests, they met to discuss any disagreements. The highest
number of disagreements for a test question was 14 (out of 145
scores: 9.66%), with a total number of 85 disagreements (out of
1,450 scores: 5.86%) across all 10 test questions and students.
Fourteen of the score disagreements (out of the 85 disagreements
across all questions and students: 16.47%) deviated by 2 points
(there were no disagreements that differed by more than 2 points).
All scoring disagreements were resolved by the scorers discussing
the rubric, the student’s answer, and justification for the score they
had given the response. Typical disagreements in a score were due
to the ambiguity of a student’s response (e.g., incomplete sentenc-
es/spellings) or difficulty in reading handwriting. Cohen’s kappa
coefficients ranged from .95 (Question 3) to .99 (Question 2) with
these values falling in the Landis-Koch (Landis & Koch, 1977)
“almost perfect” agreement category.

Statistical Considerations

As previously stated, our conditions represent a continuum
ranging from highly teacher-directed to highly student-directed.
We chose the condition minimal guidance/minimal guidance/ac-
tivity as our reference group due to it having the least amount of
teacher support and requiring students to engage in more
discovery-oriented processes. Thus, we wanted to compare our
active learning conditions with higher levels of teacher support to
the condition with the lowest level of teacher support. Dummy
variables were created for each condition. Including dummy vari-
ables in the statistical model to represent conditions is likely to
improve the precision of the impact estimate.

Data were analyzed in SPSS 25 and STATA 15. A three-level
hierarchical linear model (HLM) was used to estimate condition
impacts on student outcomes. HLM takes into account the nested
structure of the data—students nested within groups that were
clustered within classes—to estimate condition effects (Goldstein,
1987; Murray, 1998; Raudenbush & Bryk, 2002). For Level 1, the
student level was specified by

Yi:g:c = 0LOg:c + Blg:cPrei:g:c + E BTTi + ei:g:c (1)

where subscripts i, g, and ¢ denote student, group, and class,
respectively; the nesting is reflected by the colons (:); Y represents
student achievement in designing simple experiments; Pre repre-
sents the baseline measure of the outcome variable; and 7, is a

i
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variable indicating student enrollment assigned to which condition.
Lastly, €, .. is an error term for individual sample members. In this
model, each condition effect compared to reference group is rep-
resented by 37, which captures covariate-adjusted differences in
the outcome variable. For Level 2, the group level was specified by

Qpg:c = Yooc + 'YOIC(GI"Ollp —COVg:c) + Roc (2)

where vy, is the adjusted grand mean of o, across groups in class
¢, Group_COV, is a matrix of group-level covariates and vy, is
a vector of fixed effects in class c, and . is the group-level
random effect for a,. For Level 3, the class level was specified by

Yooe = Tooo + o1 (Class _COV,) + gy, (3)

where g, is the adjusted grand mean of v, across classes,
Class_COV, is a matrix of class-level covariates and m,, is a
vector of corresponding fixed effects, and €, is the class-level
random effect for vy

In our study, student-level fixed effects included assigned con-
ditions and pretest; there were no group-level or class-level cova-
riates included. The purpose of including statistical controls was to
minimize random error and to increase the precision of the esti-
mates. Even though our data was from three different schools, to
avoid introducing more confounding factors, we considered the
class differences instead of including a school level. Our analytic
sample had 145 students nested in 36 groups, which were clustered
in eight classes. There were small sample sizes in each group,
which is a limitation of our study. It might lead to biased estimates
of the upper-level (Level 2 and Level 3) standard errors. However,
the upper levels were not of interest to our study; we only had
explicit interest in student level. Simulated conditions showed that
the estimates of the regression coefficients, the variance compo-
nents, and the standard errors at Level 1 should be unbiased and
accurate (Browne & Draper, 2006; Maas & Hox, 2005; McNeish
& Wentzel, 2017).

Results

The pre- and posttests were treated as parallel forms measur-
ing CVS learning in novel domains (i.e., outside of the context
of the ramps). These questions were chosen from a question
bank used in previous CVS studies (e.g., Chen & Klahr, 1999)
and were matched by wording and complexity. The Pearson
correlation for individual items between the pre- and posttest
measures was 0.76, indicating a fair amount of rank-order
stability across the parallel forms. Our analyses aimed to ad-
dress the three research questions: (a) are the active learning
implementations used in this study equivalent in their effects on

student learning of CVS? (b) if there are differences in learning,
which implementations are most effective in promoting stu-
dents’ acquisition and transfer of CVS? and (c) if there are
differences, what specifically led one implementation to be
more effective than another?

Acquisition of CVS (Dependent Variable 1) in a familiar
domain (i.e., with the ramp materials) was assessed during the
hands-on activity (Part 4) in each condition. There was no
baseline knowledge measure for hands-on activity. HLM results
(see Table 3) showed modeling/direct guidance/activity effects
were statistically significantly better (0.79) than minimal guid-
ance/minimal guidance/activity effects. Modeling/modeling/ac-
tivity and minimal guidance/direct guidance/activity were bet-
ter than minimal guidance/minimal guidance/activity as well,
although not statistically significant. Table 3 revealed the fol-
lowing rank order of performance (from least to greatest) in
hands-on activity: minimal guidance/minimal guidance/activ-
ity < minimal guidance/direct guidance/activity < modeling/
modeling/activity < modeling/direct guidance/activity.

To estimate how the amount of learning differs across the four
conditions, Table 4 displays paired comparisons between all four
conditions. There was only one pair of condition differences that
were statistically significant: modeling/direct guidance/activity
versus minimal guidance/minimal guidance/activity. The other
paired differences between conditions were from 0.22 to 0.57, but
neither reached statistical significance.

The learning of CVS (Dependent Variable 2) in novel do-
mains was also assessed by looking at pre-post scores. As the
threat of attrition bias of this randomized controlled study is a
tolerable threat, there is no need to check the baseline equiva-
lence (What Works Clearinghouse, 2017). Table 5 revealed
significant learning gains from pretest to posttest in all condi-
tions. Additionally, we were interested in examining which
condition(s) produced the greatest increase in pre- to posttest
performance. Using pretest as the baseline measure, impact
analysis from the HLM model showed that both modeling/direct
guidance/activity and modeling/modeling/activity had large ef-
fect sizes on students’ pre- posttests (1.25 and 1.16, respec-
tively); minimal guidance/direct guidance/activity had medium
effects (0.44); and minimal guidance/minimal guidance/activity
had a small effect size of 0.09 (see Figure 3). In examining
which condition(s) produced the greatest standardized increase
in pre- to posttest performance, the rank order of performance
(from least to greatest) was minimal guidance/minimal guid-
ance/activity < minimal guidance/direct guidance/activity <
modeling/modeling/activity < modeling/direct guidance/activ-

Table 3
Impact Analysis of Hands-On Activity
N Difference compared to

Condition students M SD reference condition p-value
Modeling/direct guidance/activity 36 3.23 2.39 79 .04*
Modeling/modeling/activity 35 2.92 2.40 48 21
Minimal guidance/direct guidance/activity 37 2.66 2.44 22 .55
Minimal guidance/minimal guidance/activity (reference condition) 37 2.44 243 — —

*p < 05,
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Table 4
Paired Differences Between Conditions for Hands-On Activity
Condition N students M SD Difference p-value

Modeling/direct guidance/activity vs. modeling/modeling/activity

Modeling/direct guidance/activity 36 3.23 2.39 31 41

Modeling/modeling/activity 35 2.92 2.40 — —
Modeling/direct guidance/activity vs. minimal guidance/direct guidance/activity

Modeling/direct guidance/activity 36 3.23 2.39 57 .14

Minimal guidance/direct guidance/activity 37 2.66 2.44 — —
Modeling/direct guidance/activity vs. minimal guidance/minimal guidance/activity

Modeling/direct guidance/activity 36 3.23 2.39 .79 .04*

Minimal guidance/minimal guidance /activity 37 2.44 243 — —
Modeling/modeling/activity vs. minimal guidance/direct guidance/activity

Modeling/modeling/activity 35 2.92 2.40 .26 S1

Minimal guidance/direct guidance/activity 37 2.66 2.44 — —
Modeling/modeling/activity vs. minimal guidance/minimal guidance/activity

Modeling/modeling/activity 35 2.92 2.40 48 21

Minimal guidance/minimal guidance/activity 37 2.44 243 — —
Minimal guidance/direct guidance/activity vs. minimal guidance/minimal guidance/activity

Minimal guidance/direct guidance/activity 37 2.66 2.44 22 55

Minimal guidance/minimal guidance/activity 37 2.44 2.43 — —

*p < 05

ity, which is consistent with the order findings from the
hands-on activity.

To estimate how the amount of learning differs across the
four conditions, Table 6 displays paired comparisons between
all four conditions. The difference between modeling/direct
guidance/activity and modeling/modeling/activity were quite
close and not statistically significant. Modeling/direct guid-
ance/activity was statistically significantly better than both
minimal guidance/direct guidance/activity and minimal guid-
ance/minimal guidance/activity. In the same way, modeling/
modeling/activity was statistically significantly better than both
minimal guidance/direct guidance/activity and minimal guid-
ance/minimal guidance/activity. However, minimal guidance/
direct guidance/activity was not statistically significantly better
than minimal guidance/minimal guidance/activity.

Discussion

The fundamental question that motivated this study was whether
different active learning implementations would lead to differ-
ences in learning and performance. We focused our efforts on the
first source of variation in active learning classrooms—the instruc-
tional techniques employed by teachers. Thus, active learning was
implemented in a lesson that was structured according to four
different instructional techniques. The lesson occurred in the con-

Table 5
Impact Analysis of Pre-Post Tests

text of teaching third and fourth graders a simple but important
science topic: CVS. A secondary goal of our study was to deter-
mine which pedagogical elements of the different active learning
implementations led one to be more effective than another. Our
analyses revealed that when compared to minimal guidance/min-
imal guidance/activity, modeling/direct guidance/activity resulted
in significantly higher levels of CVS knowledge on the hands-on
activity.

When examining student learning of CVS from pre- to post-
test, students in all conditions had significant learning gains.
However, the largest effect sizes were for modeling/direct guid-
ance/activity followed by modeling/modeling/activity, and the
weakest effect size was for minimal guidance/minimal guid-
ance/activity. Further, when looking at the paired comparisons
between conditions, modeling/direct guidance/activity and
modeling/modeling/activity were statistically significantly bet-
ter than both minimal guidance/direct guidance/activity and
minimal guidance/minimal guidance/activity. Students thus had
larger learning gains when assessed in a novel domain (i.e., the
posttest) when instruction moved from more inquiry based (i.e.,
minimal guidance/minimal guidance/activity and minimal guid-
ance/direct guidance/activity) to more teacher directed (i.e.,
modeling/direct guidance/activity and modeling/modeling/ac-
tivity). The two conditions that included at least one modeling

N Pretest Pretest Model-adjusted Posttest Post-pre  Standardized difference
Condition students M SD posttest M SD difference between post-pre p-value
Modeling/direct guidance/activity 36 10.94 9.55 22.83 13.28 11.89 1.25 00"
Modeling/modeling/ activity 35 9.60 11.49 22.95 13.33 13.35 1.16 .00
Minimal guidance/direct guidance/activity 37 11.62  12.70 17.16 13.58 5.54 44 .00™"
Minimal guidance/minimal guidance/activity 37 1297  13.57 14.15 13.53 1.18 .09 orr
p<.05 Tp<.0l. "p<.001.
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I |
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Figure 3. Effect sizes of post-pre tests for the four conditions.

instructional treatment (i.e., modeling/direct guidance/activity
and modeling/modeling/activity) provided the greatest learning
of CVS. Direct guidance also seemed to be important as the
strongest condition contained a direct guidance instructional
treatment (i.e., modeling/direct guidance/activity), and the par-
tially inquiry-based condition (i.e., minimal guidance/direct
guidance/activity) had a larger effect size than the full inquiry-
based condition (i.e., minimal guidance/minimal guidance/ac-
tivity).

Many forms of inquiry-based learning have been criticized for
being a “straw man” (Davis, Goulding, & Suggate, 2017) as they
do not include any guidance and are not considered representative
of many of the richer forms of inquiry-based learning (Herman &

Table 6
Paired Differences Between Conditions for Post-Pre Tests

Gomez, 2009). As the argument goes, if students are simply told to
explore without any support, they are unlikely to learn much.
However, our more inquiry-based conditions (i.e., minimal guid-
ance/minimal guidance/activity and minimal guidance/direct guid-
ance/activity) included guidance and did lead to student learning.
Thus, the minimal guidance instructional treatment in minimal
guidance/minimal guidance/activity and in minimal guidance/di-
rect guidance/activity was successful in helping students acquire
CVS knowledge.

Differences in CVS knowledge emerged both when students
were tested on familiar (i.e., the hands-on activity involving the
ramps) and novel domains (i.e., the posttest questions). Our results
are consistent with past research examining inquiry-based ap-

Model-adjusted

Condition Pretest M SD posttest M SD p-value

Modeling/direct guidance/activity vs. modeling/modeling/activity

Modeling/direct guidance/activity 10.94 9.55 22.83 13.28 .96

Modeling/modeling/activity 9.60 11.49 22.95 13.33 —
Modeling/direct guidance/activity vs. minimal guidance/direct guidance/activity

Modeling/direct guidance/activity 10.94 9.55 22.83 13.28 .01

Minimal guidance/direct guidance/activity 11.62 12.70 17.16 13.58 —
Modeling/direct guidance/activity vs. minimal guidance/minimal guidance/activity

Modeling/direct guidance/activity 10.94 9.55 22.83 1328  .00™

Minimal guidance/minimal guidance/activity 12.97 13.57 14.15 13.53 —
Model/model/activity vs. direct guidance/minimal/activity

Modeling/modeling/activity 9.60 11.49 22.95 13.33 01

Minimal guidance/direct guidance/activity 11.62 12.70 17.16 13.58 —
Modeling/modeling/activity vs. minimal guidance/minimal guidance/activity

Modeling/modeling/activity 9.60 11.49 22.95 13.33 .00

Minimal guidance/minimal guidance/activity 12.97 13.57 14.15 13.53 —
Minimal guidance/direct guidance/activity vs. minimal guidance/minimal guidance/activity

Minimal guidance/direct guidance/activity 11.62 12.70 17.16 13.58 17

Minimal guidance/minimal guidance/activity 12.97 13.57 14.15 13.53 —

“p<.05 Tp<.0l. p<.001.
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proaches versus more explicit approaches (e.g., Alfieri, Brooks,
Aldrich, & Tenenbaum, 2011), especially in that (a) the more
teacher-directed approaches (which often include modeling and
direct guidance) help students in novel contexts, and (b) more
inquiry-based methods (which often include minimal guidance)
are less effective in these contexts (see Klahr & Nigam, 2004).
When active learning is combined with more teacher support and
direction, we see greater learning gains than when active learning
is combined with more inquiry-based methods. In fact, consistent
with our findings, Lorch et al. (2010) found that interactive lecture
combined with hands-on experimentation led to greater learning
than hands-on experimentation without instruction.

The primary theoretical argument against inquiry-based learning
approaches is that their processing demands exceed the limited
capacity of working memory (Kirschner et al., 2006). These de-
mands are particularly costly when learners are unable to retrieve
previously learned information from long-term memory. In con-
trast, scaffolded approaches are designed to reduce students’ cog-
nitive load by (a) breaking information into small units (chunks),
(b) sequencing these units in a logical progression, and (c) having
students master these units before moving to more complex units
(Hughes, Morris, Therrien, & Benson, 2017).

Another interesting finding from our study is that providing
minimal guidance prior to providing direct guidance did not lead
to greater learning than when instruction was provided to students
before they had the opportunity to practice and receive feedback.
Although we did not design our study to include all of the neces-
sary conditions to test “productive failure” (e.g., Kapur, 2015) or
“preparation for future learning” (e.g., Schwartz & Martin, 2004),
our results are consistent with Matlen and Klahr (2013). For
example, our teacher-directed conditions (i.e., modeling/direct
guidance/activity and modeling/modeling/activity) were more ef-
fective than our inquiry-based conditions (i.e., minimal guidance/
minimal guidance/activity and minimal guidance/direct guidance/
activity) where exploration came first in the instructional
sequence.

Our results are not consistent with the claim that students do
better when they are engaged in interactive learning. According to
the ICAP framework (Chi & Wylie, 2014), interaction among
students or between teacher and student should lead to the greatest
learning gains as compared to students working independently.
One could argue that the minimal guidance/minimal guidance/
activity and minimal guidance/direct guidance/activity conditions
used in our study met the criteria for the “I” in ICAP (i.e.,
interactive) because minimal guidance is usually interpreted as
situations in which students interact actively and constructively
with the teacher through turn taking. However, our most effective
conditions—modeling/direct guidance/activity and modeling/mod-
eling/activity—did not involve the teacher and students interacting
in a constructive manner where “each speaker’s utterances gener-
ate some knowledge beyond what was presented in the original
learning materials and beyond what the partner has said” (Chi &
Wylie, 2014, p. 223). One research question to ponder is whether
how active learning is implemented (i.e., from a pedagogical
standpoint) is more important to consider than if students are
engaged on an active, constructive, or interactive level. In other
words, should our focus when researching active learning be
shifted from student behaviors to the pedagogical strategies em-
ployed by the instructor?

Through this study, as well as from the mixed results in the
broader literature on active learning, it appears not all active
learning approaches are created equal. The way in which the
imprecise notion of active learning is operationally defined and
implemented in specific instructional procedures can lead to sig-
nificant differences in student learning, specifically when measur-
ing students’ transfer of knowledge to novel questions or settings.
Most of the published studies on active learning compare it to
passive learning (also known as the “traditional lecture method”;
see Freeman et al., 2014). Our study suggests that a simple global
contrast between the relative effectiveness of active learning ver-
sus lecture is too narrow; rather, we should be deconstructing
active learning into its components and then attempting to deter-
mine which combinations and implementations of those pedagog-
ical elements are (a) more effective than lecture and (b) more
effective than other active learning implementations. Additionally,
active learning studies tend to be conducted at the college level but
should also be utilized in K-12 settings.

Although there were several interesting findings in this investi-
gation, there are several limitations to consider. First, CVS instruc-
tion for all students in all conditions was provided by a “domain
expert” (the first author of this paper). The extent to which the
results reported here would generalize to other teachers or topics is
unknown, although we believe that by using our detailed instruc-
tional script and materials, high treatment fidelity could be
achieved. Second, we assessed only near transfer. Future studies
could be conducted on the various dimensions of transfer that have
been described in the literature (Chen & Klahr, 2008; Klahr &
Chen, 2011). Third, students were taught in small groups, whereas
in many schools, teachers’ resources often constrain them to use
only whole class instruction, and the relative effectiveness (and
feasibility) of implementing the instructional conditions used in
our study to an entire class at once remains to be determined.
Fourth, we taught only one isolated (albeit very important) science
process skill, CVS, and it is not clear what the effects of different
active learning implementations would be if several skills were
taught simultaneously. Fifth, students were engaged in one 40-min
lesson, leading to a question of whether greater learning would
occur in certain conditions if students received additional time
with CVS. However, our study does address a question of effi-
ciency given our single lesson duration. Finally, we did not have a
full factorial design of all possible combinations of the different
instructional approaches. Future research could be conducted to
determine if there are other ways to combine varying levels of
instructor modeling, guidance, and feedback to improve student
learning and if there are ordering effects where certain forms of
instruction are better implemented first or second, for example, in
a lesson. Active learning is a promising pedagogical method that
would benefit from a more precise description and analysis of its
essential features as well as a better understanding of the learning
mechanisms evoked by specific features of active learning.
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