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The ability to use numerical evidence to revise beliefs about the physical world is an essential component of scientific reasoning that begins to develop in middle childhood. In 2 studies, we explored how data variability and consistency with participants’ initial beliefs about causal factors associated with pendulums affected their ability to revise those beliefs. Children (9–11 years old) and college-aged adults ran experiments in which they generated, recorded, and interpreted data so as to identify factors that might affect the period of a pendulum. In Study 1, several children and most adults used observed evidence to revise their initial understanding, but participants were more likely to change incorrect noncausal beliefs to causal beliefs than the reverse. In Study 2, we oriented participants toward either an “engineering” goal (to get an effect) or a “science” goal (to discover the causal structure of the domain) and presented them with variable data about potentially causal factors. Science goals produced more belief revision than engineering goals. Numerical data, when presented in context, with appropriate structure, can help children and adults reexamine their beliefs and initiate and support the process of conceptual change and robust scientific thinking.

Reasoning about data is a fundamental aspect of scientific thinking (National Research Council [NRC], 1996; Next Generation Science Standards [NGSS], 2013). The NRC’s (2007) list of core proficiencies in K–8 science includes students’ ability to collect, interpret, and evaluate data. These abilities are also emphasized in the mathematics curriculum proposed by the National Council of Teachers of Mathematics (2000). In this article, we focus on differences in how children and adults reason about physical phenomena as they integrate numerical data from experiments with prior beliefs and how data variability affects this process.

Effective use of data requires understanding how to reason about numerical evidence—particularly when such evidence is not consistent: “Using data from actual investigations from science . . . students encounter all the anomalies of authentic problems—inconsistencies, outliers, and errors—which they might not encounter with contrived textbook data” (NRC, 1996, pp. 217–218). Reasoning about such
data involves a) using background theoretical knowledge to situate the numbers (Lovett & Chang, 2007; Schwartz, Sears, & Chang, 2007), b) understanding basic mathematics and knowledge of how empirical data relate to natural phenomena (NRC, 2007), and c) understanding when it is appropriate to revise concepts based on new empirical information (Chinn & Malhotra, 2002; Koslowski, 1996; Kuhn, Amsel, & O’Loughlin, 1988).

Belief Revision

Many aspects of scientific thinking require that students revise and refine not only their understanding of everyday terminology, but also their prior concepts (Vosniadou, 2013). For example, while an untrained child may hold an undifferentiated view of heat and temperature, science instruction aims to clarify and define the distinction between them. In such cases, knowledge is organized based on theories, structured by domain, and knowledge acquisition can be characterized as a change in those structures (Vosniadou & Brewer, 1992).

An important aspect of belief modification (Vosniadou, 2008, 2007) is the extent to which empirical evidence inconsistent with a concept influences its modification. Specifically, what happens when numerical data generated during simple physical experiments are inconsistent with initial concepts? Although some studies have shown that such challenges lead children to modify their beliefs (cf. Burbules & Linn, 1988; Kloos & Somerville, 2001; Limón & Carretero, 1997; Penner & Klahr, 1996), many studies have indicated that empirical contradictions, on their own, are often insufficient to produce such changes, both for children and for adults (e.g., Chinn & Malhotra, 2002; Koslowski, 1996; Kuhn et al., 1988; for detailed overviews, also see Limón, 2002; Zimmerman, 2007). Thus, even though true conceptual change usually occurs only after a protracted period, it is important to identify features of empirical data that initiate the first steps in the conceptual change process.

Prior beliefs, of course, play a crucial role in the interpretation of new data. In reasoning about cause and effect, people use information about covariation (e.g., Cheng, 1997; Tenenbaum, Griffiths, & Kemp, 2006) and causal mechanisms (e.g., Ahn, Kalish, Medin, & Gelman, 1995; Koslowski, 1996; White, 2003), and they combine both covariation and mechanism (e.g., Chinn & Brewer, 2001; Fugelsang & Thompson, 2003). The process of data-driven belief revision about causal factors is asymmetric: It is generally more difficult to revise an erroneous belief that a factor is causal and conclude from new data that it is noncausal than it is to revise an erroneous belief that a factor is noncausal and decide that it is causal (Amsel, Goodman, Savoie, & Clark, 1996; Kanari & Millar, 2004).

Although many studies have explored the relationship between belief strength and the likelihood of belief modification, only a few studies have examined characteristics of quantitative evidence that might lead to such change. One way to investigate this relationship is to embed data variation in a larger experimental context. Using this approach, children are asked to collect data and make sense of it, considering real-world measurements with results that are inherently variable. Such studies have shown that children have some understanding that measuring instruments can affect variability of results. For example, Petrosino, Lehrer, and Schauble (2003) found that 10-year-old children expected more variation in measurements when using a hand-crafted cardboard protractor than when using a standardized plastic protractor. In another richly contextualized study, Lehrer and Schauble (2004) examined how 10- to 11-year-old children learned about variation in the growth rate of plants through trying to represent aggregated data and how children’s content knowledge informed their
In contrast, more targeted, lab-based studies can complement contextualized studies by focusing on controlled manipulations of variability to look at their effect in isolation. For example, in a lab study, Masnick and Morris (2008) found that even children with no statistical training were more confident about conclusions drawn from data with larger, rather than smaller, sample sizes and from data with less variability. Eight- to 10-year-olds expect more variation in absolute results (the specific distance that a ball rolls down a ramp) than in relative results (which of two ramps will cause the ball to go farther). That is, they understand that although there is variability in the system, it would rarely override the primary causal factors (Masnick & Klahr, 2003). The studies reported in this article approached the issue of statistical variability in laboratory contexts to isolate the effects of manipulated specific factors.

One challenge in making sense of empirical data is interpreting numerical variation. Researchers use inferential statistics to assess the likelihood of patterns occurring by chance. However, such analyses are complex. Although even elementary school students sometimes expect random variation—and reason accordingly—they also sometimes mistake error variance for true effects (Lubben & Millar, 1996; Masnick & Klahr, 2003). In fact, many college students struggle with a full understanding of the variability inherent in scientific measurement (Lubben, Campbell, Buffler, & Allie, 2001), even after taking courses in laboratory science (Konold & Pollatsek, 2002; Volkwyn, Allie, Buffler, & Lubben, 2008) or statistics (delMas & Liu, 2007).

The Pendulum Context

The pendulum context is a classic one in the study of cognitive development (e.g., Inhelder & Piaget, 1955/1958), and it is also a widely used vehicle for teaching about experimentation in the elementary science classroom (NRC, 1996). Pendulum experiments provide a good physical context for studying the interaction between prior beliefs (both correct and incorrect) and empirical numerical evidence. The period of oscillation of a simple pendulum is affected by its length (shorter pendulums swing faster), but contrary to a widespread misconception, it is not affected by the mass of the bob. Other factors such as air currents, extreme height at release, a push at release, or variation in the gravitational constant (distance from the earth) can also affect a pendulum’s period of oscillation. When children and adults are asked to suggest which variables determine the period of a pendulum, they usually propose length, correctly, and several additional variables—such as the mass of the bob or the amplitude of oscillation—that in fact do not matter in most constrained laboratory contexts in which the pendulums are tested and explored (any effects that the noncausal variables appear to produce are error variance; Frick, Huber, Reips, & Krist, 2005). However, in real-world experimentation, repeated measurements usually yield slightly different results. This error variance, as well as the error introduced by various measurement schemes commonly used in the science classroom (typically, timing a fixed number of swings with a handheld stopwatch and then computing the mean time per swing), may give the appearance of some systematic causal factor. Here, repeated measurements are likely to vary slightly when comparing factors other than string length, and they vary more dramatically when comparing swings of the pendulum with different string lengths. Thus, the pendulum provides a potentially rich and informative context in which to study children’s understanding and use of varied numerical data.
In this article, we investigated the extent to which variance in data influences the interpretation of those data when they conflict with conceptual understanding. More specifically, we assessed children’s and adults’ ability to conduct and interpret experiments in a domain in which most of the putative causes do not affect the outcome, but in which error variance may obscure that fact. Here, we are interested in whether varied data are one type of evidence that can initiate changes in beliefs and whether the systematicity of the testing approach influences how numerical evidence is used. We hypothesized that seeing the wide differences in numerical values representing a true difference, as compared to the smaller differences in numerical values representing error variance, would make it more likely that children and adults would recognize which factors were causal. We also hypothesized that the systematic, scientific comparison of different variables would lead to improved knowledge about causal and noncausal factors and that this scientific approach would be more effective in inducing belief revision than a more goal-oriented, engineering approach, aiming to achieve a specific effect. The National Science Education Standards (NRC, 1996) are broken into recommendations for kindergarten through fourth grade and for fifth through eighth grade, so the fourth- and fifth-grade students participating in the present research are on the cusp of a transition in which they develop a more sophisticated understanding of science and the nature of evidence, and thus, they are a particularly informative age group to study. We hypothesized that some fourth and fifth graders could learn with guidance but that they would have more difficulty than adults, given their less broad prior knowledge and weaker ability to fit in new evidence with existing beliefs. At the same time, many adults still struggle with these misconceptions, and thus, we chose to compare adults who share some misconceptions with children to see whether the effects of systematic testing differ across age groups.

STUDY 1

Method

Participants. Participants included 49 children and 28 adults. Children were fourth and fifth graders ($M_{\text{age}} = 10.9$, $SD = 7.32$ months; 43% male) from a private college-preparatory urban school and were recruited from letters sent to parents. Adults were undergraduates of typical college age (58% male) participating in exchange for course credit.¹

Design. The specific pendulum attribute that the participant investigated (length, weight, and angle) was a within-participants factor, with every participant comparing several trials at each level of these three variables. Phase (pretest, test, and posttest) was also a within-participants factor. Dependent measures were accuracy and confidence.

Materials. Pendulums with three binary dimensions (bob mass: heavy/light; string length: long/short; and angle of release: high/low) were assembled during the experiment

¹It is possible that there might be substantial differences in the two populations other than age (e.g., scientific aptitude and interests, etc.). However, based on our knowledge about the educational pathways of the children and adults in these two studies, we are confident that overall intelligence and motivational levels of the two populations are unlikely to be confounding factors.
and suspended from a wooden frame with a hook (see Figure 1). Each pendulum was constructed by choosing one of two different bobs and one of two different string lengths. The bob was then released from one of two different angles from the perpendicular (the two angles were both low enough that in practice, they had no effect on pendulum speed). At the outset of the study, two different bobs and strings were placed in front of the rack, as was a “spacer,” to be used to set the high- or low-release angles. The bobs were fashioned from 170.1 g glass jars filled with different amounts of colored sand. The jars were sealed shut and had hooks attached to the cap. The light jar (168 g) had some colored sand in it, and the heavy jar (326 g) was full of colored sand to make a clear visual distinction of mass. The heavy jar also had a small weight hidden inside, leading to a highly salient difference in weight as participants handled the jars in setting up the pendulums. When setting up a pendulum, participants picked a string length, hung the string on the pendulum frame hook, and then picked a jar (heavy or light) to hook to the bottom of the string. Then, they set one of the two release angles by aligning the free end of the pendulum with the spacer, oriented either with its long side horizontal and its short side vertical to yield a low angle from the top of the spacer (low release) or its short side horizontal (and long side vertical) to yield a high angle (high release).

Procedure. All participants were interviewed individually, and their beliefs about what factors affect pendulum swing timing were assessed at three points: a) at pretest, before they ran

![Figure 1. Pendulum setup for Study 1, with three dichotomous variables of bob weight, string length, and release angle.](image)
any experiments; b) at test, immediately following the data generation process during which they had “generated” and recorded the set of data points for each of the possible factors; and c) at posttest, following all experimental runs, when they were asked to review the results of their experiments and state their final beliefs.

In the pretest phase, participants were asked whether they thought each variable (string length, bob mass, and release angle) made a difference in how fast a pendulum went and, if so, about the direction of the effect (e.g., they might assert that pendulums with short strings go faster than pendulums with long strings). Then they ranked their confidence on a 4-point scale: “totally sure,” “pretty sure,” “kind of sure,” and “not so sure.”

During the test phase, participants timed the period of pendulums having different string lengths, bob masses, and starting angles. For each configuration of these three potentially causal variables, one was varied while the other two were held constant. Because we wanted to examine participants’ ability to calibrate high versus low variability in this context, for half of the participants, length was the first factor to be explored (producing relatively large differences between outcome values for the initial comparisons), and for the other half of the participants, length was the final factor to be explored (producing relatively low variability for the initial comparisons that varied bob mass and starting angle). Participants were asked to time 10 swings of a pendulum in each of two configurations (e.g., 10 swings with a heavy bob and 10 swings with a light bob), while string length and release angle were held constant. The participant released the pendulum and counted 10 swings, and the experimenter read out the “resulting” time. For each variable under investigation, this procedure was repeated eight times: four for one level of the variable (e.g., a long string) and four for the other level (e.g., a short string). Unknown to the participant, all times read by the experimenter were predetermined and not actual measures of the current trials. This manipulation ensured that each participant was exposed to exactly the same data variation. The times that were falsely presented as veridical were entirely plausible because they were very close to the actual times for each pendulum trial. (Debriefings revealed that none of the participants suspected our manipulation.) Participants recorded the times read out on a worksheet that was provided, so that during their session they could always view the full set of times from all the experiments they had run. After eight test trials for each variable, they were asked their beliefs about that variable, whether it made a difference (if so, in which direction), and their confidence. They then went on to test the next variable.

All of the data sets varied slightly: For each given variable, there were no two measurements announced to participants that were identical within the set of trials. Thus, sometimes the values were in the predicted direction and sometimes they were not, but there were only small differences between the values. However, because string length was the only variable that caused a true effect, the difference in times read from the trials with a short string and those read from the trials with a long string was much more pronounced. The data from these two sets of trials did not overlap (mean duration of 10 swings of the pendulum for long-string trials = 14.2 s, \(SD = 0.22s\); mean duration for short-string trials = 11.3 s, \(SD = 0.39 s\)). For the heavy/light-weight trials and the high/low-release trials, the mean times were identical across

---

2Thus, all of the experiments that our participants observed were unconfounded. Their ability to create unconfounded experiments (Chen & Klahr, 1999; Klahr & Nigam, 2004) was not assessed in this study.
the two conditions being compared (14.15 s in the weight trials and 14.45 s in the angle trials). As noted, each participant experimented with the effects of length, weight, and angle.

In the posttest, participants were asked a final set of questions to provide their beliefs about whether each variable made a difference, and they rated their confidence in their beliefs.

Results

First, we examined whether participants correctly assessed the causal effect of each variable (length, angle, and weight) at pretest, test, and posttest and whether this effect differed by age. Causal assessment accuracy was operationalized by participants’ answers to the question, “Does X make a difference?” for each variable. Correct answers to the length question had to assert that length made a difference and that the pendulum with the short string went faster, and answers to the angle and weight questions had to assert that these variables made no difference in pendulum speed. Adults and children started out with very similar scores (see Figure 2 for totals). At pretest, most participants believed (correctly) that length was causal (85.4% of the children and 73.1% of the adults), and most participants believed (incorrectly) that weight and angle also were causal (87.5% of children and 80.8% of adults believed that weight was causal, and 95.8% of children and 61.5% of adults believed that angle was causal).

Both adults and children learned from running the experiments, and there was no effect of whether the length variable was presented first or last. Both adults and children showed significant gains between pretest and test phases, and both maintained their test phase scores through the posttest. However, adults learned significantly more about the causal and noncausal factors. Mauchly’s test indicated that the sphericity assumption was violated, $\chi^2(2) = 17.688, p < .001$, so the Huynh-Feldt correction was applied to adjust degrees of freedom for analyses with the repeated variable of phase ($\varepsilon = .867$). A 3 (phase) × 2 (age group) × 2 (order) analysis of variance (ANOVA) with total number of correct answers (range = 0–3) as the dependent variable showed a main effect of phase, with means (SDs) of 1.11 (0.61), 2.07 (0.89), and 2.14 (0.90) across pretest, test, and posttest, respectively. For F(1, 69) = 53.28, p < .001, partial $\eta^2 = .44$; and no main effect of order ($p = .33$). There was a significant Phase × Age interaction, F(1.73, 119.64) = 15.02, p < .001, partial $\eta^2 = .18$, a nonsignificant Phase × Order interaction ($p = .553$), and a nonsignificant Age × Order interaction ($p = .73$). Simple main-effects analyses for the Phase × Age interaction with a Bonferroni correction demonstrated that at pretest, adults were a little more knowledgeable than the children: mean correct for adults = 1.31 (SD = 0.74 versus mean correct for children = 1.0 (SD = 0.51), F(1, 69) = 4.53, p = .037, partial $\eta^2 = .06$. However, at test, they were further apart, with a much larger effect size: 1.64 (SD = 0.76) versus 2.85 (SD = 0.46), respectively, F(1, 69) = 58.83, p < .001, partial $\eta^2 = .44$. There was a similar pattern at posttest: 1.72 (SD = 0.83) versus 2.88 (SD = 0.43), F(1, 69) = 43.65, p < .001, partial $\eta^2 = .39$. There was also a significant three-way interaction between phase, age, and order, F(1.73, 119.64) = 3.38, p = .044, partial $\eta^2 = .05$. However, simple-effects contrasts with a Bonferroni correction, comparing length first versus length last for each age group and phase, revealed only one marginally significant effect, a difference for adults at pretest, whereby those adults who ended up seeing length as the first of the three variables tested had less initial knowledge (M = 1.08, SD = 0.64) than those who saw

---

3 One child was correct on all three variables at pretest and was eliminated from further analyses.
length as the last of the three variables tested ($M = 1.54$, $SD = 0.78$), $F(1, 69) = 3.96$, $p = 0.051$, partial $\eta^2 = 0.05$. No other contrasts approached significance (see footnote 4 for details). 4

Most children and adults learned that length made a difference. Although children’s gains from pretest to posttest were statistically significant, their accuracy on weight and angle remained at very low levels (see Table 1 for a full set of accuracy levels). We also determined which participants became pendulum “experts” who correctly identified length as the only causal factor. At test, only 14.6% of children were experts compared with 88.5% of the adults, $\chi^2(1, N = 74) = 38.19$, $p < .001$; and by posttest, 22.9% of children were experts compared with 92.3% of adults, a significant age difference, $\chi^2(1, N = 74) = 32.58$, $p < .001$.

4For children, there were no differences between the group that saw length as the first variable at pretest ($p = 1.0$), at test ($p = 0.153$), or at posttest ($p = 0.340$). For adults, there were no differences between the groups at test ($p = 0.561$) or posttest ($p = 0.785$).
Participants also assessed their confidence on a 4-point scale, from 0 as not sure to 3 as totally sure. We used this scale as a dependent measure and examined how confidence was related to accuracy. For all three variables (length, weight, and angle), at pretest, there were no significant effects of either accuracy or age; everyone was about equally confident, on average. We could not look at length at test and posttest, because nearly every participant was accurate by test in assessing the role of length. However, in assessing the role of weight, there was a main effect of accuracy, $F(1, 69) = 6.37, p = .014$, partial $\eta^2 = .08$, though no main effect of age ($p = .489$). There was also an interaction between age and accuracy, $F(1, 69) = 12.67, p = .001$, partial $\eta^2 = .16$. See Table 2 for details. Simple-effects contrasts with a Bonferroni correction indicated that children were about equally confident in their assessment of weight, regardless of whether they judged it correctly or incorrectly. In contrast, adults were much more confident when they were correct than when they were not, though only 3 adults gave an incorrect answer. A similar pattern was found at posttest (see Table 2). Similarly, in the test phase for the angle variable, there was a main effect of accuracy, $F(1, 67) = 4.63, p = .035$, partial $\eta^2 = .07$, and no main effect of age ($p = .493$). Again, there was an Age $\times$ Accuracy interaction, $F(1, 67) = 4.33, p = .04$, partial $\eta^2 = .06$. See Table 2 for details. Simple-effects contrasts indicated that children were equally confident whether they correctly assessed the role of angle or incorrectly assessed it. In contrast, the 1 adult who was incorrect about angle at test was not very confident ($M = 1.0, SD = 0.65$). A similar pattern was found at posttest.

### Table 1.

Accuracy levels for each variable in Study 1, by age group

<table>
<thead>
<tr>
<th></th>
<th>Length</th>
<th></th>
<th>Weight</th>
<th></th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Test</td>
<td>Posttest</td>
<td>Pretest</td>
<td>Test</td>
</tr>
<tr>
<td>Children</td>
<td>85.7%</td>
<td>98%</td>
<td>100%</td>
<td>13.4%</td>
<td>32.7%</td>
</tr>
<tr>
<td>Adults</td>
<td>73.1%</td>
<td>100%</td>
<td>100%</td>
<td>19.2%</td>
<td>88.5%</td>
</tr>
</tbody>
</table>

### Table 2.

Confidence for each noncausal variable, by accuracy and age

<table>
<thead>
<tr>
<th></th>
<th>Weight</th>
<th></th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N correct</td>
<td>Mean confidence</td>
<td>N incorrect</td>
</tr>
<tr>
<td>Test</td>
<td>Children</td>
<td>15</td>
<td>1.53 (0.64)</td>
</tr>
<tr>
<td></td>
<td>Adults</td>
<td>23</td>
<td>2.30 (0.97)</td>
</tr>
<tr>
<td>Posttest</td>
<td>Children</td>
<td>16</td>
<td>1.88 (0.66)</td>
</tr>
<tr>
<td></td>
<td>Adults</td>
<td>24</td>
<td>2.63 (0.58)</td>
</tr>
<tr>
<td>Test</td>
<td>Children</td>
<td>16</td>
<td>2.00 (0.73)</td>
</tr>
<tr>
<td></td>
<td>Adults</td>
<td>25</td>
<td>2.48 (0.65)</td>
</tr>
<tr>
<td>Posttest</td>
<td>Children</td>
<td>19</td>
<td>2.05 (0.78)</td>
</tr>
<tr>
<td></td>
<td>Adults</td>
<td>25</td>
<td>2.48 (0.65)</td>
</tr>
</tbody>
</table>
Discussion

The results of this study revealed similarities in children’s and adults’ initial misconceptions, contrasted with differences in their ability to revise those misconceptions in the face of empirical results from experiments. However, when faced with variable data from unconfounded experiments that did not conform to prior expectations, adults were much more likely than children to use those data to revise their beliefs. Nearly all adults—but only a few children—clearly differentiated the small variation in measured outcomes associated with noncausal factors (different weights and angles) from the large variation evident in the measurement of the one variable that did make a difference (length of the string).

Not only were children less likely than adults to update their beliefs, but their confidence was also uncorrelated with their accuracy. Interpreting quantitative data involves understanding not only the empirical evidence observed, but also the implications of that evidence for one’s prior beliefs. Evidence that does not match beliefs needs to be explained, usually either by updating the beliefs or by discounting the evidence in some way (Chinn & Brewer, 1998; Chinn & Malhotra, 2002; Penner & Klahr, 1996). For example, the outcome variability in the noncausal variables (angle and weight), even though much smaller than the differences caused by the two levels of the causal variable (length), may have enabled children to reconcile the new evidence with their faulty beliefs. However, seeing the large speed differences between the short and long string before seeing the smaller speed differences between levels of the noncausal variables did not influence conclusions, suggesting that the differences between levels of the first variable did not serve an anchoring role. The lack of anchoring may be because of the small amounts of variation or because each variable was assessed in isolation rather than in contrast to the other variables. As Vosniadou (2013) has suggested, the updating of beliefs is only the first step in real conceptual change, whereas the deeper understanding engendered by true conceptual change may take longer and may require repeated exposure.

STUDY 2

Prior research on children’s scientific reasoning processes has uncovered two distinct approaches to the task of generating and interpreting evidence; these approaches can affect the extent to which children undergo conceptual change. In a scientific approach, variables are tested systematically to identify causal factors, and in an engineering approach, children combine the values of potentially causal factors to achieve a specific outcome, such as building the fastest race car (Schauble, Klopfer, & Raghavan, 1991) or constructing a ramp that will make a ball roll the farthest (Siler & Klahr, 2012). Tasks that require more exploration can impose a larger cognitive load than more structured tasks and require more information to be kept in working memory (Kirschner, Sweller, & Clark, 2006). Thus, more exploratory engineering tasks may be more challenging than the guided structure of the systematic comparisons in a science context. If these exploratory tasks are too overwhelming, they may be ineffective in leading to conceptual change.

Engineering goals also lead to actions based on one’s prior knowledge (e.g., the design of a fast pendulum will depend on the child’s beliefs about the values of the factors believed to be causal; Siler, Klahr, & Matlen, 2013). Relatedly, there is evidence that preschool children tend to explore tasks more thoroughly when they are trying to learn about causal factors (Schulz & Bonawitz, 2007) and that
children explore tasks differentially based on whether the evidence they have seen conflicts with prior beliefs or not (Bonawitz, van Schijndel, Friel, & Schulz, 2012). The behavior of 6- to 7-year-old children suggests that they spend more time exploring when the evidence violates their prior beliefs than when it does not. From this perspective, one might expect more trials of different types when evidence conflicts with prior beliefs.

In contrast, in a “pure” scientific task, setting up a good comparison does not depend on prior knowledge about the system (it does not preclude having such knowledge, but the knowledge should not affect the systematic testing of variables). When given the choice of which type of goal to choose, most third graders choose engineering goals, while fifth graders with high socioeconomic status (SES) like those in our study (but not low-SES students) tend to choose science goals (Siler et al., 2013). If, instead of allowing children to choose their goals, we orient them toward different goals (i.e., engineering or science), how might that orientation influence children’s and adults’ ability to utilize numerical evidence in reasoning? In turn, how might such a guided goal orientation affect the likelihood of belief modification? In Study 2, we examined how children and adults reason when given an engineering goal as compared to a science goal.

We also wanted to learn more about why children and adults sometimes resist changing beliefs after seeing new data that contradict their prior beliefs. Some research has suggested that in these circumstances, the most likely source of the errors is incorrectly observing evidence when it does not match prior expectations (Allen, 2010; Chinn & Malhotra, 2002). Further, merely seeing an effect may not be enough information to allow children to tie this knowledge with their prior beliefs, and further guidance may aid in this process (Kloos & Somerville, 2001). Thus, the current study included a comparison of participants in two conditions, half of whom were asked to focus on the data generated to highlight what was seen in the data and make the observation as clear-cut as possible and half whose attention was not drawn to the data in this way. Our goal was to build on prior conceptual change research, which suggests that evidence of flawed beliefs can prompt reconsideration of the beliefs.

Method

Participants. Participants included 59 children and 75 adults. The children were fourth and fifth graders from an affluent public suburban elementary school ($M_{age} = 10;0$, $SD = 8.28$ months; 54% female) who were recruited from letters sent to parents. The adults were undergraduate students ($M_{age} = 19;0$, $SD = 17.88$ months; 59% female) participating in exchange for course credit. One adult who began the study did not complete it.

Design. The design was a 2 (engineering/science) × 2 (attention to data/no attention) × 2 (child/adult) between-participants design. Half the participants were randomly assigned to the science condition, and half were assigned to the engineering condition; within each condition, half of the participants were assigned to the “attention to data” condition and half were assigned to the “no attention to data” condition. There were 19 adults and 15 children in the science attention condition, 18 adults and 15 children in the science no-attention condition, 18 adults and 17 children in the engineering attention condition, and 20 adults and 12 children in the engineering no-attention condition. Within the science condition, there were three variables to be tested, and participants were randomly assigned to one of the three orders of variable testing, determined using a Latin Square design. Thus, there were three orders of testing string length,
bob weight, and string material (see the Materials and Procedure section under Study 2). The dependent measures were accuracy and confidence. We also examined the types of qualitative explanations participants gave for their responses in both conditions.

**Materials and Procedure.** Sessions were videotaped if the adult participants agreed or if parents agreed to have their child’s session videotaped. The sessions of two college students and eight children were not videotaped by request. For these participants, analyses were based on notes recorded during data collection (note that for all participants there were two experimenters present—one person interacted with the participant and the other recorded responses).

There were three phases to the study. Phase I was a pretest to assess all participants’ prior knowledge and was identical for the science and engineering conditions. Participants were introduced to the pendulum setup, which involved the same frame and weighted jars as in Study 1 and which used three potentially causal factors, each having two values, as in Study 1. However, for Study 2, we replaced one of the noncausal factors used in Study 1 (angle) with a different noncausal factor: type of the “string.” We used four “strings”—two made of wire and two made of chain, with a short (12.7 cm) and long (31.75 cm) version of each (see Figure 3). The purpose of this change in noncausal variable was to slightly extend the generality of our findings by adding a variable we assumed most participants would be less likely to perceive as causal. We were interested in seeing whether the small variability in timing for a variable that had a less obvious mechanism for effect would change beliefs in the same way as for a variable most believed to be causal (weight). The materials were arranged in front of the pendulum (long and short wire and chain strings and heavy and light jars). To familiarize participants with the general procedures, a demonstration pendulum was set up with a yellow string (of different length and material than the test strings) and a wooden ball as a bob. Participants ran a practice trial to allow the demonstration pendulum to swing for five full swings while the experimenter timed the event with a stopwatch.

Participants were then asked pretest questions about factors that could affect a pendulum’s speed. For length, they were asked if they thought string length would make a difference in how fast a pendulum swings and to rate how sure they were of this assessment (totally sure, pretty sure, kind of sure, not so sure). Next, they were asked the more specific question of whether they expected the long string to make the pendulum swing faster, the short string to make it swing faster, or neither to affect its speed. If they said they thought one string would make it swing faster, they were then asked whether they thought it would make the pendulum swing a little bit faster, a medium amount faster, or a whole lot faster. An analogous set of questions was asked about the other two variables, bob weight and string material. The demonstration pendulum was removed from the hook at the end of the pretest.

In the test phase, participants in the science condition were asked to test the first variable (length, weight, or material). When testing length, they were asked to set up the pendulum first with a short string made of wire and a heavy bob. They then timed the pendulum for 10 swings and recorded the results on a worksheet provided by the experimenter. Next, participants timed 10 swings of the pendulum with a long string made of wire and a heavy bob. They continued to switch back and forth, changing only string length, for a total of four trials of 10 swings at each string length. After the eight trials, participants were asked whether they thought the long string or the short string made the pendulum swing faster or if they thought both made it swing about the same speed. They were also asked how sure they were of their answer and to provide an open-ended justification for their answer. In this test phase, they repeated this process for each of the three variables.
As in Study 1, the experimenter used a stopwatch that started and stopped with the pendulum swinging, but every participant was read the same times to record on the worksheet and thus saw times that were plausible but not derived from the current trial. No participant indicated suspicion of our deception. Mean times were 8.7 s for the short string and 12.6 s for the long string with both standard deviations of 0.18. For the weight and materials comparisons, the means and standard deviations of the sets of the times were identical over the four trials, all tested with short strings ($M = 8.55$ s, $SD = 0.26$), though no values were repeated exactly among the eight “times” participants saw.

In the attention-to-data group in the science condition, participants were asked which pendulum combination went faster and to estimate how much faster the combination went after the first two trials. After each subsequent pair of trials, participants were asked to look at the worksheet and say how many times the short string (or heavy weight/wire string) had gone faster and then how many times the long string (or light weight/chain string) had gone faster. They were then asked to say which combination made the pendulum swing faster overall, to rate how sure they were, and to say how much faster the one variable level went, if they said one went faster. Beyond these additional questions, the attention-to-data condition was identical to the no-attention-to-data condition in the science condition.

In the testing phase of the engineering condition, participants were asked to build a pendulum that went as fast as possible. Participants were told they were going to test the pendulum eight times and could set it up each time any way they thought would make the pendulum go as fast as possible. After setting up each combination, participants recorded the combination used on a worksheet provided by the experimenter, and then the pendulum was timed for 10 trials. As in the science condition, the times the experimenter stated were predetermined. Because string length was the only variable manipulated that affects the speed, the experimenter had a list of times for combinations with long strings and a list for combinations with short strings, and the times participants were given by the experimenter were based on whether they used a long or short string, regardless of the settings for bob weight and string material used. Times for short-string trials were drawn from a data set with a mean of 8.55 s, and times for long-string trials were drawn from a data set with a mean of 12.55 s, both with a standard deviation of 0.24 s.

After all eight trials, participants were asked which combination made the pendulum go fastest and to explain why they thought it went fastest. Next, participants were asked to build a pendulum that would go as slowly as possible. Again, they tested and “timed” eight trials, with the experimenter reading predetermined times. After eight trials, participants were asked to identify which combination made the pendulum go slowest and why.

In the attention-to-data group in the engineering condition, participants set up the fastest and slowest pendulums in the same way as in the no-attention group. However, after completing the first two timed trials, they were asked to state which one went faster and what was different about the two combinations. After each subsequent trial, participants were asked if the latest trial went faster than the previous trial and, if so, how much faster. After the fourth, sixth, and eighth trials, participants were asked to look at all the times on the sheet and note which ones were the fastest so far and what the combinations were that went fast. After the eighth trial, participants were also asked to identify the combinations that had gone the fastest and then to state what they thought made the fast ones go faster than the slow ones. The analogous procedure was followed for the trials to create the slowest possible pendulum.
In the posttest phase, all participants answered the same series of questions. Each participant was asked again about each of the three variables (in the same order in which they were asked about them in the pretest). For each variable, they were asked if they thought the variable affected the speed of the pendulum and to rate how sure they were of this assessment. They were also asked about the directionality of that effect (i.e., whether they thought one level of the variable [e.g., long string] makes the pendulum go faster, slower, or the same speed as the other level of the variable [e.g., the short string]). Again, they were asked to rate how sure they were. Finally, if participants said a variable affected pendulum speed, they were asked about the relative magnitude of that effect (e.g., did the short string make the pendulum swing a little bit faster, a medium amount faster, or a whole lot faster?).

Results

Recall that in both the pretest and posttest, participants were asked several questions about each variable. For example, they were asked whether length makes a difference, and then regardless of the answer to this question, they were asked if the long string would make the pendulum go faster, the short string would make it go faster, or both would make it go about the same. We measured consistency on these two assessments of beliefs. A consistent reply on the length questions included stating that length makes a difference and that the short string makes it go faster or stating that length does not make a difference and that they both go about the same speed. An inconsistent reply might be to state that length does not make a difference but that the short string makes the pendulum swing faster. Although 84% of adults were completely consistent in answering questions about all three variables at pretest, only 50% of children were. There was some improvement at posttest, where 87% of adults and 67% of children were completely consistent. However, 33% of children who were consistent at pretest were not consistent at posttest (11% of adults followed this pattern). These results suggest that a) many children are struggling not only in understanding the content knowledge but also in expressing their beliefs clearly, or b) the demand characteristics of an identically repeated question by the experimenter suggest that their initial answer needed to be changed. This issue is addressed in more detail in the Discussion.

Accuracy. One measure of expertise was a measure of accuracy across all three variables. We characterized as “grand experts” all participants who stated accurately that the short string made the pendulum swing faster and that the bob weight and string material did not affect its speed. To be considered a grand expert required both correct answers and consistency across forms of the question (e.g., answering both that material did not make a difference and that the wire string and the chain string would make the pendulum swing at about the same speed). Thus, participants needed to answer six questions correctly to achieve this designation, a higher bar than our definition of expertise required in Study 1. At pretest, no children and only two of the adults were grand experts, and those two adults were eliminated from further analyses. At posttest, 20.3% of the children and 46.6% of the adults were grand experts, a significant age difference, $\chi^2(1, N = 132) = 9.89, p = .002$.  

5Although the criteria for grand expertise were higher here than in Experiment 1, in practice, the results were identical when grand expertise was assessed for Experiment 2 using the criteria of Experiment 1.
We next looked at which factors in our procedure affected participants’ accuracy in assessing which variables are causal. A 2 (phase: pretest vs. posttest) × 2 (age group) × 2 (condition: science/engineering) × 2 (attention to data/no attention) mixed ANOVA was run to examine the effect of each variable on accuracy, defined here as the number of variables on which a participant was an expert (range = 0–3). There was a main effect of phase, such that participants were significantly more accurate at posttest than at pretest with 0.75 accuracy (SD = 0.71) at pretest as compared with 1.95 (SD = 0.88) at posttest, \( F(1, 124) = 181.10, p < .001 \); partial \( \eta^2 = .59 \); a main effect of age, with adults (\( M = 1.51, SD = 0.51 \)) more accurate than children (\( M = 1.16, SD = 0.52 \)), \( F(1, 124) = 14.38, p < .001 \), partial \( \eta^2 = .10 \); and a main effect of condition, with those in the science condition being more accurate (\( M = 1.52, SD = 0.52 \)) than those in the engineering condition (\( M = 1.15, SD = 0.52 \)), \( F(1, 124) = 17.08, p < .001 \), partial \( \eta^2 = .12 \). Further, the Phase × Condition interaction was significant, \( F(1, 124) = 32.99, p < .001 \), partial \( \eta^2 = .21 \); simple-effects contrasts with a Bonferroni correction indicated no difference between conditions at pretest (science accuracy = 0.68, SD = 0.70; engineering accuracy = 0.81, SD = 0.73, \( p = .321 \)), but there was a significantly higher accuracy rate at posttest in the science condition (\( M = 2.36, SD = 0.80 \)) as compared with the engineering condition (\( M = 1.48, SD = 0.71 \)), \( F(1, 124) = 48.48, p < .001 \), partial \( \eta^2 = .28 \). In addition, the Phase × Age interaction was marginally significant, \( F(1, 124) = 3.09, p = .081 \), partial \( \eta^2 = .02 \). Simple-effects contrasts with a Bonferroni correction indicated no significant difference between the accuracy levels at pretest between children (\( M = 0.65, SD = 0.71 \)) and adults (\( M = 0.84, SD = 0.71 \)), \( F(1, 124) = 2.27, p = .135 \), partial \( \eta^2 = .02 \), but greater accuracy for the adults at posttest (\( M = 2.17, SD = 0.71 \)) than for the children (\( M = 1.67, SD = 0.82 \)), \( F(1, 124) = 15.59, p < .001 \), partial \( \eta^2 = .11 \). There were no main effects of the attention/no-attention manipulation (\( p = .93 \)) and no significant interactions with any of the other variables. Therefore, data from the attention/no-attention conditions were collapsed in Figure 3, where means are shown.

Goal type (engineering or science) was the most critical factor in whether participants demonstrated belief revision in understanding the role of the noncausal variables: weight and material. At posttest, far more participants in the science condition (in both age groups) than in the engineering condition said that these variables did not matter: Of those who were “weight experts” by posttest (41.7% of participants), 83.6% were in the science condition and 16.4% were in the engineering condition, \( \chi^2(1, N = 132) = 42.7, p < .001 \). Of those who were “material experts” by posttest (56.8% of participants), 65.3% were in the Science condition, \( \chi^2(1, N = 132) = 16.3, p < .001 \). It was also much easier for people to change beliefs from noncausal or inconsistent to consistently causal than from causal or inconsistent to consistently noncausal. Of the 80 participants who were not length experts at pretest, 76 (95%) were experts by the posttest. In contrast, of the 126 participants who were not weight experts at pretest, only 52 (41.3%) became experts by posttest, and of the 91 participants who were not material experts at pretest, 38 (52.7%) became experts by posttest (in both cases, this change involved moving from causal or inconsistently causal beliefs to consistently noncausal beliefs).

Participants also rated their confidence in their beliefs at the pretest and posttest phases. With length, only four participants were incorrect at posttest, so it was not reasonable to compare the accuracy of those who were accurate to that of those who were not. When examining age group, condition (science or engineering), and accuracy about the effect of weight, there was an interaction between condition (science or engineering) and accuracy on confidence, \( F(1, 124) = 8.37, p = .005 \), partial \( \eta^2 = .06 \). Simple-effects analyses with a Bonferroni correction indicated that participants in the science condition were significantly more confident when correctly stating that weight did not
make a difference ($N = 46$, $M = 2.35$, $SD = 0.57$) than when incorrectly stating that it did ($N = 20$, $M = 1.94$, $SD = 0.61$), $F(1, 124) = 5.38$, $p = .022$, partial $\eta^2 = .04$. There was a marginally significant effect of age group, such that children were more confident on average ($M = 2.34$, $SD = 0.63$) than adults ($M = 2.16$, $SD = 0.62$), $F(1, 124) = 3.05$, $p = .083$, partial $\eta^2 = .02$, but no other main effects or interactions approached significance. In contrast, in the engineering condition, there was a marginally significant effect in the reverse direction, such that those who correctly stated that weight
mattered were actually more confident \((N = 54, M = 2.30, SD = 0.69)\) than were those who
correctly stated that weight did not matter \((N = 12, M = 1.89, SD = 0.58)\), \(F(1, 124) = 3.42,\)
\(p = .067, \text{ partial } \eta^2 = .03\). For an analogous test with material, there were no significant effects or
interactions, but there was a marginal effect of accuracy, such that those who correctly stated that
material did not matter were more confident \((N = 77, M = 2.22, SD = 0.66)\) than those who
incorrectly stated that it does \((N = 55, M = 1.93, SD = 0.77)\), \(F(1, 124) = 2.77, p = .098, \text{ partial } \eta^2 = .02\). Overall, it seems those who were more accurate, particularly in the science condition, were
more likely to be confident in their answers.

**Qualitative Explanations.** The open-ended responses to questions of why the two levels
of each variable are the same or different were coded for mention of data and of mechanism
for both the science and engineering conditions. Mention of data was coded when partici-
pants explicitly mentioned numbers (e.g., “The short string went about 8.8 s and the long
string was 12.4”), the number of times one setup went faster (e.g., “The heavy weight went
faster most of the time”), or the relative difference between times (e.g., “The difference
[between heavy/light] isn’t significant compared with length”). Mention of mechanism was
coded when participants offered a reason for the effect based on characteristics of the
variable, such as, “The short string has less distance to go”; “Gravity pulls the heavy weight
closer”; or “The wire doesn’t bend.” The codes were not mutually exclusive, so participants
could be coded for mentioning both data and mechanism in one reply. Two researchers each
coded all responses. In the science condition, there were 374 responses, yielding a 96.5%
agreement level (Cohen’s kappa = .930). In the engineering condition, they coded 609
responses, yielding a 98.4% agreement level (Cohen’s kappa = .967). Discrepancies were
resolved through discussion with the lead author.

The phase II test questions were not identical in each condition. In the science condition, after
each variable was tested, participants were asked which level of the variable made the pendulum
swing faster and why (or why they went the same speed, if that was their conclusion). In this
condition, proportions of participants mentioning data as an explanation for beliefs about length
(30%), weight (55%), and material (55%) were significantly different, as assessed by the
Cochran test, which evaluates differences among related proportions, \(\chi^2(2, N = 66) = 18.96,\)
\(p < .001\). The Kendall coefficient of concordance was .14. Far more participants said data
influenced their conclusions about weight and material than about length. The reverse pattern
was found for mention of mechanism, where far more participants mentioned mechanism when
explaining length (74%) than when explaining either weight (44%) or material (44%), as
assessed by the Cochrans test, \(\chi^2(2, N = 66) = 23.14, p < .001\). The Kendall coefficient of
concordance was .18. The patterns were similar across age groups.

In the engineering condition, participants were asked to explain which variables made the
pendulum go fastest (or slowest) and why. In this condition, almost all participants justified their
conclusions by talking about mechanisms (95.5%), while only a handful mentioned data (4.5%);
two participants mentioned both, and one person mentioned neither. However, the frequency of
mentioning mechanisms differed between the variables—a larger proportion of participants
mentioned a mechanism for length (.94) than for weight (.63) or for material (.32). A Cochrans
test confirmed a significant difference, \(\chi^2(2, N = 66) = 51.06, p < .001\), with a Kendall
coefficient of concordance of .39. Follow-up pairwise comparisons using a McNemar’s test
showed all pairwise differences were significant at the \(p < .01\) level.
Discussion

The results from the current study indicate that a systematic testing of variables, even without additional direct attention to the outcome data, is sufficient for nearly all adults and the majority of children to facilitate belief revision. When children and adults were guided to compare each level of a variable while holding everything else constant, they were able to learn that—in contrast to their initial beliefs—there was no effect of the noncausal variables. However, when given the engineering goal of designing a fast or slow pendulum, they had more difficulty in revising their beliefs about what, in fact, were noncausal variables.

The science condition required careful direct comparison of empirical results, the kind of controlled tests scientists ideally perform to learn about causal relationships. The task provided structure and guidance, while highlighting the most important characteristics as a feature of the design and making it straightforward to compare the role of each variable at different levels. In the science condition, participants were focused on the relevant mechanism information by isolating single variables and then by setting up the direct comparisons. This structure provided informative data that could help in drawing conclusions. In contrast, the engineering condition offered more latitude. There was still structure, and the task goal was experimenter-provided. However, there was freedom to choose how to set up the pendulum and, thus, to determine the precise types of evidence available to draw conclusions. In the science condition, participants had to interpret the evidence provided. In the engineering condition, they had the additional step of choosing which evidence to acquire, before interpreting the evidence, which required additional cognitive load.

Thus, guiding children to use systematic testing of variables by presenting them with a scientific goal rather than an engineering goal may be particularly effective when children are first learning about a task. Although explaining the logic of different goals is not very effective in leading to conceptual change (Siler et al., 2013), requiring a set goal may be effective, at least as a first step toward belief revision. Future research is needed to explore combinations of these two approaches—perhaps first requiring a scientific goal and then later explaining the logic with a concrete example may be effective for more long-term conceptual change. It is important to note that in our specified conditions, the comparisons were spelled out in the science condition and not in the engineering condition. Thus, the engineering condition required both designing comparisons and then interpreting the results. Future work comparing the scientific and engineering approaches with varying levels of constraints on the task will provide a more thorough understanding of the relative contributions of the scientific and engineering approaches as compared to the specificity of the tasks required.

The fact that children—and some adults—were not completely consistent in their replies to similar questions about each variable also suggests possible confusion about the questions. Children might have been confused by our asking a rephrased question when they had just addressed the issue; they might have presumed that the experimenter wanted a different answer.

The other major manipulation, the attention-to-data condition, did not lead to belief revision. The lack of demonstrated effect of this intervention indicates that the specific manipulation used may not have been strong enough in calling participants’ attention to the data, particularly for the children. For example, the task that directed participants to compare pairs is more in line with a sign test than a complete comparison of lists, more closely approximating a $t$ test comparison. It is also possible that children saw the data and their reasoning as not connected; if they were not
relying on the data in drawing their conclusions, even drawing their attention to the data may not have been helpful in aiding their application of the data to revising beliefs. The fact that the participants using an engineering goal rarely mentioned data as justification for their beliefs supports this interpretation. Kloos and Somerville (2001) suggested children may have difficulty with information consolidation; children may see evidence but not link it with prior knowledge or not know how to do so without guidance. Although not all participants mentioned data in justifying their reasoning in the science condition, the greater frequency of this response suggests the systematicity of testing is guiding which aspects of the evidence participants are considering. Thus, an important area for future study is to help children develop more explicit links between the empirical data they see and their conclusions.

GENERAL DISCUSSION

These two studies demonstrate that children and adults can use empirical data to revise their beliefs but that the process depends on the context in which the data are generated and interpreted and the goal that drives the exploration. In Study 1, most children and adults were able to update their incorrect beliefs after seeing systematic tests of each potential variable. They recognized the difference between the small variation of “error” and the larger variation between the long- and short-string conditions, which indicated a true underlying effect. However, in Study 2, when given the opportunity to explore the pendulum context with a specific engineering goal, children and adults had more difficulty using evidence to change their causal concepts to noncausal ones.

These findings demonstrate that the goal and testing approach in an experimental context are important in determining how children and adults learn from empirical explorations. In the current study, these goals were provided to participants in both the science and engineering conditions, and they affected learning. When children and adults generated their own testing approach to fulfill the provided goal, their resulting explorations led to less effective learning about causal mechanisms.

To have empirical data change one’s beliefs, the data must be viewed as relevant and informative. Thus, it is necessary to understand how theory and data inform one another. When there is a clear explanation for a pattern of results, conceptual change is more likely (Ahn et al., 1995; Koslowski, 1996). Indeed, in the current study, when describing a finding that confirmed prior beliefs, children and adults were likely to offer explanations based on mechanism rather than on empirical data, whereas when describing a finding that disconfirmed prior beliefs, they were much less likely to invoke mechanism in their explanations. When the only added information is empirical data, the data need to be integrated with prior beliefs or discounted in some way (Chinn & Brewer, 1998). Further exploration of potential methods of drawing attention to data effectively for children and adults, perhaps with a more explicit lesson about the link between data and conceptual understanding, might lead to improved learning outcomes. Children may have gotten stuck at the observation or interpretation phase (Chinn & Malhotra, 2002) and misinterpreted what they saw to fit with prior beliefs, while adults were more effective at using the evidence. However, the structure of the guided scientific task made the observation process more clear, and that, in turn, made changes in the internal representation of the problem more likely for both children and adults, consistent with previous work supporting the value of direct instruction in many science education contexts (e.g., Klahr & Nigam, 2004).
The age differences that did occur (children struggling to learn more than adults, particularly on the more unstructured tasks) have several possible explanations. As with all cross-sectional studies, we have identified two snapshots of different age groups that suggest there is development across time. Future work with a microgenetic approach (cf. Siegler & Crowley, 1991) would provide us with a more nuanced picture of the development of this essential scientific skill. These cross-sectional data cannot directly address any particular interpretation, though the continuing difficulties with formal data analysis documented into adulthood (e.g., delMas & Liu, 2007; Konold & Pollatsek, 2002; Lubben et al., 2001; Volkwyn et al., 2008) suggest that the full understanding of these connections is likely not typically obtained even by age 12 years and thus requires more experience and cognitive skills.

Overall, these results support the hypothesis that a focus on numerical empirical data can lead to a change in understanding. Further work is needed to explore longer-term effects of these types of interventions and to determine the extent to which the knowledge gained would transfer both in domain knowledge regarding causal factors and in understanding the value of controlled testing of variables. There is also more to learn about the types of numerical empirical evidence that lead to belief revision. In the current studies, the two levels of the length variable did not have any overlapping values, yet many causal factors could yield more overlapping data. Here, our goal was to demonstrate that numerical data were sufficient to lead to belief revision and therefore opened the door for further explorations of the boundary conditions of these effects.

In sum, these studies demonstrate that systematically presented empirical evidence can effect belief revision. Given appropriate guidance, even fourth- and fifth-grade children can use empirical evidence to revise causal misconceptions, both to learn which factors are causal and, more impressively, to learn which are noncausal in a physical system. Moreover, they can revise flawed causal theories that are often held into adulthood. In contrast, when focused on an engineering goal (i.e., to achieve an effect), children were less able to utilize empirical evidence for belief revision—a finding that indicates it is not evidence of any kind that facilitates conceptual change, but rather the systematic evidence produced by controlled comparisons. Future work that examines how types of evidence may interact with goals in facilitating longer-term retention is needed to further our understanding of these issues. However, it is clear that numerical data, when presented in context with appropriate structure, can help children and adults reexamine their beliefs and support the process of conceptual change and robust scientific thinking.
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