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Abstract

The dual-route interactive two-step model explains the variation in the error patterns of aphasic speakers in picture naming, and word and nonword repetition tasks. The model has three parameters that can vary across individuals: the efficiency of the connections between semantic and lexical representations (s-weight), between lexical and phonological representations (p-weight), and between representations of auditory input and phonological representations (nl-weight). We determined these parameter values in 103 participants with chronic aphasia from left hemisphere stroke whose lesion locations had been determined. Then, using voxel-based lesion-parameter mapping, we mapped the parameters onto the brain, thus determining the neural correlates of the model's mechanisms. The maps and the behavioral findings supported the model's central claim that word repetition is a product of both the p and nl parameters. We propose that these two parameters constitute the model's analogue of the "dorsal stream" component of neurocognitive models of language processing.
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Highlights

-Parameters of a computational model of lexical access in production, the dual-route interactive two step model, were mapped to the brain in a voxel-based lesion parameter mapping (VLPM) study of 103 aphasic individuals. This is the first study mapping individual model-derived parameters to lesioned voxels.

-The dual-route aspect of the model was supported by finding that voxels associated with patient word repetition ability strongly overlapped with voxels associated with the model's nl (non-lexical) and p (phonological) parameters.

-The model's s (semantic) parameter was, to a large extent, behaviorally and neurally distinct from the p parameter.

-The p and nl parameters were closely associated behaviorally and in the brain.

-The p parameter, which is largely derived from phonological errors made in the picture naming task, was associated with sensory-motor areas rather than Wernicke's area, challenging the standard assumption that such errors arise from poor access of lexical-phonological forms stored in the posterior temporal lobe.

-The joint operation of the p and nl parameters was identified with the dorsal stream in dual-stream (dorsal-ventral) neurocognitive models of language processing.
1. Introduction

Most computational models of cognition aim to simulate behavioral data. For example in the domain of language production, the topic of this article, models simulate speaker choices (e.g. Chang et al., 2006), the temporal dynamics of those choices (e.g. Levelt et al., 1999), and the characteristics of speech errors, including normal slips as well as production errors made by speakers with brain damage (e.g. Dell et al., 1997). To explain these data, the models postulate representations and processes, and parameters regarding how these vary across individuals and circumstances.

More recently, cognitive models have been used to guide cognitive neuroscience. The models identify cognitive functions whose brain correlates can be sought. Language production models, in particular, have been used to interpret functional imaging data obtained from a variety of methods (e.g. Costa et al., 2009; Graves, Grabowski, Mehta, & Gordon, 2007; Indefrey & Levelt, 2004; Price, 2000) and analyses of lesion locations in speakers with aphasia (e.g. DeLeon et al., 2007; Schwartz et al., 2009). In this article, we identify the neural correlates of a particular model of lexical access in aphasic speakers, the dual-route interactive two-step model (e.g. Dell et al., 2007; Hanley et al., 2004; Nozari et al., 2010; Schwartz et al., 2006). This and related models have been applied to several aspects of aphasic lexical processing. Here, the focus is on the relationship between word production from meaning, for example, in the picture naming task, and production in the auditory repetition task, in which speakers repeat heard words or nonwords. Relating the model’s characteristics to the brain can, at the very least, provide a test of the model by determining whether its distinctions map onto the brain in an interpretable way. Perhaps more importantly, this test can also constrain other recent models that make specific claims about brain pathways that are relevant for production (e.g., Hickok, 2012; Hickok & Poeppel, 2004; Ueno, Saito, Rogers, & Lambon Ralph, 2011).

Our methods are based on voxel-based lesion symptom mapping (VLSM, Bates et al., 2003). VLSM is one of a family of fMRI-inspired techniques aimed at identifying voxels or anatomically defined regions in which the presence or extent of tissue dysfunction predicts a symptom at a statistically reliable level (e.g., Hillis et al., 2006; Kimberg, Coslett, & Schwartz, 2007; Rorden, Karnath, & Bonilha, 2007; Rudrauf et al., 2008). The typical VLSM study involves a large sample of individuals with chronic focal lesions who have been assessed on the symptom of interest and have undergone a structural brain scan to locate the lesion. The lesions are traced and registered to a common template, enabling a determination at each voxel of who had a lesion in that voxel and who did not. In each voxel, a statistic is computed measuring the association between lesion status and the presence or severity of the symptom. Using a threshold that corrects for the many thousands of tests performed, voxels are identified that exceed the threshold and thereby qualify as being related to the symptom in question.
In this article, we present results of a specific kind of VLSM, called voxel-based lesion parameter mapping (VLPM). VLPM is just like VLSM, except that voxel lesion status predicts the properties of the model's characterization of patients, rather than patient symptoms directly. The dual-route interactive two-step model has three parameters on which aphasic individuals can differ, s (semantic) weight, p (phonological) weight, and nl (non-lexical) weight. Each patient is assigned a value for these parameters based on a set of procedures for fitting the model to the patient's error patterns in a picture naming test and an auditory repetition test. For this article, we performed this model evaluation for 103 individuals with post-stroke aphasia and used VLPM to create brain maps that identify which voxels predict the variation in the parameters.

1.1. The Dual-Route Interactive Two-step Model

The model is designed to explain the errors that aphasic speakers make in picture naming (hereafter, naming) and auditory repetition. The details of its architecture, processing mechanisms, and parameter fitting procedures are described elsewhere (e.g. Dell et al., 2007; Schwartz et al., 2006), but we provide a short summary. The model initially simulated only lexical access from meaning, such as in the naming task, but was later expanded to explain word and nonword repetition. It consists of an interconnected network of semantic, lexical, and output phonological units, and a further set of connections between auditorily presented verbal input and the output phonological units, as shown in Figure 1. All connections are bidirectional, thus making the model's flow of activation interactive. In naming, lexical access starts with a jolt of activation to the target word's semantic features. This activation flows through the network and, after a fixed period of time, the most active word unit is selected. This selection completes the first "step" of lexical access. Errors at this step are necessarily lexical in nature (e.g. semantic, CAT \(\rightarrow\) DOG; unrelated, CAT \(\rightarrow\) LOG; formal, CAT \(\rightarrow\) MAT, or mixed semantic-formal, e.g. CAT \(\rightarrow\) RAT). The second step also begins with a jolt of activation, this time to the selected word unit. Activation once again spreads throughout the network, culminating in the selection of the most activated phonological units. Errors at this step are typically nonwords (e.g. CAT \(\rightarrow\) "cag") but they can also be formally related words (e.g. CAT \(\rightarrow\) "mat"). Errors, in general, are possible because the spreading activation process activates units other than the target units and, given the model's activation function, which includes random noise, there is some chance that erroneous units' activations will exceed those of the target units. The model has been successful at simulating the variety of error patterns in naming. For example, Schwartz et al. (2006) found that it explained 94.5% of the variance in naming error patterns in an unselected group of 94 chronic aphasic speakers. Nonetheless, a few patients' error patterns cannot be well simulated by the model (e.g. Rapp & Goldrick, 2000; Ruml et al., 2005; Schwartz et al, 2006) and there are model features that cannot be effectively tested solely by the degree to which it fits naming error patterns (e.g. Goldrick, 2011).
Figure 1. The dual-route interactive two step model and its three parameters. For the naming task, the semantic features are activated and selection occurs first at the word level, and then at the output phonemes. For nonword repetition, the auditory input node is activated and selection occurs at the output phonemes. For word repetition by the lexical route, the target word node is activated and selection occurs at the output phonemes. For dual-route word repetition, both the target word node and the auditory input node are activated, and selection occurs at the output phonemes.

The model’s account of auditory repetition depends on whether the target is a word or a nonword. To allow for nonword repetition, the model incorporates a non-lexical repetition route, a mechanism that allows for production of phonological sequences that are not already stored in the lexicon (e.g. Gupta, 2003; Gupta & Tisdale, 2009; Hanley, Kay, & Edwards, 2002; similar to analogous mechanisms in models of reading, e.g. Seidenberg & McClelland, 1989; Coltheart et al., 1993). The model’s non-lexical route is contained in the connections from auditory input directly to the output phonological units. Word repetition involves two routes: the non-lexical route as well as a lexical route that corresponds to the second step of lexical access from meaning. In this dual-route approach to word repetition, the activation generated over both routes converges on the output phonology (e.g. the summation hypothesis, Hillis & Caramazza, 1991). Specifically, to repeat a word, the model starts with a jolt of activation to the non-lexical route input unit, as well as one to the word unit. Activation flows from these units throughout the network and, after a fixed period of time, the most active phonological units are chosen for output. The model also allows for word repetition to be performed in an entirely lexical manner without the non-lexical contribution. Comparisons between this purely lexical model and the dual-route model have generally showed that many, but not all, aphasic individuals repeat words by combining activation across both routes (Abel et al., 2009; Hanley et al., 2004; Nozari et al., 2010; but see Baron et al., 2008). Given that the model’s characterization of word repetition allows for
multiple influences, a major goal of this work is to see how model parameters that are critical for repetition relate to brain areas.

The model’s account of pathological naming and repetition is that brain damage decreases the network’s ability to transmit activation. Specifically, the model assumes three lesionable parameters, that is, parameters whose values differ among the patients: $s$, the strength or weight of the bidirectional connections between semantic and lexical units, $p$, the weight for the corresponding lexical-phonological connections and $nl$, the weight of the connections between the auditory input and the phonological units. In a naming task, both $s$ and $p$ weights contribute, with $s$ weights contributing more to the first step of access, and $p$ weights contributing more during the second step. For nonword repetition, the $nl$ parameter is the most important factor, and in word repetition both $p$ and $nl$ contribute. Because of the interactive property of the model, the $s$ weight also matters to a small extent in repetition, a claim that is supported by demonstrations of semantic influence on word and nonword repetition (e.g. Jeffries et al., 2005; Martin et al., 1996; Patterson et al., 1994).

Patients are assigned values of $s$, $p$, and $nl$ by a model fitting process. The entire procedure is illustrated in Table 1 with data from a previously studied patient (Schwartz et al., 2006; Dell et al., 2007). First, the $s$ and $p$ parameters are set so that the model mimics the patient’s naming error pattern (steps 1-2). With the model set up with those $s$ and $p$ parameters, it is then fit to the patient’s nonword repetition performance by adjusting the $nl$ weight (steps 3-4). Finally, the entire set of parameters is tested to see whether it can accurately predict word repetition (steps 5-6). In this final repetition test, both the dual-route and lexical-route approaches to word repetition can be evaluated. In Table 1, a test using the dual-route approach is illustrated.
Table 1. Computation of model parameters for an example patient. This case was originally reported in Schwartz et al. (2006) and Dell et al. (2007).

1. Obtain patient naming error pattern on the Philadelphia Naming Test (PNT).

Patient naming response proportions

<table>
<thead>
<tr>
<th>Correct</th>
<th>Semantic Error</th>
<th>Formal Error</th>
<th>Mixed Error</th>
<th>Unrelated Word</th>
<th>Nonword Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>.20</td>
<td>.07</td>
<td>.15</td>
<td>.02</td>
<td>.29</td>
<td>.26</td>
</tr>
</tbody>
</table>

2. Fit model to naming response proportions to obtain s and p parameters.

Model naming proportions for $s = .005$, $p = .018$, $rmsd = .045$

<table>
<thead>
<tr>
<th>Correct</th>
<th>Semantic Error</th>
<th>Formal Error</th>
<th>Mixed Error</th>
<th>Unrelated Word</th>
<th>Nonword Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>.21</td>
<td>.12</td>
<td>.19</td>
<td>.03</td>
<td>.20</td>
<td>.26</td>
</tr>
</tbody>
</table>


Patient nonword repetition response proportions

<table>
<thead>
<tr>
<th>Correct Response</th>
<th>Lexicalization Error</th>
<th>Nonword Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>.78</td>
<td>.12</td>
<td>.10</td>
</tr>
</tbody>
</table>

4. Using model, parameterized to the patient (e.g. $s=.005$ and $p=.018$), determine the best value of $nl$ so as to match nonword repetition performance.

Model nonword repetition proportions for $nl = .046$

<table>
<thead>
<tr>
<th>Correct Response</th>
<th>Lexicalization Error</th>
<th>Nonword Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>.78</td>
<td>.09</td>
<td>.13</td>
</tr>
</tbody>
</table>
Table 1 (continued)

5. Using model parameters, predict performance in a word repetition test

**Prediction from Dual-Route Repetition model using s=.005, p=.018, nl=.046**

<table>
<thead>
<tr>
<th>Correct</th>
<th>Semantic Error</th>
<th>Formal Error</th>
<th>Mixed Error</th>
<th>Unrelated Word</th>
<th>Nonword Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>.98</td>
<td>.00</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.01</td>
</tr>
</tbody>
</table>

6. Obtain performance on a word repetition test (Philadelphia Repetition Test) for the patient to compare to model prediction.

**Patient Word repetition response proportions**

<table>
<thead>
<tr>
<th>Correct</th>
<th>Semantic Error</th>
<th>Formal Error</th>
<th>Mixed Error</th>
<th>Unrelated Word</th>
<th>Nonword Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>.97</td>
<td>.00</td>
<td>.02</td>
<td>.00</td>
<td>.00</td>
<td>.02</td>
</tr>
</tbody>
</table>

It is important to emphasize that the model's parameters each index specific and separate properties of lexical retrieval. The s parameter is most strongly associated with what is sometimes called lemma-access, L-access, or post-semantic lexical access. It is not supposed to be a measure of the semantic representation, but of the ability to map from semantics to abstract lexical units. Given this, it is further assumed that the errors that are associated with the s parameter are post-semantic errors, that is, they are not errors at the semantic level itself (see, Rapp & Goldrick, 2000 for discussion of this distinction as it relates to these kinds of models). Some aphasic individuals do have semantic-level damage, though, and this damage can create semantic errors in naming. Or some may have difficulty manipulating otherwise intact semantic representations also leading to error. In all of these cases, the model associates the errors with the s parameter. Thus, the s value assigned to a patient may absorb functions that are outside of the model's characterization of the parameter. By mapping s to lesion sites, we may be able to see whether s picks up multiple functions by examining whether it maps to multiple regions. Similarly, the p and nl parameters, and the errors that are associated with them, index separate production-related retrieval processes in the model. Neither parameter is assumed to reflect auditory
perceptual processing difficulty or post-phonological articulatory processing. Our VLPM study may support or challenge these assumptions.

1.2. Relating Model Parameters to the Brain

The functional distinctness of the $s$, $p$, and $n$ parameters is easy to see. Each reflects a different set of connections in the model, and variation in all three was found to be required to account for the behavioral variation among patients. Given this, what can be expected about their mapping to the brain? First of all, we will ask whether each parameter maps to a different brain region or set of regions. The VLPM can provide a straightforward answer to this question. Secondly, what region or set of regions should associate with each parameter? In what follows, we describe some recent developments in the neuroscience of language that have relevance and can be used to guide preliminary expectations.

The 19th century Broca-Wernicke-Lichtheim model of word production and comprehension has garnered new interest with recent evidence that sensory and motor speech representations are tightly coupled in a functional-anatomical circuit loosely extending between Wernicke’s area and Broca’s area (Hickok & Poeppel, 2000; Pulvermüller, 2005). This classical circuit has been assimilated into accounts of a dorsal language pathway that translates between sensory (auditory and somatosensory) representations of heard speech and articulatory-motor codes (Gow, in press; Hickok & Poeppel, 2004, 2007; Pulvermüller, Huss, Kherif, & Moscoso del Prado Martín, 2006; Saur et al., 2008; Warren, Wise, & Warren, 2005). In Hickok and Poeppel’s influential “dual stream” model (Hickok & Poeppel, 2004, 2007), the dorsal stream encompasses auditory-phonological representations in the superior temporal gyri and sulci of both hemispheres (including Wernicke’s area on the left); a sensori-motor interface in the posterior portion of the Sylvian fissure at the parietal-temporal junction (area Spt); and a frontal articulatory network (including Broca’s area). The evidence is strong that these dorsal stream regions underpin production processes in repetition and naming: The left posterior superior temporal gyrus has been linked to phonological form retrieval (Graves, et al., 2007; Graves, Grabowski, Mehta, & Gupta, 2008; Indefrey, 2007; Indefrey & Levelt, 2004; Wilson, Isenberg, & Hickok, 2009), the parietal-temporal and inferior parietal regions to phonological short-term memory (Baldo & Dronkers, 2006; Buchsbaum, et al., 2011); and parieto-frontal cortices and insula to articulatory-motor planning in speech and STM rehearsal (Baldo & Dronkers, 2006; Blank, Scott, Murphy, Warburton, & Wise, 2002; Dronkers, 1996; Hillis et al., 2004). The hypothesis that phonological errors in production stem from dorsal pathway lesions, possibly including the arcuate fasciculus fiber tract, dates back to Wernicke (Compston, 2006) and finds support in contemporary patient research (Buchsbaum, et al., 2011; Cloutman et al., 2009; Duffau, Gatignol, Mandonnet, Capelle, &

---

1 Proponents of this model sometimes locate the sensori-motor interface instead in the posterior part of the planum temporale (Buchsbaum et al., 2011; Hickok, Okada, & Serences, 2009). Other evidence suggests that the planum temporale is involved in early auditory processing (Binder, Frost, Hammeke, Rao, & Cox, 1996).
The dual pathway framework proposes a complementary, ventral temporal-frontal system in which auditory-phonological information is associated with lexical and semantic long-term memory representations. Several key sites have been identified: the left middle temporal gyri and posterior inferior temporal gyri for the retrieval of lexical-semantic information (lemmas) (Damasio, Grabowski, Tranel, Hichwa, & Damasio, 1996; Gow, in press; Hickok & Poeppel, 2004; Indefrey & Levelt, 2004; Schwartz, et al., 2009); the anterior temporal lobe and parietal-temporal-occipital region (angular gyrus) for the amodal or multimodal representation object and event concepts (Binder & Desai, 2011; Binder, Desai, Graves, & Conant, 2009; Patterson, Nestor, & Rogers, 2007); and portions of the inferior frontal gyrus (Broca’s area) for controlled selection from semantic and lexical long-term memory (Badre & Wagner, 2007; Schnur et al., 2009; Thompson-Schill, D’Esposito, Aguirre, & Farah, 1997). Damage to all these regions is causally linked to semantically-based word retrieval difficulties (Antonucci, Beeson, Labiner, & Rapcsak, 2007; Damasio, et al., 1996; DeLeon, et al., 2007; Lambon Ralph, McClelland, Patterson, Galton, & Hodges, 2001; Noonan, Jefferies, Corbett, & Lambon Ralph, 2012; Schnur, et al., 2009) including semantic errors in naming (Cloutman, et al., 2009; Schwartz, et al., in press; Schwartz et al., 2011; Schwartz, et al., 2009; Walker et al., 2011).

Very recently, researchers have begun to build models of spoken language production that integrate neuroanatomical and computational claims (e.g. Indefrey & Levelt, 2004; Guenther et al., 2006; Hickok, 2012; Ueno et al., 2011.) Later in the paper, we will consider our results in light of two recent computational instantiations of the dual-pathway framework (Ueno et al., 2011; Hickok, 2012). As a starting point, we draw upon the dual stream model tenet that the dorsal pathway is particularly important when there is high phonological load and low semantic constraint (Hickok & Poeppel, 2004; Saur, et al., 2008). We therefore predict that p and nl will both localize to the dorsal stream. However, as p is derived from naming, a task with high semantic constraint, it is possible that the lesion map for p might extend further towards or into ventral stream territory, e.g., in the middle temporal gyrus or posterior superior temporal sulcus. The lesion map for word repetition, which, according to the model, is sensitive to both p and nl, should show strong overlap with both those parameter maps. We expect the s parameter to associate with the ventral pathway, and particularly with components of this pathway that previous studies have found to be associated with semantic errors, such as the temporal lobe areas mentioned above. However, it should be noted that the relationship between s and semantic errors in the model is indirect, and moreover, not even monotonic (see, e.g. Schwartz & Dell, 2010). Strong, that is, near normal, and very weak s weights produce fewer semantic errors than do moderate values. Hence, the intuitive expectation that the VLPM of s weight should pattern as in the VLSM of semantic errors is far from certain.

2. Methods
2.1. Participants

We analyzed data from 103 participants in an ongoing investigation of psycholinguistic deficits in aphasia (the Moss Aphasia Psycholinguistic Database; www.mappd.org; see Mirman et al., 2010) and their neural correlates. Participants authorized release of medical records and gave informed consent to participate in multiple sessions of language testing under protocols approved by the Institutional Review Board (IRB) at Einstein Medical Center. Those who participated in MRI or CT scan studies as part of this project did so under an approved protocol of the Perelman School of Medicine at the University of Pennsylvania. All participants were paid for their participation.

As criteria for inclusion, participants had to be (at time of testing) at least 1 month post onset of aphasia; living at home; medically stable; and without major psychiatric or neurologic co-morbidities or uncorrected visual or hearing impairment. All were premorbidly right handed and had English as their primary language. Potential participants were excluded if they failed an audiometric screening exam (adapted from Ventry & Weinstein, 1983), were unable to produce a single correct, intelligible response in confrontation naming, or had bilateral or solely subcortical lesions.

The 103 study participants were 43% female and 46% African-American, with a mean age of 58 and 14 years of education. Mean and median months post onset was 52 and 23, respectively; 87% were in the chronic phase (at least six months post). On the Western Aphasia Battery (Kertesz, 1984), the aphasia quotient, measuring aphasia severity, averaged 73 (mild-moderate). 71 participants had fluent aphasia (46 anomic, 17 conduction, 8 Wernicke’s), 32 had non-fluent aphasia (28 Broca’s, 3 transcortical motor, 1 global). According to a clinical evaluation of speech articulation, described below, 23 participants (17 with Broca’s aphasia) had apraxia of speech.

2.2. Language tests

All participants received a battery of tests (Mirman et al., 2010) to determine their aphasia status, their linguistic and cognitive skills, and to provide the data used in assigning model parameters. The tests that are referenced here include the following:

Philadelphia Naming Test (PNT, Roach et al., 1996). The PNT tests basic-level object naming ability. Participants see line drawings of 175 familiar pictured objects from several semantic categories and must produce the single word name of each. The procedures for administration, transcription, and response categorization are described in other work (e.g. Schwartz et al., 2006). For our purposes, the responses are categorized as correct, semantic errors, form-related word errors, mixed semantic-formal errors, unrelated word errors, and nonword errors. These response proportions (relative to all responses) are used as described below to assign the $s$ and $p$ model parameters.
*Philadelphia Repetition Test* (PRT). This is the word repetition counterpart to the PNT. The PNT words were presented auditorily for repetition, and responses were categorized exactly as they were for the PNT. See Dell et al. (2007) for further details and test administration procedures.

**Nonword repetition test.** 60 nonwords were derived from one- and two- and three-syllable items of the PNT (mean = 1.57 syllables) by pseudo-randomly changing two phonemes to create a pronounceable nonword that was clearly different from the word. They were recorded on tape and presented one at a time for immediate repetition (single hearing only). Responses were categorized as correct, lexical error, non-lexical error, or omission. The responses were used to determine the *nl* parameter as described below.

**Additional tests.** Verbal comprehension was assessed using two tests: *Peabody Picture Vocabulary Test- Third Edition* (PPVT-III; Dunn & Dunn, 1997), and the Synonymy Triplets Test (N. Martin, Schwartz, & Kohen, 2005). In PPVT-III, the patient must select one of the four pictures that best matches a spoken word. The test consists of 204 items arranged in order of increasing difficulty, representing various parts of speech. In the *Synonym Judgment Test*, the patient must select two of three words that best go together (e.g., violin, fiddle, clarinet). The test comprises 30 trials (half nouns, half verbs), and all words are semantically related in any given trial, with two having a closer relationship. The scores on these tests were converted to percentages, and a composite score was calculated by averaging those percentages. This composite measure (*Vcomp*) was used in the behavioral regression analyses.

Similarly, a composite of two measures was used to assess nonverbal comprehension (*NV comp*). The 52-item Pyramids and Palm Trees test (Howard & Patterson, 1992) requires trial by trial matching of a pictured item to the closer of two pictured choices (e.g., item: pyramid, choices: palm tree, pine tree). The 64-item Camels and Cactus test (Bozeat et al., 2000) is similar but with four same-category items in the choice set (e.g., item: camel, choices: cactus, tree, sunflower, rose). The scores on these two tests were converted into percentages and averaged to create the *NVcomp* score used in the behavioral regression analyses.

To evaluate auditory phonological processing, we used the no-delay version of the Auditory Discrimination of Word and Non-word Pairs task (N. Martin & Saffran, 1997). The participant hears two items in immediate succession (20 word trials; 20 nonword trials) and must judge whether the two were the same or different. Non-identical pairs differ in either onset or the final phoneme.

Two measures of short-term memory were used, to determine the maximum capacity of semantic and phonological short-term memory (R. C. Martin & Freedman, 2001). In the *Category Probe Span* test, the patient listens to a string of *n* words, immediately followed by a probe word, and must determine if the probe is from the same semantic category as any of the preceding words by saying or pointing to ‘Yes/No’. The *n* gradually increases and the test is terminated when accuracy drops to 75%. The *Rhyme Probe Span*
test follows the same pattern, but the judgment concerns whether the probe rhymes with any of preceding words.

Patients were diagnosed as having apraxia of speech if, on selected subtests of the *Apraxia Battery for Adults* (Dabul, 2000), their speech was found to contain multiple instances of segmental distortion/substitution, as well as abnormal prosody, slow rate (lengthened consonants and vowels), and/or sound, syllable or word prolongation often accompanied by intrusive schwa.

2.3. Model fitting

The proportions of response categories in the PNT and the Nonword repetition test were used to derive model parameters for each patient as illustrated in Table 1. Specifically, step 2 in the Table involves a search for the $s$ and $p$ parameters that make the model match the patient’s naming response proportions as well as possible; that is, the selected parameters maximize the likelihood of the data. The formal properties of the search are those described in Dell et al. (2004), with the exception that, for the present analysis, parameters were constrained to be either in the normal range (.04-.06) or less than normal (0-.04). For the new sample of 103 patients, the resulting fit quality to the naming data was good. The mean uncorrected root mean squared deviation (rmsd) provides an intuitive measure. In the present sample, the average rmsd was .023 (range .002-.145). This fit quality is similar to that obtained with the model for other patient groups (Foygel & Dell, 2000, rmsd = .029; Schwartz et al., 2006, rmsd = .024). To get a feel for how close a fit an rmsd of .023 is, consider that the rmsd of the fit illustrated in Table 2 is considerably worse (.045).

The determination of the $nl$ parameter involved adding the performance on the nonword repetition test to the mix. For each patient, the model was set up with the $s$ and $p$ parameters that were determined from the patient’s naming. Then the $nl$ parameter was varied through its range so that the model’s nonword repetition performance matched the patient’s. As there is only one parameter to vary, the best fits were easy to find.

2.4. Lesion analysis

Structural brain images were acquired using MRI ($n = 57$) or CT ($n = 46$). Details of imaging, segmentation, and registration procedures have been published previously (Schwartz et al., 2009). For patients with MRI scans, lesions were first drawn manually on a 1x1x1 mm T1-weighted structural image. Lesions were masked, and then the scans and lesion maps were registered to a common template (MNI “Colin 27”) using an automated registration algorithm (Avants, Schoenemann, & Gee, 2006). The final lesion map was quantized to produce a 1/0 map using 0.5 as the cutoff. All lesions were drawn by a trained

---

2 Previous applications of the models had not constrained the fitting in this way and, as a result, a rare fit would identify a supranormal value for a patient, which was well outside of the distribution of parameters. In all such cases, it turns out that a fit of nearly equal quality can be obtained by constraining the parameters to be .06 or below.
technician and checked by co-author H.B.C., an experienced behavioral neurologist; both were blind the behavioral data. For patients with CT scans, H.B.C. drew lesion maps directly onto the Colin27 volume.

For stability in the comparison of lesioned/nonlesioned performance, only voxels with 10 or more lesions (10% of the sample) were included in the analysis. In each of these voxels, a t statistic was computed comparing patients with and without lesions on the dependent variable. The resulting t map was thresholded to control for false discovery rate (FDR; Genovese, Lazar, & Nichols, 2002) at q = 0.05, where q is the expected proportion of false positives among suprathreshold voxels. There is no standard for setting FDR thresholds in voxel-wise lesion analysis. The separate VLPM analyses of $p$, $nl$, and $s$ reached significance at q-values between .01 and .05, depending on the parameter. We report effects at q = .05 in the interest of uniformity and to avoid underestimating the overlap in analyses in which we compared two statistical maps.

Lesion analyses were carried out using the VoxBo brain imaging package (http://www.nitrc.org/projects/voxbo/). The anatomical locations of voxels found to exceed threshold were determined by the judgment of H.B.C. in consultation with the Brodmann map and automated anatomical labeling (AAL) atlas within MRicro (www.mccauslandcenter.sc.edu/mricro/). The AAL atlas was used to locate and quantify the size of supra-threshold voxel clusters.

3. Results and preliminary discussion

First, we consider some of the properties of the model parameter distributions independently of their mapping onto the brain. Then we present the results of the VLPM analysis and conclude with a critical test of a prediction from the model regarding the relationship between word repetition and model parameters.

3.1. Analysis of cross-parameter relationships

As this is the largest patient sample that has been modeled, it is useful first to identify some of the properties of the parameter relationships. Because of the mechanisms whereby parameter values affect the model’s performance, differences between smaller parameter values have more impact than differences between larger values. For example, when comparing a model with $s=p=.010$ to one with $s=p=.015$, the increase in weights of .005 decreases error probability by .23; the same weight increase from $s=p=.030$ to $s=p=.035$ decreases the error rate by only .04. Consequently, all of the analyses of parameters in this paper use the square root transform of the values, rather than the values directly. This makes the impact of parameter variation in the lower and higher end more comparable and also leads to reasonably normal distributions, suitable for parametric regressions.
According to the model, each parameter represents the strength of different sets of weights. Moreover, it is assumed that each set can be damaged independently of the others, that is, that the abilities linked to the parameters can dissociate. Previous work had demonstrated that the two parameters derived solely from naming data, \( s \) and \( p \), were largely independent in samples of aphasic individuals (e.g. Schwartz et al., 2006). Figure 2 shows that this clearly was the case for the current sample as well. The values were uncorrelated, with \( r = .08 \). There were patients with a high value of one parameter, but a low value of the other, and the reverse. In short, there was a double dissociation between \( s \) and \( p \).

![Figure 2. Scatterplot for untransformed values of \( s \) and \( p \) for the sample. (Note that the associated correlation coefficient reported in the text, and all other statistical analyses of parameter values, were calculated using the square-root transformed values.)](image)

Was this true for the two parameters that are more associated with the repetition task, \( p \) and \( nl \)? It was not (Figure 3). \( p \) and \( nl \) were strongly positively correlated, \( r = .46, p < .001 \), and there was a notable lack of patients with low values of \( nl \) and high values of \( p \). Thus, the behavioral data that determines the model parameters suggested that \( p \) and \( nl \) may not be as separate as the model implies. To further explore the association between \( nl \) and \( p \), we carried out regressions in which each parameter was predicted from the other parameter, also including measures of speech apraxia, auditory discrimination, working memory, and semantic comprehension ability referred to in the methods sections.
The results showed that $nl$ was predicted significantly by only two factors, both of which contributed positively to the $nl$ value, parameter $p$ ($t = 3.39, p = .001$) and auditory discrimination ($t = 4.98, p < .001$). Thus, the non-lexical repetition route, whose strength is indexed by $nl$, reflected both the ability to process the auditory input and a production ability, shared with parameter $p$. The absence of a sizable effect of the verbal and nonverbal semantic comprehension measures was expected from the model, as the effectiveness of the model’s non-lexical route is known to be only weakly affected by supra-lexical information (see Nozari et al., 2010). The lack of an effect of the speech apraxia measure was also noteworthy because it dissociated $nl$ (and its shared variance with $p$) from articulatory-motor effects.

Parameter $p$ was predicted, as expected, by $nl$ ($t = 3.39, p = .001$). The only other significant predictor of $p$ was the presence of speech apraxia which was negatively associated with high values of the parameter ($t = -2.46, p = .016$). It appears that parameter $p$, with its association to apraxia, absorbs some motoric processes, whereas $nl$, which was significantly linked to auditory discrimination, picks up auditory abilities.

3.2. Predicting word repetition from $nl$ and $p$

The central claim of the dual-route model is that word repetition is carried out by summing activation from the lexical route (largely determined by parameter $p$), and the non-lexical route (parameter $nl$). Thus, patient word repetition (the score on the PRT) should be predicted primarily by $nl$ and $p$. Because of the interactive property of the model, we also expected that semantic ability would make a small contribution to word repetition.
Input from semantics interactively promotes the strength of the repeated word’s phonology (e.g. Dell et al, 2007; Jeffries et al., 2005, 2006). We carried out this regression on the sample of 103 patients, using as independent variables, $p$, $nl$, and the secondary cognitive measures used in the regressions predicting $p$ and $nl$; as the dependent variable, we used accuracy on the PRT. As expected, there were positive contributions from both model parameters, with a sizable adjusted $R^2$ of .61. $nl$ ($t = 6.05, p < .001$) and $p$ ($t = 3.75, p < .001$) were potent contributors, and the composite measure of verbal semantic comprehension (VCOMP) was a weaker but significant factor as well ($t = 2.15, p = .034$). No other independent variables contributed significantly. This result provides excellent behavioral support for the interactive dual-route approach to word repetition (e.g. Hanley et al., 2004; Nozari et al., 2010).

The analyses of cross-parameter relationships and the ability of the parameters to predict word repetition set the stage for mapping the parameters to the brain. For example, the correlation between $p$ and $nl$ leads to an expectation of some degree of similarity in their lesion maps. Finally, we can examine the neural analogue to the regression in which word repetition is predicted from the parameter values. The expectation is that the voxels that predict word repetition should correspond to those that predict $nl$ and $p$.

3.3. Anatomical findings

The statistical power to detect brain–behavior relationships at a given voxel depends on the number of patients with and without a lesion in the voxel (Kimberg, et al., 2007). Since the strokes that cause aphasia generally are those that compromise the anterior cortical circulation (left middle and anterior cerebral arteries), it was predictable that, in this large sample of aphasia stroke patients, coverage would be excellent in and around the peri-Sylvian region. For example, in the inferior frontal gyrus (IFG), supramarginal gyrus (SMG), superior temporal gyrus (STG) and middle temporal gyrus (MTG), maximal lesion counts were in the 40-50 range, which is around the 50%-50% lesion/nonlesioned breakdown that leads to the greatest power. Coverage was predictably poor in the territory of the posterior circulation, e.g., counts <10 in some inferior temporal/fusiform gyrus voxels that have been implicated in lexical and lexical-semantic processing (e.g., Cloutman et al., 2009). The present data cannot speak to the possible contributions of these areas of low coverage.

3.3.1. Map for parameter $p$

In the VLPM analysis for $p$, with the FDR-thresholded critical $t = 2.69$, a total of 30,437 significant voxels were identified. These were largely concentrated in the anterior part of the dorsal stream, including the SMG, postcentral gyrus, precentral gyrus, and insula (See Figure 4). Voxels with maximal t-values (>4.50) were found primarily in the SMG and postcentral gyrus. There were few if any voxels identified in posterior temporal or parietal-temporal dorsal steam cortices, or in the semantically-important ventral stream regions (e.g., MTG, angular gyrus, anterior temporal lobe). These results are similar to what
Schwartz et al., (in press) found in their VLSM analysis of phonological errors, a major factor in determining the value of the $p$ parameter.

![Figure 4. VLPM analyses of $p$-weight (in red to yellow) and $nl$-weight (in light blue to dark blue), both thresholded at a false discovery rate correction ($q = .05$), rendered on the MNI-space Colin27 template. The critical t-value for $p$-weight is 2.69 and for $nl$-weight it is 2.97. Panel A shows a sagittal slice at MNI coordinate $x = -54$ and panel B shows a coronal slice at MNI coordinate $y = -28$.](image)

The link between $p$ and the anterior parietal cortices (postcentral and supramarginal gyri) suggests that some of the processes leading to phonological errors in production from meaning are performed by somatosensory cortical areas. Also of importance was the finding that there were very few significant voxels in the posterior superior and middle temporal gyri (Wernicke’s area), a region sometimes associated with lexical-phonological word forms (Graves, et al., 2008; Indefrey & Levelt, 2004; Wernicke, 1874/1969). An interpretation of this finding, which we expand on later, is that phonological errors are generated at a later production stage than that of the retrieval of word forms.

3.3.2. Map for parameter $nl$

The VLPM analysis of $nl$ (critical $t = 2.97$) identified 14,544 significant voxels. Figure 4 renders the map for $nl$ (blue scale) together with the map for $p$ (red scale). The area common to these maps, identifying voxels what were significant in both analyses, occupies the SMG and postcentral gyrus, with minimal extension into the precentral gyrus. Outside the common area, $p$ was uniquely predicted by damage to the insula, and $nl$ by damage to superior temporal auditory areas, specifically STG, the posterior third of the planum temporale, and the cortex at the juncture of the parietal and temporal lobes, including area Spt.

The similarities and differences between maps for $p$ and $nl$ corresponded well to the behavioral data. Recall that $p$ and $nl$ were correlated, but that $p$, and not $nl$, was associated
with speech apraxia, while $nl$, and not $p$, was linked to auditory discrimination abilities. We return to this parallel in the general discussion.

3.3.3. Word repetition predicted from $p$ and $nl$

The dual-route model predicts that word repetition is carried out by summing the lexical and non-lexical route. In the behavioral data this prediction was supported by showing that word repetition accuracy was strongly predicted by the $nl$ and $p$ parameters. It is important to note that this prediction constitutes a cross-task and cross-material verification of the model. The $p$ parameter is derived from word naming, and the $nl$ parameter from nonword repetition. Now that we have brain maps for $p$ and $nl$, we can ask how these maps relate to voxels that predict word repetition as judged by the PRT.

The answer is shown in Figure 5. With the critical $t = 2.42$, there were a total of 63,753 voxels that significantly predicted word repetition. Comparison of the panels on the left of Figure 5 with those on the right shows that the voxels with maximal $t$-value for word repetition (scaled yellow in the panels on the left) corresponded closely to the common region for $p$ and $nl$ (green area on the right). Further analysis revealed that a total 8,025 voxels achieved significance in all three analyses, and these were located primarily in SMG and postcentral gryus, with modest extension into inferior precentral gyrus. These findings provide neuroanatomic support for the dual-route property of the model. Additionally, they identify the anterior, inferior parietal region as a critical substrate for phonological access in production.

A notable feature of the lesion map for repetition is the extension of the lesion map posteriorly into the angular gyrus and the posterior temporal lobe, including most of the STG and small portions of the MTG. As we noted earlier, the angular gyrus and MTG are known to be important for semantic processing, so one interpretation of this finding is that in addition to the processes captured by $p$ and $nl$, successful word repetition also is promoted by good semantic comprehension of the target word.
Figure 5. VLPM analysis of repetition accuracy (PRT; Panels A1 and A2) and the lesion mask derived from voxels common to p-weight, nl-weight, and repetition accuracy (in green) superimposed on it (Panels B1 and B2), each thresholded at a false discovery rate correction (q = .05), rendered on the MNI-space Colin27 template. The critical t-value for PRT was 2.42. Upper panels show sagittal slices at MNI coordinate x = -54 and lower panels show coronal slices at MNI coordinate y = -28.

3.3.4. Map for parameter s

Figure 6 shows the VLPM map for s (critical t-value = 2.25). A very large number of voxels (110,395) exceeded this threshold and, different from the p and nl parameters, these were widely distributed in the left hemisphere. Anteriorly, there were large concentrations of voxels in the anterior temporal lobe (anterior superior and middle temporal gyri and temporal pole; maximal t-value 4.94), and prefrontal cortex (middle and inferior frontal...
gyri; maximal t-value 5.0). Posteriorly, there was a sizeable cluster at the juncture of parietal-temporal and parietal-temporal-occipital lobes, including the angular gyrus (2613 voxels; maximal t-value 3.85). There were no significant voxels in the posterior STG/MTG region that includes Wernicke's area (i.e., between the middle portion of the temporal lobe and the termination of the Sylvian fissure).

Figure 6. VLPM analysis of s-weight (red-yellow) thresholded with a false discovery rate correction (q = .05), rendered on the MNI-space Colin27 template. The critical t-value was \( t = 2.25 \). Panel A shows a sagittal slice at MNI coordinate \( x = -54 \) and panel B shows a coronal slice at MNI coordinate \( y = -16 \).

It is apparent in Figure 6 that the s-map also includes voxels in the anterior dorsal stream territory where we had earlier identified effects for \( p \). We determined that 10,568 voxels were significant in both analyses; this is 34.7% of the \( p \)-weight significant voxels and 9.6% of the s-weight significant voxels. The overlapping voxels were in the supramarginal gyrus extending into the post-central gyrus. This result surprised us for two reasons: first, the lack of correlation between the actual \( s \) and \( p \) parameters; second, a recent finding from our group that the VLSM maps for semantic and phonological errors in naming did not overlap at all (Schwartz et al., in press). Consequently, we explored the s-map further. It turned out that \( s \) is unique among the parameters in that it was significantly correlated with lesion volume (\( r = -.35 \)), thus raising the possibility that some \( s \) associated voxels are just those that tend to occur in large lesions. We regressed lesion volume out of the maps for all three parameters and examined them at an arbitrary threshold of \( t = 2.0 \). The \( p \) and \( nl \) maps were largely unchanged. The s-map, though, no longer exhibited suprathreshold voxels in the region that had originally overlapped with \( p \). It did, however, retain voxels in the anterior temporal lobe, frontal lobe, and parietal-temporal junction and angular gyrus.

4. General Discussion
We determined the $p$, $nl$ and $s$ parameters of the dual-route interactive two-step model for 103 aphasic individuals, and sought their neural correlates using voxel-based lesion parameter mapping. We reached several conclusions:

The model's $s$ and $p$ parameters were uncorrelated and mapped for the most part to different brain areas. The $s$ parameter, though, did not map to a single region. This was not entirely unexpected. Prior VLSM studies of semantic errors in naming had also identified voxel clusters in multiple regions, including portions of the anterior temporal lobe (ATL), prefrontal cortex, and angular gyrus (the latter effect was specific to thematically-related semantic errors; Schwartz et al., 2011; also Schwartz et al., in press; Schwartz et al., 2009; Walker et al., 2011). The map for the $s$ parameter identified all these regions, and another in the anterior parietal region that we argued was probably explained by the correlation of $s$ with lesion size.

Overall, the VPLM of $s$-weight questions the model's characterization of $s$ as a single cognitive function. The estimated value of $s$ likely picks up on error generation processes that are not strictly associated with the transmission of activation from semantic to lexical representations (see, e.g. Rapp & Goldrick, 2000; Schwartz et al., 2006). This could include semantic representations that serve both comprehension and production; the ATL and angular gyrus are considered major sites for these core semantic representations (e.g., Patterson et al., 2007; Binder & Desai, 2011; Binder et al., 2009). It could also include attentional or working memory processes that control such representations; this would help explain the large concentration of $s$-associated voxels in prefrontal cortex (Badre & Wagner, 2007; Hamilton, Martin, & Burton, 2009; Schnur et al., 2009; Thompson-Schill et al., 1997) and possibly in parietal-temporal cortex as well (Jefferies, Baker, Doran, & Lambon Ralph, 2007; Jefferies, Crisp, & Lambon Ralph, 2006; Noonan et al., 2012).

In contrast to the stark differences between the $s$ and $p$ maps, $nl$ and $p$ were closely related, both behaviorally and in their associated brain regions. Although they represent separate sets of connections in the model, they did not so clearly dissociate, either behaviorally or in the brain. The mapping of $nl$ and $p$ did, however, confirm the prediction from the dual-route aspect of model that the word repetition is carried out through both $nl$ and $p$. There was a close correspondence between the voxels that are associated with word repetition and those associated with $nl$ and $p$.

There are some differences between $nl$ and $p$, though. Parameter $p$ is correlated with speech apraxia, but not auditory discrimination, whereas $nl$'s correlation with these is just the opposite. Moreover, $nl$'s voxels are closer to auditory areas than $p$'s are. We therefore propose that $nl$ and $p$ act as a system linking auditory and articulatory aspects of speech, with their common component representing the brain's extraction of phonology. This system can be distinguished from that indexed by parameter $s$, which links up to the $p$-$nl$ system when there is a need to translate meaning into phonological representations and
ultimately articulation. This proposal is illustrated in Figure 7.

![Figure 7. Model parameters $nl$ and $p$ together represent the dorsal stream.](image)

In essence, our proposal is that $p$ and $nl$ together represent the action of the dorsal stream and its role in the repetition of verbal stimuli (Baldo, Katseff, & Dronkers, 2012; Buchsbaum, et al., 2011; Fridriksson et al., 2010). The dorsal stream is distinct from the processing associated with parameter $s$, which indexes semantic processes and their use during production. Given that parameter $p$ is derived solely from performance in the naming task, this means that the part of the dorsal stream associated with $p$ plays an important role during language production from meaning.

To flesh out this proposal, we now turn to two recent computational models that address the contribution of the dorsal stream to language production, the *Lichtheim2 model* of Ueno et al. (2011) and Hickok's (2012) *hierarchical state feedback control (HSFC)* model. These models have four useful features for our purposes: First, they are not just concerned with sensory-motor aspects of speech production, but rather have attempted to link up speech production and processing with the language system. Because our data and model parameters concern both semantic and phonological aspects of production, this is critical. Second, these models have computational implementations. Although the implementations have not been developed to the point that speech error patterns are simulated, they nonetheless make claims about processing levels and how processing flows among the levels. Third, the models have something to say about both word retrieval from meaning
and the repetition of phonological forms. Finally and crucially, the proposed processing levels in the models are assigned to brain regions.

The *Lichtheim2 model* of Ueno et al. (2011) combines a multi-leveled parallel-distributed processing (PDP) approach to cognition (e.g. Rogers et al., 2004) with the notion that the neuroanatomical organization of the language system includes dorsal and ventral pathways. In Ueno et al.’s implementation, the dorsal path includes auditory cortex and surrounding areas, the inferior SMG, and motor cortex. The ventral path also links auditory and motor cortex, but through the temporal and frontal lobes. The model’s connections link the various layers of these pathways, and their strengths are learned through training. The model was trained to repeat words (map from the auditory input to motor output layers) and to produce words from meaning (map from the model’s “semantic” layer (associated with the ventral anterior temporal lobe), to motor output). Because of the model’s learning algorithm and its interactive architecture, which allows for activation to flow bidirectionally, both the dorsal and ventral paths contribute to both repetition and naming. There is, nonetheless, some specialization in the paths. The dorsal path is more important for the systematic mappings between sound and articulation, whereas the ventral path becomes specialized for the unsystematic mapping between word meaning and word form.

The fact that Lichtheim2’s dorsal path is the major factor in the repetition task makes it well suited to explaining our finding that *nl* and *p* were mapped to dorsal stream areas, and particularly the SMG, which the Lichtheim2 model associates with extracting and representing the statistical structure shared between speech sounds and phonotactics. Moreover, the role of *p* in naming is expected in that model from the fact that the dorsal path also makes a contribution to naming. The model also provides a good account of our finding that parameter *s* is strongly associated with temporal and frontal cortex. Finally, the fact that verbal semantic ability has a positive effect on word repetition is expected from the interactive property of the model.

Hickok’s (2012) HSFC model links psycholinguistic approaches to production to motor control theory. Word forms are retrieved and spoken through a control network involving phonological targets at both the syllable and phoneme level, corresponding motor programs for these units, and acoustic and somatosensory feedback to the target representations (see also Guenther et al., 2006). The crucial part of the model for our purposes is that it hypothesizes different brain circuits for programming syllable and phoneme-level units. The retrieval of whole syllable units involves a mapping between Wernicke’s area (posterior superior temporal gyrus), which contains auditory syllable targets, and BA44, which is part of Broca’s area containing syllable motor programs. With regard to phoneme units, the retrieval processes proceed through the anterior SMG, which contains somatosensory phoneme targets, to vBA6-M1 for phoneme motor programs.

Given that the *p* and *nl* parameters derive largely from phonemic errors, that is, responses such as “cap” or “cag” for CAT, it makes sense that these parameters would line up more with the phonemic rather than the syllabic control circuits in the HSFC model. We hypothesized that *p* and *nl* together represent the strength of the mapping from audition to
motoric processes and that their common voxels may represent neural tissue that encodes regularities in this mapping. These regularities could involve phonemic or phonemic feature units. The $p$-$nl$ overlap voxels clearly implicate the supramarginal gyrus, which the HFSC model associates with somatosensory representations of phoneme targets. Damage to such targets would thus be expected to generate phonological errors in production. In this way, the current study is consistent with the HFSC model.

When we say that damage to the $p$-$nl$ overlap area leads to phonemic or phonological errors, it raises the question of how or even whether abstract linguistic representations can be distinguished from auditory and articulatory ones. Finding that the $p$-$nl$ overlap localizes to sensory-motor areas of the brain, as opposed to traditional linguistic regions such as Wernicke’s area and other temporal regions associated with phonological retrieval, suggests either that the production errors that go into $p$ and $nl$ are not abstract phonological errors, or that phonological representations have a sensory-motoric character. The former possibility is likely true for some of the “phonological” errors that the patients make. Some may arise from faulty auditory perceptual processes (e.g. the correlation of $nl$ with auditory discrimination abilities) or from faulty motoric planning (e.g. the correlation of $p$ with apraxia). The latter possibility, however, also has merit because, within linguistic theory, the role of audition and articulation in shaping phonological generalizations is readily acknowledged (e.g. Cole & Hualde, 2003). Moreover, the theory of articulatory phonology (Browman & Goldstein, 1992) assumes that phonological forms consist of temporally coordinated gestures rather than abstract discrete segments. This approach to phonology is increasingly being used to interpret both linguistic and psycholinguistic data (e.g. Goldstein et al., 2007).

Gow (in press) makes a similar move towards an articulatory-based account of phonological processes in production in his arguments for a “dorsal route lexicon” that localizes to the left SMG and houses articulatorily organized word-form representations. This is in opposition to the popular view that lexical-phonological representations are auditory-based and centered on posterior temporal cortices in and around Wernicke’s area (e.g., Graves et al., 2007; Indefrey & Levelt, 2000, 2004; Wilson et al., 2009; de Zubicaray et al., 2002). Our evidence that parameter $p$ associates with lesions to SMG and not STG favors Gow’s position.

However, let us accept the more traditional view that lexical-phonological forms inhabit the posterior temporal lobe and consider another possibility for why lesions here did not correlate with $p$. Our proposal is that deficits in the retrieval of lexical-phonological forms may manifest in errors of omission or, more generally, in errors in which little of the word form is present in the response. These errors can be contrasted with the target-related phonemic errors that comprise the bulk of errors that go into the determination of $p$. Thus, damage to the phonological lexicon in the posterior temporal lobe may lead to different kinds of errors than damage to the area linked to parameter $p$. This proposal is in line with Hickok (2012)’s HFSC, which assumes a role for Wernicke’s area in the retrieval of whole syllables and syllable sequences, as opposed to parietal areas that play a role at the
phonemic level. Damage to the whole-syllable level may lead to omission of entire words and syllables, whereas damage to the finer phonemic level leads to perturbation, omission, or deletion of phonemes. Our proposal is also consistent with studies of aphasia that distinguish between lexical-phonological deficits and post-lexical phonological deficits (e.g. Goldrick & Rapp, 2007; Buchwald & Miozzo, 2012). For now, the claim that omission errors arising during retrieval of lexical-phonological forms will be predicted by voxels in posterior temporal regions must remain a question for future research. It is not easy to clearly identify the functional locus of aphasic omission errors, and even so, power issues confound attempts to identify the neural correlates of uncommon errors using VLSM, even in a sample of 103.

5. Conclusions

Mapping the parameter values of the dual-route interactive two-step model to the brain has supported the model in some ways and challenged it in other ways. The relation between the neural correlates of word repetition and those of the model's nl and p parameters was consistent with the model. Also, as expected, the model's s and p parameters were, to a large extent, neurally and behaviorally distinct. The nl and p parameters, however, were found to be correlated in the patient sample, and associated with many of the same voxels in the brain, notably in central and parietal areas, as opposed to temporal areas that have previously been associated with lexical phonological forms. This is unexpected from the model. Consequently, we reinterpreted the nl and p parameters as overlapping aspects of the dorsal stream proposed in current theorizing about language processing in the brain (e.g. Hickok & Poeppel, 2004; Hickok, 2012; Ueno et al., 2011).

As a final point, we note the value of mapping the parameters of cognitive models of pathological behavior to lesion locations. Not only can one do conventional cognitive neuroscience and locate cognitive functions in the brain, one can also use the lesion data to directly test the model and stimulate changes in it.
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