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Abstract 

A recent theory proposes that storing information in long-term memory depletes a 

limited resource which recovers gradually over time. Here, we provide a critical test of this 

theory by showing that free recall is worse if a word is preceded during study by a low-

frequency word and by a short inter-stimulus-interval (ISI). These effects interacted – the 

preceding study word’s frequency effect decreased as the pre-ISI increased. The duration of 

subsequent ISI had no effect. The resource-depletion-and-recovery model explains these 

results by positing that the amount of resources required for encoding in long-term memory 

is an inverse function of the existing representation’s strength, and that these resources 

recover more when the pre-ISI is longer. The theory’s predictions are contrasted with three 

alternatives – temporal distinctiveness, selective rehearsal and refreshing, and short-term 

consolidation – none of which fit the data. We compare each set of predictions using the 

PEERS dataset (Healey & Kahana, 2016). The resource-depletion-and-recovery theory’s 

predictions provided the best match to the data. 

Keywords: memory resources, long-term-memory, encoding 
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Sequential study effects of free time and word frequency in long-term memory: A 

critical test of four theories using a large-scale publicly available dataset 

Despite the seemingly unlimited capacity of long-term memory (LTM; Brady et al., 

2008; Konkle et al., 2010; Standing, 1973), there is a limit on how much information can be 

added to LTM at any given time. As an example of this limit, consider that both short-term 

memory (STM) and LTM performance consistently degrades when the “free time” between 

study items is reduced (Brown et al., 2006; Criss & McClelland, 2006; Malmberg & Nelson, 

2003; Mizrak & Oberauer, 2021; Ricker & Hardman, 2017). This limitation could arise through 

various mechanisms – it could be due to reduced temporal distinctiveness (Brown et al., 

2006), due to reduced opportunity for articulatory rehearsal or attentional refreshing (Camos 

et al., 2009), or due to the interruption of a consolidation process (Ricker & Hardman, 2017).  

In addition to these three, now standard, explanations for the benefit of extra study time, a 

recent theory developed in our lab proposes that storing information in LTM requires the use 

of a limited encoding resource that recovers gradually over time (Popov & Reder, 2020, in 

press; Reder et al., 2007)1. This gradual resource recovery assumption was developed to 

account for the mixed-list word frequency paradox (Popov & Reder, 2020; Reder et al., 2007), 

but it could be extended to account for the free time benefit. There is little consensus as to 

why human memory improves with more free time during study, and the goal of this paper 

is to provide a critical test of the four theoretical accounts mentioned above.  

 

1 This theory is an evolution of the Source of Activation Confusion (SAC) model originally developed by Reder and 

Schunn (1996), Schunn et al. (1997) and  Reder et al. (2000) and builds upon ideas about the low-frequency encoding 

disadvantage presented in Diana and Reder (2006) and Reder et al. (2007). 
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One promising area in which to test these theories is at the trial level: 1) what are the 

effects of free time when it varies either before or after a presentation (also see Mizrak & 

Oberauer, 2021); and 2) does the size of the free time benefit interact with stimulus difficulty? 

To test these, we turn to the Penn Electrophysiology of Encoding and Retrieval Study (PEERS) 

dataset, a highly powered public list-learning free recall dataset that, critically, varies the 

inter-stimulus-interval (ISI) between words in each list on a trial by trial basis (Figure 1a). 

When the ISI varies in duration from trial to trial, it is possible to distinguish between 

proactive and retroactive effects of free time – a longer preceding ISI (pre-ISI) or a longer 

following ISI (post-ISI) could affect memory differently. This is valuable, because it provides 

a particularly diagnostic test between the above theories: to explain the benefit of free time, 

each theory makes very different predictions concerning the pre- vs post-ISI effects. 

We begin with the resource-depletion-and-recovery theory of SAC. This theory 

assumes that 1) storing information in LTM requires binding item and context information 

together, that 2) the amount of resources required for this binding is an inverse function of 

the strength of the item’s representation, that 3) the strength of these bindings will be weaker 

if you do not (or cannot) allocate sufficient resources, and that 4) these resources recover 

gradually over time. Within this account, free time helps memory by allowing the encoding 

resources to recover or replenish to a greater extent before the next study item appears. 

Support for the resource-depletion-and-recovery theory comes primarily from the 

recent discovery of “sequential study effects” – that memory for one study item depends on 

how difficult it was to process the items that preceded it during study. For example, memory 

for an item in study position N is better, if the items in positions N-1, N-2, etc. are (a) high- 

rather than low-frequency words, (b) more frequently (as opposed to less frequently) 

experienced pseudo-words during the training that preceded studying the critical list, (c) 
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words presented more frequently during the study session itself, or (d) words followed by 

instructions to forget rather than to remember them (Popov et al., 2019; Popov & Reder, 

2020). These sequential study effects accumulate, such that a longer sequence of difficult-to-

process items hurts memory for subsequent items even more. Importantly, these results 

cannot be due to other mechanisms such as selective rehearsal, distinctiveness, or attentional 

borrowing (Popov et al., 2019). The key insight behind these results is that some items (low 

frequency words, to-be-remembered items, etc.) deplete more resources during encoding and 

they leave fewer resources available for processing additional items. 

Since the PEERS dataset also naturally varies word frequency, this theory makes two 

critical predictions concerning the effect of free time between items and its interaction with 

the sequential frequency effect. SAC’s postulation of resource depletion and recovery predicts 

that increasing the temporal gap before a study item (i.e., the pre-ISI) would allow resources 

to recover to a greater degree, thereby increasing memory performance for the item that 

follows the longer interval. In addition, since increasing the pre-ISI leads to greater resource 

recovery, a longer pre-ISI should also diminish the sequential study effects, described above, 

concerning the roll of frequency of preceding study items.  Specifically, the frequency of the 

preceding study items should matter less if there is more time for resources to recover before 

studying the next item in the list. 
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Figure 1. a) An illustration of the study procedure in PEERS. Each word was presented for 3000ms and 

the ISI was uniformly distributed between 800ms and 1200 ms; free recall performance for the word 

“tree” could depend on the frequency of the preceding study word (forward sequential effect of word 

frequency), on the frequency of the subsequent word (backward sequential effect of word frequency), on 

the duration of the preceding interval (proactive pre-ISI effect), or on the duration of the subsequent 

interval (retroactive post-ISI effect). b) Predictions about the four different sequential effects for the 

resource-depletion-and-recovery theory and the temporal distinctiveness theory. Green checkmarks 

mean that the effects is predicted by the theory, red X marks mean that the theory predicts no effect, and 

the yellow question marks mean that the prediction from the theory is unclear because it depends on 

additional assumptions. c) Observed data pattern (a smaller checkmark reflects a smaller effect).  

 

In contrast, the other existing explanations for the benefit of free time make very 

different predictions concerning the pre- vs post-ISI effects and the sequential study effects 

(see Figure 1b). Temporal distinctiveness theory assumes that items are stored along a 

temporal dimension and that retrieval is a function of how temporally distinct items are from 
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each other (Brown et al., 2006, 2007; Morin et al., 2010). Thus, adding free time on either 

side of a study item should benefit memory equally. When it comes to the frequency of the 

surrounding items, they should have no effect, unless one assumes that LF items are more 

distinct, which might cause interference. In this case, the effects should again be both 

proactive and retroactive. It is not clear whether this account predicts an interaction between 

the two factors.  

Two maintenance mechanisms could also explain the benefit of free time and the 

benefit of preceding high-frequency words – verbal rehearsal and/or attentional refreshing 

(Barrouillet et al., 2011; Camos et al., 2009). For free time, this account predicts that the 

effect should be retroactive but not proactive – more time following the word presentation 

allows more opportunities for rehearsal or refreshing. If we assume that low-frequency items 

are more likely to be forgotten, this account also predicts that people could spend more time 

rehearsing prior low-frequency items, thus hurting memory for the current item.  

A final possibility is that words take a certain amount of time to be consolidated, and 

that more time during the ISI allows the consolidation process to complete (Jolicœur & 

Dell’Acqua, 1998; Ricker et al., 2018; Ricker & Hardman, 2017). Thus, the benefit should be 

both retroactive and proactive – a longer post-ISI allows consolidation of the prior item to 

finish, while a longer pre-ISI reduces the possibility that consolidation of the prior item will 

interrupt encoding of the current item. When it comes to the sequential frequency effect, the 

prediction is unclear – one could assume that low-frequency words take longer to consolidate, 

which would impair words for the subsequent items. However, the typical consolidation 

process in STM is assumed to take between 500-1000ms (Ricker & Hardman, 2017), which is 

a significantly shorter time than the intervals used in this study (3800-4200ms per item, see 

Figure 1a).  
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To contrast these four mechanisms, and to provide the most stringent test to date of 

SAC’s resource-depletion-and-recovery assumption, we reanalyzed data from the PEERS 

dataset. This existing dataset is suitable for testing the predictions discussed above for 

several reasons. First, as mentioned above, the ISI in the PEERS study varied randomly on 

each trial from 800ms to 1200ms (see Figure 1a). Second, while temporal isolation effects 

are often unreliable in serial recall tasks (Brown & Lewandowsky, 2005; Lewandowsky et al., 

2006; Peteranderl & Oberauer, 2018), they have been repeatedly observed in long-term free 

recall and recognition tasks (Brown et al., 2006; Morin et al., 2010). Third, this dataset 

involves several hundred participants who completed multiple hour-long sessions – as such, 

it has sufficient power to detect even small effects (previous null effects in the literature 

could be attributed to lack of power, see Morin et al., 2010, for this discussion).  

A previous reanalysis of the PEERS dataset has demonstrated that memory for word 

X was better when the preceding item during study X-1 was of higher frequency (Popov & 

Reder, 2020). The critical questions in this paper are whether there would be a beneficial 

effect of the pre-ISI and post-ISI on free recall performance, and whether a longer pre-ISI 

would diminish the sequential effects of word frequency. As Figure 1b demonstrates, the 

combination of these predictions provides a highly diagnostic test of the four possible 

explanations. 

Materials and Methods 

These methods are described in detail in Healey & Kahana (2016). An abbreviated 

version is included here to facilitate comprehension of the new information reported herein. 

All analyses and results are novel and have not been previously reported.  
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Participants 

Our analyses focus on the 230 participants who completed Experiment 1 of PEERS. 

The sample included 192 college students (age range: 18-30 years) and 38 older adults (age 

range: 61-85 years). For full demographic information, please consult Healey & Kahana 

(2016). 

Procedure and materials 

In Experiment 1 of PEERS, participants performed a free recall task that consisted of 

7 sessions. During each session, participants were presented with 16 lists of 16 words each. 

During study, words were displayed one at a time in the middle of a computer screen. Each 

word was shown for 3000ms, followed by a jittered, uniformly distributed ISI of 800-1250ms 

(see Figure 1a). Immediately after all 16 words within a list were presented, participants 

were given 75 seconds to recall as many words from the list as possible. For each participant, 

each word was randomly selected from a pool of 1638 words. These words varied randomly 

in their natural frequency. 

Data analysis 

We analyzed the free recall performance using logistic mixed-effects regression 

models (Baayen et al., 2008). Random effects were determined through restricted likelihood 

ratio tests and all final models included varying intercepts for subjects and individual 

words/word pairs (i.e., subjects and items differ in their overall accuracy). We excluded the 

last four words of each list from the analysis because performance for them could be based 

on short-term rather than LTM. The final dataset included 247,914 free recall observations. 

We inferred the significance of each effect based on likelihood ratio tests and AIC 

comparisons of the regression models that contained the effect in question with identical 

models that lacked this contrast. 
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Predictors in the model included the duration of the pre-ISI and the post-ISI, the log 

frequency of the  preceding study word, the current study word and the subsequent study 

word (as measured by the SUBTLEX norms; van Heuven et al., 2014). In addition, the model 

included the interaction between the pre-ISI and the preceding word’s frequency, as well as 

the interaction between the post-ISI and the subsequent word’s frequency. All predictors used 

in the models were continuous; however, for illustration purposes we binned each variable. 

For the pre-ISI, we created four bins – 800-900ms, 900-1000ms, 1000-1100ms and 1100-

1200ms. Since ISI was uniformly distributed, each bin contained approximately an equal 

number of observations. The log word frequency was instead normally distributed. To avoid 

having fewer observations for higher and lower frequencies, we sorted words by frequency 

and then created 20 bins such that each bin contained an equal number of observations. 

Results 

We found that as the pre-ISI increased, so did the recall probability for the word that 

followed it (see Table 1 for a summary of the regression results). As can be seen from Figure 

2 (left), the effect was small – recall probability increased by ~1% as the pre-ISI increased 

from 800-900ms to 1100-1200ms. This is not surprising, since the average difference in 

duration between trials these two bins is just ~300ms (small relative to a total trial duration 

of 3800-4200ms). This effect size is comparable to that obtained by Brown et al (2006) – in 

their study the ISI varied from 0-3500ms, and memory increase by ~10% as the ISI increased 

from 0 to 3500ms. Consistent with the resource-depletion-and-recovery theory, there was no 

retroactive benefit of the post-ISI length (Figure 2, right). 

As described in Popov and Reder (2020), recall probability also increased as the 

frequency of the preceding study word increased (Figure 3, left). Importantly, we found that 

the pre-ISI and the preceding word frequency factors interacted significantly. As can be seen 
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from Figure 3, the effect of the preceding study word frequency got smaller as the pre-ISI 

duration got longer (as indicated by the differences in the slope of the lines for the different 

pre-ISI durations). The left panel shows the raw data; to illustrate the differences in the slope 

for the preceding word frequency as a function of preceding ISI duration, the right panel of 

Figure 3 shows the data after the mean main effect of preceding ISI was subtracted from each 

condition (see Figure A1 in the Appendix for the uncorrected raw data). 

Surprisingly, there was also a smaller backward effect of the frequency of the 

subsequent word (Table 1) – words followed by higher frequency words tended to be recalled 

more easily. This effect was significantly smaller than the effect of the preceding word’s 

frequency, as confirmed by a z-test comparison of the regression parameters (Table 1). 

Finally, in contrast to the interaction between the preceding item’s frequency and the pre-ISI 

duration, the frequency of the following item did not interact with the post-ISI. 

 

 

Figure 2. Recall probability depending on the Pre-ISI interval (left) or the Post-ISI interval (right) 
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Figure 3. Left – recall probability as a function of the frequency of the items that preceded the 

current. Right – changes in the preceding frequency effect slope as a function of the preceding ISI. The 

colored lines show the best fitting regression lines The right panel shows the regression fit after the main 

effect of preceding ISI (intercept) has been subtracted so that the slopes to be compared more easily (see 

figure A1 for the uncorrected raw data). 

Discussion 

Out of the four theoretical mechanisms we discussed in the introduction, the SAC 

resource-depletion-and-recovery theory’s predictions come closest to the data (Figure 1c). It 

is the only account that predicts the presence of a proactive pre-ISI benefit together with the 

absence of a retroactive post-ISI effect, as well as the interaction between the prior item’s 

frequency and the pre-ISI duration. None of the other theories can account for the lack of a 

post-ISI effect and they cannot explain why the effect of the preceding word frequency 

decreases as the pre-ISI gets longer. In contrast, this prediction comes naturally from the 

resource depletion account – preceding LF words deplete more resources and leave fewer 

resources available for processing the current item but a longer pre-ISI allows these 

resources to recover more, diminishing the effect.  
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Table 1 Parameter estimates for the mixed-effects logistic regression on predicting recall 

performance 

Main fixed-effects β 
β  

(std. err.) 
z p ΔAIC* 

Intercept -0.510 0.080    

Current word’s frequency 0.067 0.015 4.447 < .001  

Preceding word’s frequency 0.071 0.014 5.249 < .001 -45 

Following word’s frequency 0.051 0.014 3.835 < .001 -30 

Pre-ISI duration 0.494 0.157 3.147 .002 -13 

Post-ISI duration 0.261 0.157 1.668 .095 -1 

Interactions between fixed-effects β 
β  

(std. err.) 
z p ΔAIC* 

Pre-word frequency X pre-ISI duration -0.133 0.059 -2.273 .023 -3 

Post-word frequency X post-ISI duration -0.076 0.059 -1.296 .195 0 

Random-effects σ     

Subject intercept 0.49   
  

TBR instructions for the item at lag1 0.33  
 

  

Parameter comparisons z  p   
  

Pre-word freq > Post-word freq 2.307 .021   
 

Note: *Aikake Information Criterion (AIC) evidence for the full model relative to a model that lacks this effect. 

Smaller values reflect a better fit of the full model. ΔAIC < -2 reflects that including the relevant factors significantly 

improves the regression fit.  

 

One surprising finding was that the subsequent item’s frequency also affects memory 

for the current item. This prediction is the only one that is inconsistent with the resource-

depletion-and-recovery theory. Only the distinctiveness account predicts both a forward and 

a backward sequential frequency affect, if we assume that low-frequency words are more 

distinct. However, the distinctiveness account would predict that the two effects should be of 

similar magnitude, and that there should be a post-ISI effect as well, which is not what we 

found. It is possible that all the other effects are generated by the resource-depletion-and-

recovery-mechanism, while the smaller effect of the subsequent item’s frequency reflects 
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some form of attentional capture that is greater for low-frequency words (Murdock, 1998). 

The attentional-likelihood theory proposes that low-frequency words attract more attention, 

thus presenting a lower-frequency word after the current item might be more likely to detract 

attention away from it.  

The effects reported here provide a critical test of different theories that attempt to 

explain how free time affects memory. Any model of these results should be able to account 

for 1) the proactive benefit of having high frequency preceding words, 2) the proactive benefit 

of having a longer pre-ISI, 3) the diminishing benefit of the preceding item’s frequency as the 

pre-ISI increases, 4) the absence of a retroactive post-ISI benefit. The idea that people utilize 

the free time to rehearse or attentionally refresh previous items provides the worst match to 

the data. Furthermore, prior research has shown that suppressing rehearsal or dividing 

attention does not attenuate sequential study effects, as would be predicted by the differential 

rehearsal or refreshing accounts (Popov et al., 2019). Thus, the resource-depletion-and-

recovery theory is currently the only to provide a near complete account of the data. 

These results are consistent with a similar recent finding in a working memory serial 

recall task (Mizrak & Oberauer, 2021). Mizrak and Oberauer found that if one of the intervals 

in a list of seven words is longer (2500ms) rather than shorter (500ms), this leads to better 

memory for all subsequent items, but not for the preceding items. They also argue that these 

findings are not consistent with maintenance-based mechanisms such as selective rehearsal 

or refreshing of preceding items, nor with temporal distinctiveness accounts. They conclude 

that the results could be explained by either the depletion of a gradually recovering resource 

or by assuming that longer intervals allow the preceding items to be chunked and offloaded 

to LTM which, in effect, reduces the set size maintained in WM. While their findings cannot 

distinguish between the two explanations, the results presented here cannot be explained by 
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offloading some parts of the list to LTM since this is already a LTM task. As such, the resource-

depletion-and-recovery theory provides a more parsimonious account of both findings. 

Open Practices Statement 

The predictions for this experiment were not preregistered. The PEERS dataset is 

freely available at http://memory.psych.upenn.edu/Data_Archive, courtesy of M. Kahana. 

The analysis code used for the reanalysis is available at 

https://github.com/venpopov/sequential-effects-of-free-time-and-frequency  

Appendix A: 

 

Figure A1: The raw interaction between preceding study item frequency and pre-ISI duration. In contrast to 

Figure 3, the main effect of pre-ISI has not been removed. 
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