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Infants and children are generally more successful than adults in learning
novel languages, a phenomenon referred to as a critical or sensitive period for lan-
guage acquisition. One explanation for this critical period is the idea that chil-
dren have access to a set of language learning processes or mechanisms
unavailable to adults. From this perspective, developmental change is explained
in terms of a discontinuity of learning processes. We suggest that this is not
the only possible explanation for developmental change in language learning
outcomes. Instead, we propose that the mechanisms underlying language
acquisition (in particular, we highlight statistical learning) are largely continuous
across the lifespan. From this perspective, developmental change is explained
in terms of experience, differences in the input with age, and maturational
changes in the cognitive architecture supporting learning, even while the learn-
ing process itself operates continuously across developmental time. © 2016 Wiley

Periodicals, Inc.
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INTRODUCTION

Perhaps no single phenomenon in the field of psy-
cholinguistics is more readily observed, or has
greater practical import, than the observation that
language acquisition becomes more difficult with age.
Though adults exceed infants on almost every other
measure of cognitive ability, infants are more success-
ful language learners than adults. The evidence for
this claim is widespread. Adults acquiring a second
language do so less easily than children.'™® Children
who have suffered brain lesions recover linguistic
function more easily than adults suffering similar
lesions.*’ Perhaps most compellingly, even in cases
of first language acquisition there appears to be an
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advantage for younger learners.™® This phenomenon
has often been described as a critical period: a matu-
rational window in which younger learners are maxi-
mally prepared to acquire language.

Despite the strength of the evidence in favor of
the existence of a critical period for language acquisi-
tion, its explanation is less clear. One popular form
of explanation suggests that it occurs because
younger learners have access to a different set of
learning mechanisms than older learners.”'" From
this perspective, older individuals learn language in a
qualitatively different way than younger individuals.
In this article, we will review evidence related to the
critical period for language acquisition. Our argu-
ment is that the supposition that older learners are
learning language using a qualitatively different set
of processes or mechanisms than younger learners is
not necessarily correct. Instead, we will explore the
idea that the decline in language acquisition ability
with age can be explained by theoretical accounts
that posit consistency between the learning mechan-

isms in childhood and adulthood.
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EVIDENCE FOR DIFFERENT
LEARNING MECHANISMS

The argument that older learners acquire language
using a qualitatively different set of processes than
younger learners was popularized by Chomsky.'>
Chomsky argued that the evidence from the input is
too sparse to allow children to converge on the cor-
rect grammatical structure of their native language
(cf. Ref 13). Therefore, given that children almost
unfailingly converge on the correct structure, learning
from the input must be supplemented by innate
knowledge (termed Universal Grammar). Eventually,
this knowledge decays, leaving adults unable to take
advantage of innate knowledge of linguistic structure
and forcing them to rely on alternative learning
mechanisms to learn language. An alternative formu-
lation of this type of explanation for the critical
period suggests that changes in language learning are
driven by the developmental onset of new learning
mechanisms. For example, Nazzi and Bertoncini'*
argue that the vocabulary explosion around
18 months is best explained by a shift from learning
words in an associationist manner to a referential
manner. As these examples indicate, accounts of the
critical period vary widely, and encompass many dif-
ferent aspects of the linguistic system from phonol-
ogy to semantics to syntax, but a central feature of
many such accounts is the claim that developmental
changes in the facility for language learning are
driven by qualitative changes in underlying learning
processes.5’9_11’15

This type of theoretical account of the critical
period makes a more specific claim than the observa-
tion that language acquisition is worse in adulthood.
Additionally, this kind of account suggests that lan-
guage acquisition in adulthood is accomplished via
different kinds of underlying processes or mechan-
isms than earlier language acquisition. Two empirical
phenomena have been seen as particularly compelling
support for the claim that the critical period is best
explained by a developmental shift in underlying
learning mechanisms. The first is that the matura-
tional state of the learner predicts the course of
acquisition. For example, a large scale study of immi-
grants to the United States found that the relation
between time spent learning English and ultimate
proficiency differed for young and old learners.> For
those who had immigrated at a young age (before
about age 13), the amount of time spent learning
English was linearly related to proficiency: those who
immigrated earlier were better at using English than
those who immigrated later. By contrast, among
those who immigrated at an older age (after about

Volume 7, July/August 2016

Statistical learning and the critical period

age 14), age at immigration had no predictive rela-
tion to ultimate attainment. This inflection point
around puberty is suggestive of a different path to
proficiency—a different underlying mechanism of
attainment—for young learners and older learners.
However, it should be noted that while Johnson and
Newport went to great lengths to control for the
effects of potential third variables, it is very difficult
to separate out the effects of age of immigration,
length of residence, and social and linguistic back-
grounds of the participants.'® For example, some
subsequent research indicates that age of learning
effects disappear when education is controlled."”

A second piece of evidence consistent with a
shift in underlying mechanisms is that young learners
appear to generalize from linguistic input in a differ-
ent manner than older learners, and are better at
identifying structure from impoverished input. In
Nicaragua, e.g., children acquiring sign language for
the first time transformed a rudimentary gestural sys-
tem created by the adult community into a full-
fledged linguistic system, consistent with the claim
that children naturally possess learning abilities capa-
ble of giving language its fundamental structure.”
Bickerton'® documented a similar phenomenon with
Hawaiian Pidgin and Creole. The term Pidgin refers
to an auxiliary language that develops from a need
to have a common communication method between
closely situated speakers of mutually unintelligible
languages. Consequently, Pidgin languages have no
native speakers and are constructed from multiple
languages and cultures. They are characterized by
impoverished and inconsistent syntactic patterns. A
creole, on the other hand, is derived from Pidgin
input and involves much more complex and consist-
ent vocabulary, syntax, and grammar. The creoliza-
tion of a Pidgin only happens when children (rather
than adults) learn a Pidgin as their native language,
which has been taken as evidence consistent with the
idea that young children acquire language using a
different set of mechanisms than do adults.

A similar set of conclusions about the special
status of young learners has resulted from studies of
deaf children acquiring a first language. One such
example is Simon, a deaf child who learned Ameri-
can Sign Language (ASL) from his parents. Both of
his parents learned ASL after the age of 15 and were
not proficient according to native signing criteria.
Consequently, Simon received highly inconsistent
input about the rules of ASL compared to other deaf
children with natively signing parents. Despite the
inconsistent input, Simon was able to perform quite
similarly to his peers on tasks of ASL morphology,
and greatly surpassed his parents.® These results,
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consistent with research on the transition between
Pidgin and Creole languages, suggest that children
regularize and enrich simple linguistic input, effec-
tively creating language in a way that adult learners
do not. This has been taken as evidence consistent
with the argument that the critical period is best
explained by children learning language via different
processes or mechanisms than adults use to learn
language.

CRITICISMS OF THE DIFFERENTIAL
MECHANISMS APPROACH

The argument that developmental changes in lan-
guage acquisition can be explained by qualitative
change(s) in underlying mechanism(s) is attractive
both for its apparent fit to the data described above,
and its straightforward nature. However, subsequent
investigations of the neurobiology of language devel-
opment do not lend themselves well to such a
straightforward explanation. To the extent that
members of a species share a biologically determined
shift from one mechanism to another, this shift
should be detectable in terms of a consistent change
in neural organization, function, or response. By con-
trast, the biology underlying language acquisition is
quite variable across individuals, both in terms of
localization of function and in terms of its matura-
tional timeline.'”~** Individual variability in the tim-
ing of learning is not inconsistent with the existence
of a critical period; research exploring both human
and animal learning has demonstrated that a variety
of experiential and pharmacological factors can shift
the opening and closing of the critical period.****
Recall, however, that one of the foundational argu-
ments for a qualitative shift in learning mechanism
comes from the observation of an inflection point
after which age of acquisition is no longer predictive
of ultimate attainment.’

We suggest that this degree of variability is
more consistent with an account in which the critical
period is best explained by a shift in the effectiveness
of a continuous set of underlying mechanisms than it
is with accounts in which the critical period is
explained by a shift from one set of processes to
another.

An additional difficulty for mechanism-change
accounts of the critical period is that learning out-
comes and neurological changes appear to be more
strongly influenced by proficiency than by age of
acquisition. Specifically, native speakers show differ-
ential activation compared to low-proficient learners
but similar activation compared to both high-
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proficient early and late learners.”>* Similarly,
many recent explorations of age of acquisition have
shown a gradual decline, rather than the sharp inflec-
tion predicted by mechanism-change accounts. For
instance, a conceptual replication of Johnson and
Newport’s® study of age of acquisition effects on sec-
ond language proficiency with Spanish natives failed
to show a specific age at which second language
acquisition became impaired.”> Instead, second-
language performance was negatively correlated with
age at the onset of learning, regardless of when learn-
ing began. Furthermore, an analysis of the 1990
U.S. Census failed to indicate discontinuities in learn-
ing. Responses from 2.3 million immigrants with
Spanish or Chinese language backgrounds were eval-
uated and regression of second-language attainment
on age of immigration failed to produce the hallmark
pattern of discontinuity seen in a critical period.'® A
similar study by Bialystok and Miller®® also failed to
reproduce systematic critical period effects. In their
experiment, native Spanish and Chinese speakers
were divided into two groups: those that had learned
English before the age of 15 and those that had
learned English after the age of 15. Late Spanish lear-
ners performed significantly worse on the grammati-
cality judgment task compared to early Spanish
learners. However, Chinese learners did not show
differences in performance when comparing early
and late learners. From a theoretical perspective
arguing that developmental change is due to changes
in underlying learning mechanisms, it is difficult to
explain why one population would undergo this
shift, and another would not.

AN ALTERNATIVE PERSPECTIVE
ON DEVELOPMENTAL CHANGE

It is indisputable that language learning outcomes
become worse the later in life that a learner begins to
acquire a language. The discontinuity hypothesis
explains this developmental trajectory in terms of a
transition from one set of processes—often thought
to be specialized in some way to support language
acquisition—to a different set of processes—often
described as less well suited to language acquisi-
tion.>”1>1537 n the remainder of this article, we
will outline an alternative account, one that explains
the impairment in language acquisition with age in
terms of a single set of language learning processes
that are continuously present across the lifespan.
From this perspective, developmental change arises,
not from a switch from one set of processes to
another, but due to changes in the effectiveness of a
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continuously present set of learning processes. This
account is consistent, in its aims, with a wide variety
of recent theoretical arguments that developmental
discontinuities need not be explained by underlying
changes in mechanism (e.g., stage theories such as
Piaget’s), but instead can be explained in terms of
maturational and experiential changes in a continu-
ous set of processes.’®*

The case of vocabulary development provides a
relevant example from language acquisition. Vocabu-
lary acquisition starts slowly. Between 12 months
and 16 months, the average child adds around
30 words to their productive vocabulary. Subse-
quently, this rate of acquisition triples, and the aver-
age child adds over 100 words to their productive
vocabulary between 16 and 20 months. This increase
in rate of acquisition (often referred to as the vocabu-
lary explosion) continues well into the third year.*!
One explanation for the vocabulary explosion is that
it reflects the onset of a specialized mechanism for
word learning.**™** However, modeling work
demonstrates that the vocabulary explosion can arise
in systems where learning processes are continuous
across developmental time. McMurray*® demon-
strated that this pattern will emerge in any learning
system where words are learned in parallel, and the
set of words to be learned have a Gaussian distribu-
tion of difficulty (which should characterize all natu-
ral languages). Words that are easy to learn (due to
factors such as frequency, phonological form, and
semantic transparency) take less time to acquire.
These words are learned first, but due to the distribu-
tion of difficulty in the input, there are relatively
fewer of these words than there are words of more
moderate difficulty that take longer to acquire. Word
learning will begin to accelerate once the learner has
enough time on task to learn the greater population
of words of greater difficulty. As such, learning
begins slowly, but accelerates over time, without
requiring any change in the nature of the underlying
learning mechanism.

Connectionist models of learning provide a sim-
ilar demonstration that discontinuous learning can
emerge from a set of learning mechanisms that are
continuously present across the course of learning.*®
Perhaps the most relevant of these demonstrations
for discussion of the critical period relates to the phe-
nomenon of entrenchment, in which early learning
causes a stabilization of representation and expecta-
tion, making subsequent learning (that contradicts
this early learning) more difficult while supporting
learning and performance that is consistent with this
early learning.*” These models suggest that age of
acquisition effects—in which early-learned words are
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more easily processed than later-learned words—in
reading may be due to greater entrenchment for
words that are more practiced.*® These principles
suggest that early learning and entrenchment of a
first language may inhibit subsequent learning of a
second language, and thus provide a partial explana-
tion for the critical period. More generally, this class
of models provides an existence proof that a continu-
ous learning mechanism can give rise to discontinu-
ous learning outcomes.**~*°

A STATISTICAL LEARNING ACCOUNT
OF THE CRITICAL PERIOD

We believe that a continuous learning account can
explain the developmental changes in learning out-
comes associated with the critical period. Specifi-
cally, we suggest that statistical learning is a likely
(although perhaps not the only) candidate mechan-
ism that can give rise to this developmental pattern.
Statistical learning refers to the ability to detect and
adapt to statistical regularities in the input, prima-
rily frequency, variability, distribution, and co-
occurrence probability.''> One reason that statistical
learning is a good candidate mechanism to explain
developmental outcomes in language acquisition is
that language is characterized by a multitude of sta-
tistical regularities, such as the distribution of pho-
nemes in the input, the co-occurrence of words and
reference, and the predictive relations between
words in phrases.”'™? Another reason is that statis-
tical learning is present from early in life,’* a neces-
sary prerequisite for any learning mechanism
proposed to contribute to language acquisition.

Our conception of statistical learning involves
two processes: extraction and integration.”>® Extrac-
tion refers to the process of extracting units from the
input (such as words from continuous utterances),
and is related to sensitivity to conditional statistical
information such as transitional probabilities.’®”
Integration refers to the process of combining infor-
mation across these extracted exemplars to discover
the central tendency of a set of items. It is related to
sensitivity to distributional statistical information
such as frequency and variability.>'*® In this concep-
tion, statistical learning is not a monolithic process; it
involves the action (and interaction) of two pro-
cesses. Nor does it involve the explicit computation
of statistics; instead, we conceive of statistical learn-
ing as a natural outgrowth of domain-general charac-
teristics of human memory such as interference and
decay.”® Further, as we outline in more detail below,
while the interrelated processes of extraction and
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integration are active across the lifespan, their out-
come will differ as a function of the learner’s prior
experience and maturational state.

Infants and adults are sensitive to the condi-
tional relations between elements of the input: infor-
mation about how one element is likely to predict
subsequent elements. The most well-known metric of
conditional information is transitional probability:
the probability that some event Y will occur given
that some other event X has already occurred. It is
measured as the number of times that event XY
occurs divided by the overall frequency of X. For
example, if XY occurs 60 times and X occurs
100 times, the transitional probability of X to Y is
0.6. Thus, transitional probability incorporates raw
frequency of co-occurrence but is often a better index
of structure than mere co-occurrence because items
can occur together frequently simply because they
are both high frequency items (e.g., ‘the dog®). But
in addition to transitional probability, infants and
adults are sensitive to conditional relations among
simultaneously presented (as opposed to sequentially
presented) information.®®®! Similarly, they are sensi-
tive to conditional relations among elements of the
input that occur non-adjacently.®*®® Sensitivity to
conditional statistical structure is likely to be rele-
vant for language acquisition, given that many
aspects of language are characterized by statisti-
cally predictable relations among elements of the
input.

Distributional statistical structure refers to
those aspects of the input that characterize the distri-
bution of elements (rather than predictive relations
between them), such as frequency and variability. As
with conditional information, this kind of statistical
structure is related to many aspects of the linguistic
input. Consider, e.g., learning the phonemic cate-
gories of one’s native language. Maye et al.’! found
that when infants were exposed to a distribution of
exemplars along a continuum of voice onset time,
ranging from /d/ to /t/, the distribution of the exem-
plars influenced infants’ discrimination of tokens of
/d/ and /t/. When infants were presented with a
bimodal distribution of sounds that included proto-
typical exemplars of the two phonemes, infants were
more likely to exhibit evidence of discriminating
exemplars of the two categories. In contrast, infants
who experienced a unimodal distribution that fre-
quently included a sound intermediate between the
two prototypical phoneme exemplars were less likely
to show evidence of discrimination. Distributions of
phonetic exemplars in the input are likely to reflect
the phonemic categories of the native language.®*
When a language makes a contrast between two
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phonemes, exemplars between those two categories
(which are ambiguous) are disfavored, such that
infants are more likely to be presented with a
bimodal distribution. When a language does not
employ a contrast between two phonemes, the distri-
bution of exemplars ranging between them is more
likely to be unimodal. Sensitivity to distribution may
play an important role in discovering many aspects
of the phonetic structure of language, as well as iden-
tifying other kinds of relevant category structure,
such as syntactic categories.®®

While statistical learning may play an impor-
tant role in language acquisition (for a more exten-
sive discussion, see Ref 66), it is a domain-general
mechanism that is not limited to operation over lin-
guistic stimuli.®®®” Moreover, we believe that it is
linked to—and potentially even arises from—
fundamental cognitive processes such as attention
and memory.”> Conditional statistical learning is crit-
ically dependent on attention: learners only discover
that two elements predict each other when they are
simultaneously held in attention and can be bound
together into a discrete representation.®®®” Similarly,
distributional statistical learning is fundamentally
about discovering the central tendency of a set of
exemplars, suggesting a commonality with more gen-
eral processes of memory such as prototype forma-
tion. Indeed, it is possible to model the results of
many distributional statistical learning tasks using
exemplar memory models invoking processes such as
activation, decay, and integration of information into
a prototype.’® As such, a focus on the role of statisti-
cal learning in language acquisition suggests that
developmental changes in language learning out-
comes may be linked with more general cognitive
changes that occur over the course of development,
changes that alter the outcome of a continuously
present statistical learning process.

Given the characteristics of the statistical learn-
ing processes described above, there are two major
factors that may plausibly be linked to changes in
language learning outcomes associated with increas-
ing age. The first is increasing familiarity of language,
which makes a learner better adapted to the lan-
guages with which they are familiar, but less able to
adapt to novel languages. The second factor is matu-
rational changes, which alter both the cognitive
architecture supporting statistical learning, and the
degree of plasticity with which the learner’s neurobi-
ological organization can adapt to novel input.
Together, we suggest that these two factors can
explain the degradation of language learning abilities
with age in a way that does not necessitate the invo-
cation of a qualitative change from one learning
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mechanism to another learning mechanism. In fact,
this account may be a better fit to empirical observa-
tions of ‘critical period’ phenomena, which are some-
what more variable and inconsistent across learners
than ‘mechanism-change’ critical period explanation
predicts.

CHANGE IN LEARNING OUTCOMES
DUE TO EXPERIENCE

From this perspective, the advantage of younger lan-
guage learners relates, in part, to the fact that infants
and young children are highly adaptable learners,
but not yet strongly adapted to their particular lin-
guistic environment. That is, infants are flexible lear-
ners able to acquire any of the world’s languages. As
an example, they are born with the ability to perceive
a wide range of phonemic contrasts.”” However, as
infants acquire experience with their native language,
their representations, learning biases, and expecta-
tions become adapted to the language(s) with which
they are familiar.”' This adaptation is a double-edged
sword. The loss of sensitivity to contrasts not used in
the native language is associated with an increase in
sensitivity to the phonemic contrasts of the native
language,”* which is likely to facilitate subsequent
learning in the native language.”> However, while
this adaptation facilitates comprehension and pro-
duction of the native language, it impairs learning in
novel linguistic settings characterized by a different
set of phonemic contrasts.

This pattern of early, flexible learning being
shaped by experience toward more efficient—but
specialized—learning can be seen not just in phone-
mic perception, but across a wide range of linguistic
structures, including phonotactics, syntax, and pho-
nology. To provide another example, consider the
lexical stress of English, where most content words
are stressed on their first syllable.”* Adult English
speakers use this as a cue to word segmentation, and
treat stressed syllables as a cue to word onset.”” In
contrast, English-learning infants younger than
7 months do not treat lexical stress as a cue to seg-
mentation.”® Only when infants have become famil-
iar with enough words to discover the statistical
relation between lexical stress and word onsets do
they begin to use lexical stress as a cue to word seg-
mentation.”” Discovering this relation not only
makes subsequent word segmentation easier, but also
slows learning in novel linguistic environments where
lexical stress is uninformative or occurs on a different
word position.”® As these examples indicate, early
learning informs subsequent learning in ways that
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allow language learners to specialize to their native
language, but can hinder discovery of regularities in
novel linguistic contexts. One prediction that falls
out of this perspective is that the degree of degrada-
tion of language learning outcomes with age ought to
be related, at least in part, to the similarity between
the language(s) learned early in development and the
language(s) learned later in life.”” Note that this pre-
diction is not as simple as suggesting that similar lan-
guages should be learned more easily; in some cases,
similarity can be harmful.®® Exploring this prediction
may help to explain some of the variability observed
in previous reports of language learning in adult-
hood; while many adults learn new languages poorly,
some adults (as many as 20%, in some samples)
attain native-like levels of competency.?’

Finally, we suggest that experience alters the
manner in which infants encode information. In par-
ticular, we believe that infants encode information in
a manner that is both noisier than adults—such that
representations of identical or near-identical events
are more likely to differ®'—and less well-tuned to the
characteristics of the linguistic input—such that
infants are more likely to encode irrelevant informa-
tion such as indexical characteristics of the speaker
instead of, or in addition to, linguistically relevant
features such as phonemic identity.®*~#* This has sev-
eral implications that differentiate younger learners
from older learners. The first of these relates to gen-
eralization: when the features of the current input
match a high percentage of the features of the old
information stored in memory, the old information is
activated and guides processing of the new input.
Encoding a greater number of idiosyncratic features
reduces the likelihood that two exemplars related to
the same central concept will activate each other,
which decreases a learner’s ability to identify the fea-
tures that are common across them and generalize
that commonality to novel exemplars and contexts.’®
This predicts slower learning early in language acqui-
sition until infants discover the features that are rele-
vant to their native language.””

However, noisy representations containing a
greater weight (compared to adult representations)
on idiosyncratic features may also help infants with
the process of discovering features that are relevant
to their native language. Across any set of N exem-
plars characterized by both common features and idi-
osyncratic features, common features are more likely
to ‘survive’ being encoded in the presence of
noise.’®®5 This is because idiosyncratic features are
present across fewer members of the set, so are more
likely to be erased or altered by noisy, inaccurate
encoding. As such, immature encoding is actually
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likely to accentuate the commonality across a set of
exemplars, leading to greater likelihood of detecting
the commonality across them. By contrast, encodings
that are weighted toward a particular set of features—
as is the case for adults who have discovered the regu-
larities in their own language, such as its phonemic
inventory—are less likely to discover novel commonal-
ities across a set of exemplars that contravene those
weightings. Thus, while infant learning is slower, it is
better adapted to discover structure in novel linguistic
environments. Conversely, once infants have identified
a set of relevant representations from their input, they
are less likely to generalize over input that is common
across aspects of the input that are less relevant in
their prior experience.®®*”

The second implication of a noisier encoding
system relates to the response to probabilistic struc-
ture in the input. Because adults are encoding the
input more precisely, they can represent the probabil-
ity structure of the input more accurately. By con-
trast, because infants are encoding the input less
precisely, they should be biased toward both repre-
senting and producing high probability occurrences
over low probability occurrences (because high prob-
ability occurrences happen more often, and so are
more likely to be preserved or accessed in the face of
a noisy encoding system). This facet of memory
development may well be responsible for features of
child language learning such as overgeneraliza-
tion.®®%? Artificial grammar learning experiments are
consistent with this perspective. Presented with input
in which an element X is preceded by A 67% of the
time and by B 33% of the time, adults match that
probability when they are asked to produce or verify
examples from the language. By contrast, infants and
young children appear to learn the more probable
mapping (AX), but not the less probable mapping
(BX).”° This tendency toward overregularization may
explain why infants and young children, but not
adults, develop a productive language system when
they are exposed to inconsistent input (as in Pidgin
to Creole transitions, or learning a native language
from foreign speakers): they represent the central ten-
dency of the input, and effectively ignore the noise.®
By contrast, adult learners mimic the input more
faithfully, which can be a disadvantage when learn-
ing from an inconsistent model.

CHANGES IN LEARNING
OUTCOMES DUE TO MATURATION

Prior experience alone, however, cannot explain
impaired language learning in adulthood. If so, late

282 © 2016 Wiley Periodicals, Inc.

wires.wiley.com/cogsci

L1 learners (such as adults exposed to language for
the first time) should learn language as well as chil-
dren. This is clearly not the case, as can be seen both
from anecdotal examples of children raised in isola-
tion, and from empirical research exploring outcomes
of cochlear implantation as a function of age.”’ In
addition to the effects of prior experience, we suggest
that maturational changes also alter language learn-
ing outcomes with age. By maturation, we refer to
biological changes that are expected to occur with
age given typical experience, while acknowledging
that a certain degree of experience is often required
for, or inextricable from, maturational changes. Our
statistical learning framework highlights two kinds of
maturational changes that are likely to have explana-
tory power for changes in learning outcomes. The
first is age-related changes in the cognitive architec-
ture supporting statistical learning, particularly mem-
ory and attention. In this regard, our approach is
similar to Newport’s”* Less is More hypothesis,
which suggested that younger learners may benefit
from an immature memory system. Note, however,
that our approach highlights different development
changes to the memory system, in part due to recent
work suggesting that Less is More is in some ways
incomplete or inaccurate.”>”* The second matura-
tional change that ought to matter, from this perspec-
tive, is the degree of plasticity (or entrenchment) of
neural organization across age.

Our framework suggests that age-related
changes to memory and attention are particularly
likely to influence statistical learning outcomes. For
example, conditional statistical learning is dependent
on attention, such that only stimuli that are simulta-
neously held in attention can be associated into a sin-
gle unit.®®” This explains why organisms exposed
to the same input can learn different associations;
only those associations that are attended to can be
learned.”® It may similarly explain why different sta-
tistical learning tasks share little variance (e.g., Ref
97; cf. Ref 66); to the extent that these tasks focus
attention on different aspects of the input, they may
tap into different kinds of representations and give
rise to different outcomes.”® Relevant to the critical
period, attention changes dramatically as a function
of age, as adults are much better than children at
effortfully controlling their focus of attention.”” In
learning a novel language, however, this ability to
control attention may be disadvantageous.'®® This is
particularly clear in situations where the structure of
the input does not match adults’ expectations. For
example, when adults are focused on parsing words,
they struggle to discover phrase level regularities such
as gender agreement.”® More generally, the ability to
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control attention and search for evidence consistent
with pre-existing or rapidly emerging hypotheses
may make adults less sensitive to the statistical struc-
ture of the input.'®!

In addition to providing the ability to focus on
hypothesis-consistent aspects of the input, mature
attentional systems may impair language learning via
the ability to inhibit (seemingly) irrelevant informa-
tion. The existence of competitors can actually pro-
mote learning. Learning is often modeled as a
process in which the ability to discriminate and pre-
dict the environment is successively refined via error
and competition. The ability to inhibit competitors
(such as potential alternative syntactic and morpho-
logical constructions) may impede learning.'%* As
such, one reason why child learning may be more
successful is that a relatively underdeveloped prefron-
tal cortex may make inhibition of potential alterna-
tives more difficult, with the resulting competition
strengthening learning as the dominant pattern must
be continually reactivated in the face of competitors.
This discussion suggests that distraction may actually
promote adult learning. While this prediction has not
been studied extensively, at least some results suggest
that adults learning language or language-like sys-
tems learn more slowly under distraction, but eventu-
ally generalize more successfully.'?

Finally, we suggest that maturation influences
the extent to which experience can alter the neural
circuitry associated with language. Learning depends
on updating the connections between neurons.
Owing to factors such as the overpopulation of
synapses in infancy, infants may be especially flexible
in their updating of these connections, a state
referred to as plasticity. Studies of congenitally deaf
children who receive cochlear implants, e.g., suggest
that if the neural systems fail to receive input for sev-
eral years, this period of plasticity ends by adoles-
cence.'®* Similarly, in typically developing children,
once the auditory cortex has adapted to the input of
a native language, this organization may become
entrenched and render learning of new languages
more difficult.'® This is consistent with evidence that
infants are better able to recover from damage to left
hemisphere regions associated with language compre-
hension and processing than are adults.'®

Undoubtedly, some of these changes in plastic-
ity are driven by experience. The degree to which an
infant has discovered one regularity may cause the
neural circuitry supporting this regularity to become
entrenched and resistant to change.'”” However,
recent work indicates that it is also driven, in part,
by biological state.'®® Updating neuronal connections
depends on a complex interplay of synaptic state and
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neurotransmitter balance.''* Age-related changes in
the balance of factors that trigger plasticity, and that
provide a brake on plasticity, change the extent to
which the neural architecture supporting language
processing and comprehension can be altered.'®”
Regardless of the precise balance of experiential and
maturational factors in causing age-related changes
in plasticity, the end effect is that with age, the neural
architecture supporting language becomes more
resistant to change. We suggest that this means that
even if the same underlying set of learning mechan-
isms are operating across age, those learning mechan-
isms will be less effective in allowing infants to adapt
to novel linguistic input.

SUMMARY AND FUTURE
DIRECTIONS

Explanations of the critical period based on a change
in underlying learning process are appealing due to
their straightforward nature. However, there are seri-
ous problems with these kinds of accounts. One set
relates to their descriptive adequacy. Research on the
developmental trajectory of language acquisition has
revealed inconsistency in the timing of a purported
critical period,'®'”* which aspects of language
acquisition are impaired,*® and the degree to which
native-like adult language acquisition is possible.”
Another set of problems relates to their theoretical
content. The underlying learning mechanisms of dis-
continuous learning accounts are, in many cases, not
well tied to the biology of language acquisition.”” In
other cases, the learning mechanisms themselves are
poorly defined, so that these arguments are marked
by circular logic: early learners learn language better
because they have access to a language learning
mechanism; we know they have access to a language
learning mechanism because they learn language
better!

We argue that it is instead logically possible to
explain critical periods in terms of the same set of
continuously present learning mechanisms operating
with different degrees of efficiency across the lifespan
due to experience and maturation. Indeed, cross-
sectional investigations of statistical learning have
begun to demonstrate that young learners detect and
generalize statistical regularities differently than older
learners.”''® A continuous learning mechanism
approach may, in fact, provide a better account of
the critical period than mechanism-change accounts
for two main reasons. First, because it emphasizes
learning, it has the potential to provide a better fit to
the inconsistency and individual variability we have

© 2016 Wiley Periodicals, Inc. 283
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highlighted in this review. Early learning has a cas-
cading effect on subsequent learning. On this per-
spective, our account is consistent with the
emergentist perspective outlined by Golinkoff and
others,*® suggesting that learning shifts as the infant
learns to make use of different aspects of the environ-
ment. As a function of what the child learns early,
and the fit between that learning and the linguistic
environments in which the learner finds themselves
(e.g., the similarity between L1 and L2; for discus-
sion, see Ref 79), outcomes for later learning can be
quite different. Second, because this type of account
is focused on the mechanisms underlying learning,
and the way those mechanisms change over the
course of experience and maturation, it yields a set of
falsifiable predictions about the causes of individual
differences in language learning outcomes, as well as
the kinds of manipulations (to both the learner, and
the input) that might facilitate language learning.
Many of these testable predictions relate to the
specific set of statistical learning processes we have
invoked in this account. For example, although it is
clear that both infants and adults are capable of sta-
tistical learning, we have suggested that the learning
outcomes of these processes change over the course
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