Hearing Research 366 (2018) 50—64

Contents lists available at ScienceDirect ‘
Hearing Research

il
=

Hearing Research

journal homepage: www.elsevier.com/locate/heares

Review Article

Dimension-selective attention as a possible driver of dynamic, A
context-dependent re-weighting in speech processing oty

Lori L. Holt ", Adam T. Tierney ¢, Giada Guerra © ¢, Aeron Laffere €, Frederic Dick &% ¢

2 Department of Psychology, Carnegie Mellon University, Pittsburgh, PA, 15213, USA

b Center for the Neural Basis of Cognition, Carnegie Mellon University, Pittsburgh, PA, 15213, USA

¢ Department of Psychological Sciences, Birkbeck College, University of London, London, WCI1E 7HX, UK
d Centre for Brain and Cognitive Development, Birkbeck College, London, WCIE 7HX, UK

€ Department of Experimental Psychology, University College London, London, WC1H 0AP, UK

ARTICLE INFO ABSTRACT

Article history: The contribution of acoustic dimensions to an auditory percept is dynamically adjusted and reweighted
Received 18 January 2018 based on prior experience about how informative these dimensions are across the long-term and short-
Received in revised form term environment. This is especially evident in speech perception, where listeners differentially weight
ng:;‘;j?;gjune 2018 inforrnation across multiple acoustic dimensions, and. use t.his information selecti.ve'ly to u'pdate.ex—
Available online 26 June 2018 pecta.tlons about futupe sounds. The .dynamle and selectlye adjustment of how acoustic 1nput dlmen51ons

contribute to perception has made it tempting to conceive of this as a form of non-spatial auditory se-
lective attention. Here, we review several human speech perception phenomena that might be consistent
with auditory selective attention although, as of yet, the literature does not definitively support a
mechanistic tie. We relate these human perceptual phenomena to illustrative nonhuman animal

Keywords:
Speech perception
Auditory selective attention

Auditory learning neurobiological findings that offer informative guideposts in how to test mechanistic connections. We
Auditory plasticity next present a novel empirical approach that can serve as a methodological bridge from human research
Perceptual weight to animal neurobiological studies. Finally, we describe four preliminary results that demonstrate its

utility in advancing understanding of human non-spatial dimension-based auditory selective attention.
© 2018 Elsevier B.V. All rights reserved.

Contents
1. Introduction . PP 3 |
2. Examplesfromspeechprocessmg .. PP 1 |
2.1.  The textbook understanding of speech processlng. w1th contemporary updates ...................................................... 52
2.2.  Perceptual weight in speech Categorization .. ............iiiuiutr ittt ie ettt ettt ettt et i, .D2
2.3.  Perceptual learning over the I0N@-teIM ... ... ... ..ttt ettt ettt et te e et ettt et ettt ie e te e ie e tieaieeaenneeneena...D3
24. Perceptual learning across the ShOrt-teIM ... ........i.iniiinti ittt ettt ettt ettt e ie e te ettt eiaennennnena. Db
2.5. Theirnpactofcontextinspeechcategorization PP £
2.6. Summary . .. P 1
3. Nonhumananlmalneuroblologlcalstudles PP 1o
3.1.  Perceptual Weighting .. .. PP o
3.2. Dimension-based Attentlon to Acoustlc Frequency ............................................................................... 56
3.3. The Impact of Context . . < 4
4. Building a bridge from animal neuroblology to human phenomena AP ...... 58
5. Sustained Auditory Selective Attention (SASA), a novel approach to 1nvest1gat1ng non- spatlal dlrnensmn based audltory selectlve attentlon ....... 58
6.  Four insights from SASA . PPN 12
6.1. There are substantlal 1nd1v1dual dlfferences even in typlcal young adults B 1 |
6.2. Performance in the nonspeech SASA paradigm is associated with speech comprehen51on in dual talker condmons R 12

* Corresponding author. Department of Psychology, Carnegie Mellon University, 5000 Forbes Avenue, Pittsburgh, PA, 15213, USA.
E-mail address: loriholt@cmu.edu (L.L. Holt).

https://doi.org/10.1016/j.heares.2018.06.014
0378-5955/© 2018 Elsevier B.V. All rights reserved.


mailto:loriholt@cmu.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.heares.2018.06.014&domain=pdf
www.sciencedirect.com/science/journal/03785955
http://www.elsevier.com/locate/heares
https://doi.org/10.1016/j.heares.2018.06.014
https://doi.org/10.1016/j.heares.2018.06.014
https://doi.org/10.1016/j.heares.2018.06.014

L.L. Holt et al. / Hearing Research 366 (2018) 50—64 51

6.3. Listeners can learn to better deploy dimension-based auditory attention . eeeeieeeee.....60
6.4. Dimension-based auditory attention can be topographically mapped in human prlmary and non- prlmary audltory cortex e riiiieii.....60
6.5.  SASA overview and future dir€CtioNS ... ........ouiniitn ittt ettt e e et e, ..60
6.6.  Summary and CONCIUSIONS ... ...ttt ettt ettt e e e e e et e e ee e e et e et ettt e et ie e eneeneeneennannaen... bl
23 T ) 010 (PP <
0SS (] (2 4 Lol AP < 24

1. Introduction

Understanding a friend's speech in a crowded cafe, tracking the
quality of a sick child's breathing through a nursery monitor, and
following the melody of a violin within an orchestra all require
extracting the most informative dimensions for the task at hand
from a complex mix of acoustic signals. Each of these scenarios can
be conceived of as a variant of the classic ‘cocktail party effect’
(Cherry, 1953), whereby selective and sustained endogenous
attention is directed to a particular sound source as it evolves in
time. Experimental paradigms modeling these ‘cocktail party’
scenarios have often examined the contribution of acoustic di-
mensions conveying sound sources' spatial position in disambigu-
ating target signals from irrelevant background scenes. This is
appropriate given the importance of detecting and orienting to
acoustic events in space. Yet, listeners must employ selective
auditory attention even when spatial cues are unavailable (such as
over the telephone or in listening to an orchestral recording over
earbuds) or unreliable (as in listening within reverberant
environments).

Indeed, even in the absence of spatial cues, listeners appear to
dynamically adjust and selectively weight the contribution of mul-
tiple acoustic dimensions to an auditory percept based on prior
experience about how informative these dimensions are - indi-
vidually and in concert — to behavior. Speech perception provides
an excellent case-in-point because individual speech sounds,
phonemes like/b/and/p/, are defined across multiple acoustic di-
mensions. Typically, no one acoustic dimension is necessary or
sufficient to unambiguously signal a phoneme. Even more, factors
like long-term and short-term acoustic distributional regularities
and the adjacent sound context can impact the effectiveness of
specific acoustic dimensions in signaling speech sounds. Even for a
well-learned auditory skill like speech perception, the mapping of
acoustics to percept remains flexible. The dynamic and selective
adjustment of how robustly different acoustic dimensions
contribute to speech recognition has made it tempting to conceive
of this as a form of non-spatial auditory selective attention.

Our aim in this review is to explore this possibility. We first
review some general background in the mapping of acoustics to
speech. We next describe several speech perception phenomena to
illustrate the highly dynamic nature of the mapping from acoustics
to phoneme. We discuss how each of these phenomena resonates
with a colloquial understanding of selective attention. But, we
caution that it is important to recognize that attention may be best
thought of as a cognitive placeholder that does not, in and of itself,
point to a specific neurobiological mechanism (e.g., Cohen et al.,
1994).

We demonstrate this point by relating the human speech phe-
nomena to illustrative neurobiological findings from nonhuman
animal models. The neurobiological work offers informative
guideposts in how we might make mechanistic connections back to
human speech recognition. More specifically, it suggests that it
would be unwise to be wholly satisfied with characterization of
these speech phenomena as selective attention. There remains

more explanatory work to be done, as a constellation of candidate
neurobiological mechanisms exist that may support the dynamic
nature of mapping acoustic input to behaviorally-relevant sounds
like speech.

But, how might we make progress in advancing dimension-
based selective attention from a cognitive placeholder to a real
mechanistic understanding of human auditory behavior, including
speech perception? After all, there remains a substantial distance
between speech perception and approaches from nonhuman ani-
mal neurobiology. In the final section of the paper, we outline a
novel empirical approach to human dimension-based selective
attention that may serve as a methodological bridge between hu-
man and nonhuman animal literature. By more closely aligning
human experimental approaches with those that have been suc-
cessful in nonhuman animal neurobiology, it may be possible to
draw from the vital interpretive frameworks provided by neuro-
biological research. We briefly describe four empirical results to
demonstrate the utility of this approach in advancing under-
standing of human dimension-based auditory selective attention
with the ultimate aim of achieving a more nuanced model of the
multiple mechanisms potentially at play in phenomena for which
we use dimension-based selective attention as a cognitive
placeholder.

2. Examples from speech processing

To situate our examples, it is useful to begin with some common
background in speech acoustics. Consider the simple act of deciding
whether your conversation partner has uttered/b/or/p/, as in beach
versus peach. If you know of one acoustic dimension related to
speech communication, there is a very good chance it is voice onset
time (VOT). The superstar of acoustic speech dimensions, VOT is
defined in articulatory terms as the length of time between the
release of a stop-consonant like/b/or/p/and the onset of voicing, the
vibration of the vocal folds (Stevens, 2000). If you hold your fingers
to your larynx while uttering beach and peach you will notice that
the delay from when your lips release the consonant and your vocal
folds being to vibrate is a bit longer for the ‘voiceless’ consonant/p/
than the ‘voiced’ consonant/b/. This has multiple acoustic outcomes
(Lisker, 1986). Chief among them, there is a greater temporal lag
from the acoustic release burst associated with opening the mouth
and the onset of a periodic acoustic signal originating from vibra-
tion of the vocal folds. Accordingly, it is rather easy to morph from
voiced to voiceless consonants by parametrically lengthening this
delay to create a series of speech sounds varying across VOT. At
least in part as a result of this ease, the significance of VOT as an
acoustic dimension in signaling voicing category distinctions like/
b/-/p/,/d/-[t], and/g/-/k/has been studied across 100s, perhaps
1000s, of experiments spanning many languages (Abramson and
Whalen, 2017).

Recent neurobiological research has very elegantly demon-
strated that it is possible to recover a voicing code in human su-
perior temporal cortex (Mesgarani et al., 2014). These very exciting
results can give the impression that we have discovered the neural
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code that supports categorization of an utterance as beach or peach.
And, according to the classic ‘textbook’ understanding of the
mapping from acoustics to phonetic categories, this would be true.
But, contemporary research on the mapping of complex speech
acoustics to phonetic categories makes clear that this textbook
understanding is in need of an update. The situation is, in fact, more
complex.

2.1. The textbook understanding of speech processing, with
contemporary updates

To situate the examples that follow below, it is important to
recognize that theory and research directed at human speech
processing have long grappled with the issue of how the complex
acoustic dimensions that vary across speech signals relate to pho-
nemes, the linguistically distinct units of sound that differentiate
meaning in a language such as/b/versus/p/in beach versus peach.
Chances are very good that in opening an introductory perception
or cognition textbook you will find a figure characterizing the
categorical perception of speech (e.g., Wolfe, Kluender, Levi,
Bartoshuk, & Herz, 2015). Perhaps the best-known phenomenon
of speech perception (often demonstrated across the superstar
dimension, VOT), categorical perception refers to the observation
that listeners' identification of speech sounds does not vary grad-
ually across incremental changes in an acoustic speech dimension.
Instead, there is an abrupt shift across a restricted range of acoustic
change. Endpoint stimuli are identified as one phoneme with near-
ceiling performance that transitions sharply to near-ceiling iden-
tification of another phoneme. This categorical response appeared
to be consistent with a mapping of speech acoustics to discrete,
symbolic phonemic representations (Liberman et al., 1957). By this
view, the subtle details of acoustic dimensions are unavailable once
they are mapped discretely to a phoneme. Additionally, this view
emphasized the mapping of individual dimensions to phonemes, as
in VOT to/b/-/p/, and led to a long and ultimately somewhat fruit-
less, (Blumstein and Stevens, 1985; Lisker, 1985) search for invariant
acoustic cues that map to phonemes.

Contemporary research suggests that it is more productive to
characterize speech as categorized rather than categorical (Holt and
Lotto, 2010). The mapping looks much less discrete when speech
perception is studied using more continuous methods. Listeners
consistently rate some speech instances as ‘better’ exemplars of a
speech category than others (e.g., Iverson and Kuhl, 1995; Utman,
1998; Utman et al., 2001). Eyetracking and graded electroenceph-
alographic (EEG) responses further reveal that fine-grained
acoustic details of an utterance affect its categorization (e.g.,
Aydelott and Bates, 2004; McMurray et al., 2008; McMurray et al.,
2002; Utman, 1998; Utman et al., 2001; Utman et al., 2000) and
memory (e.g., Bradlow et al., 1999; Goldinger, 1996; Nygaard et al.,
1995). When we move away from binary responses typical of cat-
egorical perception tasks (did you hear beach or peach?), behavior
suggests a rich internal structure in the representation of pho-
nemes. Today, it is much more common to conceptualize the
mapping from acoustics to perceptual phonetic categories that are
neither discrete nor symbolic and instead possess rich internal
structure that reflects the distributional characteristics of the
experience that drove category learning (Holt and Lotto, 2010; Holt
et al., 2000).

By this more contemporary perspective, there is no need to
search for an invariant acoustic cue uniquely differentiating a
particular phonemic contrast. Instead, phonetic categories can be
considered to reside in a highly multidimensional perceptual space
that maps the acoustic complexity of speech across multiple di-
mensions. Correspondingly, there is increasing appreciation that it
is critical to consider auditory rather than acoustic dimensions (like

the manipulation leading to a step-wise VOT stimulus series), in
appreciation of the important transformations in early auditory
processing that warp the perceptual space conveyed by acoustic
dimensions. (It is a somewhat ironic aside that some of the best
evidence for nonlinearities in the mapping of acoustic speech di-
mensions to auditory dimensions comes from the superstar of
acoustic dimensions driving so much research, VOT; Holt et al.,
2004).

Finally, and most critically for the present review, contemporary
research is rich with examples that even these auditory dimensions
do not stably map to phonetic categories. Instead, the mapping is a
much more dynamic process, indicating that the textbook under-
standing of an invariant, or even consistent, mapping from acous-
tics to speech is in need of an update, and that we should take care
in concluding that neural decoding in human cortex conveys the
complete mechanistic basis of human speech recognition. In the
next sections, we consider some specific examples, and how they
might be related to short-term plasticity and attentional modula-
tion as well as longer-term learning about the informational
environment.

2.2. Perceptual weight in speech categorization

As central (and well-studied) as VOT is in signaling voicing
categories in speech, there is in fact a constellation of as many as 16
acoustic dimensions that co-vary with English/b/-/p/category
membership (Lisker, 1986). For example, in addition to VOT, the
fundamental frequency (FO, associated with voice pitch) of the
following vowel co-varies with/b/-/p/category membership. When
we utter peach, the following vowel tends to have a somewhat
higher FO than when we utter beach. Correspondingly, listeners rely
upon both dimensions in phonetic categorization. When VOT is
acoustically ambiguous, for example, utterances with higher FO
frequencies are categorized as/p/whereas those with lower FO fre-
quencies are categorized as/b/. Critically, listeners do not rely upon
these dimensions in equal measure. Rather, behavioral (Francis
et al., 2008; Holt and Lotto, 2006; Iverson and Kuhl, 1995), neural
(Scharinger et al., 2014), and developmental (Nittrouer et al., 2009;
Wellmann et al., 2012) evidence indicates that listeners perceptually
weight acoustic dimensions, with some dimensions contributing
more robustly to perception than others.

As we will discuss in more detail below, prior research dem-
onstrates that perceptual weights are a function of the long-term
statistics of the input (Francis et al., 2006; Holt and Lotto, 2006;
Toscano and Mcmurray, 2010), they are specific to one's native
language (Iverson et al.,, 2003; Kondaurova and Francis, 2008,
2010), and they emerge over a rather protracted developmental
timeline extending at least into late childhood (Idemaru and Holt,
2013). For present purposes, the point is simply that although
multiple auditory dimensions signal phonetic category identity,
their contributions are not equivalent. Some dimensions carry
greater perceptual weight than others. Fig. 1 illustrates this for/b/
versus/p/categorization, where perceptual weight is calculated as
the normalized regression coefficient related to/b/-/p/categoriza-
tion by native-English listeners across a grid of speech syllables
varying parametrically in VOT and FO. For clear speech (Fig. 1, Clear
Speech), both acoustic dimensions inform/b/-/p/categorization, but
VOT carries greater perceptual weight. It better predicts how lis-
teners will categorize a sound than FO.

Many investigators have noted the potential for selective
attention to play a role in perceptual weighting of acoustic di-
mensions in speech processing, in the sense that selective attention
appears to be consistent with the demand to direct processing to
diagnostic dimensions in the presence of the rich acoustic infor-
mation available across multiple input dimensions (Francis and
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Fig. 1. Listeners categorized a grid of speech sounds varying across VOT and FO as Ibl or
/p/. The relationship of each acoustic dimension to categorization responses was
calculated using regression, with normalized regression weights providing a measure
of perceptual weight. In Clear Speech, VOT is most diagnostic of /b/-/p/ categorization.
But, in white noise, FO dominates categorization of the same speech sounds.

Nusbaum, 2002; Gordon et al., 1993; Heald and Nusbaum, 2014).
This conceptualization suggests a potentially dynamic process, one
not rigidly wired at the culmination of development. Fig. 1 provides
a simple example that underscores this point. When the same/b/-/
p/stimuli used to calculate perceptual weights across VOT and FO in
clear speech (Fig. 1, Clear Speech) are presented in modest levels of
white noise, categorization is more dependent on FO and less
dependent on VOT (Fig. 1, Speech-in-Noise). We can speculate that
the FO dimension may be more robust to noise and therefore a more
valuable indicator of phonetic category identity under noisy con-
ditions. Whether accomplished by processes consistent with
‘attention’ or through other means, the shift in perceptual weights
apparent in Fig. 1 makes it clear that listeners rely on different
acoustic dimensions in speech categorization in adverse versus
clear listening environments. Perceptual weights are labile. VOT is
the star dimension focused upon in textbook examples, but it only
shines under the right circumstances.

This compelling example is not a mere parlor trick of perception.
It informs us that discovering a neural code for VOT, or any other
acoustic dimension that informs speech perception, takes us only
part of the way to understanding how the auditory system maps
complex acoustics to objects for recognition. A complete account
will require a deeper understanding of how acoustic dimensions
are weighted in auditory recognition because the very dimensions
that inform auditory object recognition are not fixed. Rather, lis-
teners flexibly shift reliance on acoustic dimensions according to
the demands of the listening environment.

2.3. Perceptual learning over the long-term

Although speech category learning gets underway even before
an infant's first birthday (Conboy and Kuhl, 2011; Kuhl, 2004) there
is a long developmental tail that extends into at least early
adolescence in establishing the perceptual weights of acoustic di-
mensions (Zevin, 2012). For example, the onset frequency of the
third formant (F3) is the acoustic dimension that best predicts
English/r/-/l/category membership in the acoustics of native

talkers' speech (Iverson et al., 2003), although the onset frequency
of the second formant (F2) is also diagnostic to a lesser degree.
Among mature listeners, these distributional regularities of English
speech input are reflected in/r/-/l/perceptual categorization. Adult
listeners rely more on F3 onset frequency, giving it greater
perceptual weight, than F2 onset frequency. But, although
typically-developing native-English-learning children ages 4.5, 5.5,
and even 8.5 years use the dominant, F3, input dimension to
accurately categorize English/r/-/1/, they fail to rely upon F2 as a
secondary diagnostic dimension like adults (Idemaru and Holt,
2013). This indicates a much longer developmental course for
phonetic category development than is typically appreciated
(Zevin, 2012).

Moreover, this pattern of development underscores the fact that
perceptual weighting arises, at least in part, from dimensions’
informativeness in signaling category identity (Holt and Lotto,
2006; McMurray & Jongman, 2011). The distributional regular-
ities of speech input shape perceptual weight of input dimensions.
Efficient categorizers ultimately learn to perceptually weight the
multiple dimensions that define speech categories in relation to the
dimensions' reliability, or informativeness, in signaling a category
(Holt and Lotto, 2006). Additionally, perceptual weight is likely to
be impacted additionally by basic auditory representation (some
dimensions are more robustly encoded by the auditory system than
others) and even task (dimensions heavily weighted for phonetic
categorization may be much less relied upon in identifying a
talker). Either of these latter factors may play a role, as well, in the
perceptual weight shifts evident in Fig. 1. Accordingly, some ac-
counts have emphasized learning to attend selectively to diagnostic
dimensions as an important component of phonetic category
learning (Heald and Nusbaum, 2014; Kondaurova and Francis,
2010). (Attention-based approaches to category learning and
warping have long been used in vision research, e.g., Kruschke et al.,
2005; Nosofsky, 1986).

If efficient speech comprehension heavily relies on the process
of learning and maintaining representations of higher-dimensional
auditory categories, then one might expect that localized patterns
of neural activation related to speech processing (or, indeed,
seemingly selectively related to speech) might also be associated
with the emergence of new nonspeech auditory categories. As a
test of this hypothesis, Leech et al. (2009a,b) asked whether video
game play that drives implicit nonspeech auditory categorization
(Wade and Holt, 2005) would change responses to the trained
nonspeech sounds in canonical 'speech-selective' cortex. They
found that subjects' ability to categorize these novel sounds after
training was significantly correlated with pre-to-post training
change in fMRI activation in a part of the left posterior superior
temporal sulcus that has been implicated in speech processing and
phonemic categorization (Dehaene-Lambertz et al., 2005; Desai
et al., 2008).

Studying how adult listeners learn artificial, nonspeech auditory
categories has informed thinking because it is difficult to gain an
experimental foothold in understanding how learning operates
over long-term speech category development since direct manip-
ulation of children's speech input is infeasible. As adults learn
novel, artificial auditory categories they must learn to pull together
auditory dimensions according to training-related task demands
and feedback to form new representations. Learning new auditory
categories that generalize to novel instances changes the parti-
tioning of auditory representational space (Liu and Holt, 2011) in a
manner that can be described as ‘warping’ or exaggeration of the
mapping of input to emphasize categorization-relevant acoustic
dimensions, or alternatively as plasticity that directs selective
attention to these dimensions. Indeed, provided with appropriate
training, listeners can learn to attend selectively to acoustic
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dimensions that do not typically contribute to native-language
speech perception (Kondaurova and Francis, 2010), and this im-
pacts electrophysiological response to speech (Ylinen et al., 2010).
The observations potentially argue for construing perceptual
learning of auditory (including speech) categories over the long-
term as involving allocation of selective attention to the most
diagnostic acoustic dimensions.

2.4. Perceptual learning across the short-term

The challenge for human communication is even greater
because we often encounter talkers with foreign accents, dialects,
or speech idiosyncrasies. In these cases, the speech input is ‘war-
ped’ relative to the pattern of experience that established the long-
term perceptual weights, with the potential for acoustic input di-
mensions to relate differently to phonetic categories.

This challenge is met by a highly flexible perceptual system
capable of tracking short-term input regularities and dynamically
adapting reliance upon specific acoustic dimensions. Recall, from
above, that both VOT and FO contribute to English/b/-/p/categori-
zation, with VOT more diagnostic than FO in clear speech. These
dimensions are also correlated in English speech productions.
Stimuli with longer VOT, typical of/p/, also tend to have higher FO
frequencies whereas those with shorter VOT, typical of/b/, are
associated with lower FO frequencies. Mature listeners are sensitive
to this relationship. When VOT is acoustically ambiguous and
insufficient to reliably signal/b/versus/p/, listeners label higher-FO
stimuli as/p/and lower-FO stimuli as/b/.

It is possible to model real-world encounters with foreign-
accented speech by manipulating the short-term distribution of
speech experience across an experiment. For example, [demaru and
Holt (2011) had listeners categorize speech sounds as beer or pier
with a button press. The majority of trials were ‘exposure’ trials in
which the speech exemplars were unambiguously signaled by the
dominant perceptual dimension (VOT) and the secondary dimen-
sion (FO) was correlated in the canonical manner (Fig. 2a). This
conveyed a short-term distribution of speech experience that
aligned with the long-term regularities of English. Without a
change in task or other overt cues, I[demaru and Holt introduced a
subtle ‘artificial accent’ by shifting the distribution statistics be-
tween VOT and FO acoustic dimensions. In the Reverse Block shown
in Fig. 2a, VOT continued to unambiguously signal category mem-
bership across the exposure trials. But the secondary, FO, dimension
was now associated with the VOT dimension in manner counter to
long-term English experience. In the Reverse block, shorter VOTs
were associated with higher FOs and longer VOTs were associated
with lower FOs. This produced an artificial accent that changed the
short-term input regularities in a manner akin to some natural
foreign-language accents (KKim & Lotto, 2002).

Idemaru and Holt (2011, 2014) assessed the impact of this shift
in short-term regularities across speech input dimensions by
observing overt categorization decisions across infrequent ‘test’
trials intermixed with the exposure trials (orange diamond and
purple square symbols, Fig. 2). For these two stimuli, the dominant
dimension, VOT, was acoustically ambiguous and therefore pro-
vided poor information about phonetic category identity. As a
result, the two test stimuli differed only in the secondary, FO,
dimension. As such, categorization of the test stimuli provided a
metric of the perceptual weight of FO — how diagnostic the FO
dimension is in signaling/b/-/p/categorization. If listeners rely
exclusively on VOT, categorization of the two test stimuli will not
differ. But, to the extent that FO informs category membership,
categorization of the two test stimuli will differ. The magnitude of
this difference provides a measure of the perceptual weight of FO
in/b/-/p/categorization as a function of the short-term speech

regularities manipulated across blocks via the exposure stimuli.

It is important to point out that there was no explicit training or
feedback. Listeners were not informed about the shift in input from
the Canonical to the Reverse block, the talker remained constant,
the test trials were not differentiated from the exposure trials, and
the task was always simply to identify the word. The range of
dimension variability experienced across blocks fell within that
experienced for the talker, and it went largely unnoticed by par-
ticipants. Moreover, the range of values experienced across di-
mensions was constant across the experiment (only the
relationship changed), so variability across a dimension was not a
factor.

Fig. 2b illustrates the impact of short-term regularities across
speech input dimensions on listeners' reliance on FO to signal/b/-/p/
categorization. When short-term input aligns with native-language
experience (Canonical Blocks), listeners relied upon the secondary,
FO, dimension to make category decisions. It provided information
across which to differentially categorize the test stimuli as/b/(Low
FO) and/p/(High FO). This is simply a reflection of the fact that
secondary dimensions informed categorization, albeit less robustly
than the dominant dimensions.

However, upon introduction of the artificial accent in the
Reverse block — a short-term change in input regularities — reliance
upon FO to inform/b/-/p/categorization was rapidly down-weighted
(Fig. 2b). When the short-term input shifted such that FO mapped
to VOT in a manner inconsistent with long-term speech input
regularities, the FO dimension was no longer as informative to/b/-/
p/categorization. Note that the down-weighting of FO in informing
speech categorization does not appear to reflect a wholesale shift in
attention away from the secondary, FO, dimension; listeners rapidly
resumed reliance FO in a final Canonical Block, indicating that they
continued to track FO in the input. Rather, the data suggest a
continuous, dynamic modulation of input dimensions' contribu-
tions to phonetic categorization, adjusted to accommodate short-
term input regularities.

On the face of it, this dynamic adjustment in the weighting
functions with which auditory dimensions map to phonetic cate-
gories could be described as consistent with rapid adjustments in
selective attention to auditory dimensions. However, our currently
incomplete understanding of human auditory selective attention
makes it difficult to determine definitively whether this is a viable
model. The conundrum for advancing a mechanistic understanding
of whether selective attention plays a role is that we do not yet have
arich body of evidence regarding the boundaries and constraints of
dimension-based auditory selective attention to definitively
determine whether it is playing a role. Even so, these behavioral
results highlight the inherently dynamic nature of the mapping
from acoustic speech input to behaviorally-relevant categories like
phonemes and words.

2.5. The impact of context in speech categorization

Even quite subtle changes in distributions of sound experienced
across a single input dimension can influence how an acoustic input
dimension factors into phonetic categorization. To illustrate,
consider categorization of speech syllables that vary perceptually
from/ga/to/da/. In English speech productions, these syllables are
best differentiated by the third formant onset frequency (F3).
Accordingly, F3 onset frequency carries a strong perceptual weight
in/ga/-/da/categorization. As is typical in identification responses
across a series of stop consonants like/g/and/d/, there is a rather
steep slope in the transition from identifying lower F3 onsets as/ga/
to identifying higher F3 onsets as/da/. This steep identification
function (consistent with what is traditionally interpreted as cat-
egorical perception) invites the inference that a specific range of
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Fig. 2. (A). The relationship of two acoustic dimensions, FO and VOT, is manipulated across an experiment. In Canonical blocks, the majority of trials (Exposure stimuli, yellow)
sample the typical FOXVOT relationship in English. In the Reverse block, an artificial accent is introduced, reversing the FOXVOT relationship. Across blocks, infrequent Test trials
(purple, orange) hold VOT acoustically ambiguous and manipulate FO. Listeners' Ibl- Ipl categorization of Test trials thus provides a measure of reliance upon FO in Ibl-Ipl cate-
gorization. (B). Percent of Ipl responses as a function of short-term regularities experienced across blocks.

lower-frequency range of F3 onset frequencies map to/g/and
another specific, higher-frequency, range of F3 onset frequencies
map to/d/(e.g., Lotto and Kluender, 1998).

However, perception of isolated syllables only tells part of the
story. Consider what happens when a simple sentence precedes
the/ga/-/da/syllables. As first demonstrated long ago (Ladefoged
and Broadbent, 1957), preceding context can have a substantial
influence on speech categorization. A contemporary example
demonstrates this for/ga/-/da/(Laing et al., 2012). In this study, a
precursor phrase (Please say what this word is) preceded the/ga/-/
da/syllables varying in F3 onset frequency and listeners simply
categorized the final/ga/-/da/syllable. In one block of trials, the
precursor phrase was manipulated to subtly emphasize somewhat
higher frequencies in a frequency band in the range of/ga/-/da/F3
onset frequencies. In another block of trials, the same precursor
phrase emphasized lower frequencies in the same band. Said
another way, the phrases subtly differed in the long-term average
spectrum of the preceding speech. On each trial, listeners simply
reported whether they heard ga or da in the context of one of the
two precursor phrases.

The results demonstrate that phonetic perception is influenced
by the long-term average spectrum of precursor sounds. In the
context of a precursor sentence with exaggerated higher F3-band
frequencies, the mapping of F3 onset frequency shifts to result in
more/ga/categorizations. In the context of exaggerated lower F3-
band frequencies in the precursor phrase, the same speech target
syllables are more often categorized as/da/. Thus, a precursor can
have a substantial effect on how the F3 onset frequency input
dimension maps to phonetic categories. This may provide a means
by which the system accomplishes talker normalization (Assgari
and Stilp, 2015; Huang and Holt, 2012; Ladefoged and Broadbent,
1957).

Perhaps more surprising, precursor contexts across which

spectrally-biased long-term average spectra emerge need not be
speech to impact phonetic categorization (Holt, 2005, 2006b).
When a series of pure tones sampling the higher versus lower F3-
band frequencies precedes/ga/-/da/syllables, phonetic categoriza-
tion is also shifted (Holt, 2005, 2006b; Laing et al., 2012). In the
context of a sequence of higher-frequency tones, categorization
shifts to/ga/. The same speech syllables are more often reported as/
da/when preceded by a lower-frequency sequences of tones. Here,
as in the case of speech precursor sentences, the direction of the
influence of context is spectrally contrastive. Higher-frequency
precursors lead subsequent acoustic information to be more often
mapped to the category characterized by lower F3 onset fre-
quencies,/ga/, and vice versa. This pattern of spectral contrast has
been observed across many speech categories (Lotto and Holt,
2006), evoked by precursor sentences (Assgari and Stilp, 2015;
Huang and Holt, 2012; Laing et al., 2012), single syllables (Huang
and Holt, 2012; Lotto and Kluender, 1998), and across nonspeech
contexts varying from tones to notched noise (Holt, 2005, 2006a;
2006b; Lotto and Kluender, 1998). Across these studies, the findings
are consistent in revealing that the mapping of an input dimension
to an auditory representation, here a phonetic category, is not fixed.
Rather, the auditory system appears to track the distribution of
spectral energy evolving across the long-term average spectrum of
incoming speech and the mapping of subsequent acoustic infor-
mation is relative to, and contrastively with, the distribution of
acoustic information experienced in prior context.

A rather spectacular non-speech demonstration of such acoustic
context effects was recently reported by Chambers et al. (2017). The
authors took advantage of a classic auditory stimulus, a Shepherd
tone, made of octave-separated pure tones distributed across all
audible frequencies. If one sequentially presents two Shepherd
tones separated by a base frequency of 6 semitones (a musical
'tritone’), the average listener is equally likely to hear a pitch shift
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going up or going down (although individual listeners can have
quite strong and stable bias for hearing an up or down shift).
However, when such a Shepherd tone pair is preceded by an
acoustic context, subjects’ perception of the direction of this
ambiguous pitch shift could be quasi-deterministically manipu-
lated, whereby the contiguity of the separate frequency elements of
the context tones with the two test tones decides the percept. This
result shows that a basic auditory perceptual decision - the direc-
tion of a local pitch contour - is strongly driven by active integration
with prior acoustic information.

Although speculative, these demonstrations from human
behavior may be consistent with accounts of auditory selective
attention that emphasize optimization of auditory cortical filters
for task performance and for enhancing selectivity to task-relevant
information via contrast enhancement (e.g., Fritz et al., 2007;
Jaaskelainen et al., 2007, 2011).

2.6. Summary

We began with something simple: how might the auditory
system recognize a spoken word beach from peach. The textbook
answer to this question is straightforward and has influenced our
approach to evaluating neurobiological evidence for speech
recognition. The traditional understanding is that the system rec-
ognizes a diagnostic auditory cue, like VOT, which maps to a pho-
netic category. By this view, it is quite natural to conceive of the
mapping from input to auditory object, in the cases above phonetic
categories, as examples of sensory ‘encoding’ to relatively stable
features or dimensions. Thus, when we see patterns of activation in
the brain that correspond closely with acoustic dimensions we
know to be significant in signaling a particular phonetic category
(Mesgarani et al., 2014) it is tempting to conclude that we have
cracked the speech code.

The phenomena reviewed above collectively illustrate the dy-
namic nature of the mapping of auditory dimensions to
behaviorally-relevant representations and actions. They reveal the
need for a less static perspective on how input is mapped to
behaviorally-relevant auditory representations and highlight that
the dividing lines between perception, attention and learning are
likely to be quite blurry - if they exist at all. The very mapping of
acoustics to auditory dimensions and objects is dependent upon an
organism's prior history of experience, the short-term experience
evolving in the local input, and statistical relationships relating the
present sound exemplar to those experienced previously.

These effects are well illustrated by perception of speech, but
they are not exclusive to speech. Humans and other mammals are
very sensitive to changes in the salience, task-relevance, and
composition of the acoustic dimensions of complex and ecologi-
cally important sounds (Holt and Lotto, 2006; Leech et al., 2009b;
Leech, Gygi, Aydelott and Dick, 2009a; Shamma and Fritz, 2014).
Indeed, listeners appear to be able to shift attention across multiple
simultaneously-present acoustic dimensions to home in on the
ones that are diagnostic in guiding behavior (Henry et al., 2015;
Herrmann, Henry and Obleser, 2013a; Herrmann, Henry, Scharinger
and Obleser, 2013b; Herrmann, Schlichting and Obleser, 2013c;
Idemaru and Holt, 2011). As we noted above, this non-spatial
dimension-based auditory attention has received rather little
empirical study in human auditory cognitive neuroscience. Thus,
although there are suggestive connections of the phenomena
reviewed above with attention, and although selective attention
has been evoked as a potential contributor to the highly dynamic
mapping of input in speech perception, it remains the case that
explanatory power is compromised without a more solid mecha-
nistic understanding of non-spatial dimension-based attention in
auditory processing.

To illustrate this point, we next briefly review several illustrative
nonhuman animal studies of auditory processing that provide
potentially useful guideposts in making headway on this issue.
Collectively, they illustrate that although ‘attention’ is useful as a
placeholder, the phenomena to which it is directed are unlikely to
arise from a single mechanism, or across a constant level of rep-
resentation or timescale. These illustrative examples also offer di-
rection in considering how to build new human paradigms that can
connect better with open questions about whether auditory se-
lective attention — and plasticity associated with it — play a sub-
stantive role in the dynamic mapping of acoustic dimensions to
speech reviewed above.

3. Nonhuman animal neurobiological studies

The neural mechanisms of active listening (in contrast to passive
‘hearing’) have been increasingly the focus of research in under-
standing the hierarchy of cortical areas identified in the mamma-
lian auditory system (Hackett, 2011; Morillon et al, 2015).
Nonhuman mammal studies have shown that behavioral manipu-
lation of attentional systems can modulate, and even alter, the
topography of tonotopic maps (Bieszczad and Weinberger, 2010;
Weinberger, 2007), and that this modulation is important for
learning. Moreover, recent studies demonstrate that neuronal
receptive fields in regions along the cortical hierarchy are modu-
lated in response to the behavioral relevance of auditory di-
mensions (Atiani et al., 2014; David et al., 2012; Shamma and Fritz,
2014; Winkowski et al., 2013; Yin et al., 2014). We briefly (and
selectively) review a few illustrative examples that may be useful in
connecting animal neurobiological frameworks with phenomena
we reviewed above.

3.1. Perceptual Weighting

Multiple species exhibit sensitivity to combinations of acoustic
input dimensions (e.g., Atencio et al., 2008), making it tempting
connect these literature with the multidimensional nature of
speech categories and the dynamic nature by which input di-
mensions are mapped to behaviorally-relevant categories. Indeed, a
recent study demonstrates that plasticity in adult rodents impacts
auditory sensitivity to combinations of acoustic input dimensions
(Shepard et al., 2015). Using single-unit recordings and electro-
physiological mapping in an adult mouse model, Shepard et al.
demonstrate that auditory core cortical activity differentiates
species-specific vocal categories. Moreover, a distinct set of core
auditory cortical (putative pyramidal) neurons develop increased
sensitivity to specific combinations of auditory dimensions in
newly-acquired vocalization categories. At a population level, this
plasticity reflects the differential weighting across acoustic input
dimensions associated with behaviorally-relevant vocalization
categories. Inasmuch as the auditory representation of
behaviorally-relevant acquired categories comes to reflect the
combinations of acoustic dimensions signaling the categories with
differential perceptual weights, this model may provide a produc-
tive framework for discovering neurobiological bases of perceptual
weighting in the auditory system, how these weightings emerge
with experience, and how they might be dynamically re-weighted
by short-term regularities in the input, as observed for speech
(Idemaru and Holt, 2011).

3.2. Dimension-based Attention to Acoustic Frequency
In both human and non-human animals, auditory attention is

often studied by comparing neuronal responses when the animal is
engaged in a demanding behavioral task (Tsunada et al., 2015) or
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specific readiness state (Carcea et al., 2017), versus passive listening
or less constrained activity. This makes it difficult to disambiguate
effects of task, overall arousal, motor activity, and cross-modal
attentional allocation from the effects of attention within a given
dimension - for instance, attending to a higher or lower frequency
band. Recently, Schwartz and David (2017) created a novel rodent
experimental paradigm to direct attention to one of two frequency
bands. Ferrets were simultaneously presented with 2 streams of
dynamically filtered narrowband noise, with each band presented
at a different spatial location to enable behavior. Distributed over
multiple trials, one band contained embedded higher-SNR 'cue’
tones at the band's center frequency (serving to draw the ferret's
attention to that band), with both bands containing embedded
'probe’ tones at lower SNRs, which served as target and foil stimuli.
With training, ferrets very accurately detected target and ignored
foil tones. But, in contrast to what might have been expected from
work in vision (where attending to one part of retinotopic space
increased firing for neurons preferring that location) as well as in
recent auditory mapping work (Da Costa, Van Der Zwaag, Miller,
Clarke and Saenz, 2013), Schwartz and David (2017) found that
most primary auditory cortex neurons' responses (spike rate) to the
narrowband noise around the attended tone frequency decreased
compared to when the same noise was ignored. By contrast, spiking
to the probe tone did not change significantly depending on
whether its frequency band was attended or ignored. The authors
suggest that this pattern may reflect very narrowly tuned adaptive
suppression of non-informative noise around the cued frequency.
This possibility will be interesting to test in future work and that
also harkens back to the human studies discussed above showing
adaptive reweighting of auditory cues based on their utility for
extracting information from the speech stream.

3.3. The Impact of Context

The directionality of the context-dependent speech phenomena
we reviewed above, and others like it in the literature, is contrastive.
The pattern of results is such that perception is shifted away from
the acoustic input dimensions of the preceding context, consistent
with neural systems that emphasize change. Whether speech or
nonspeech, precursors sampling a higher-frequency band shift
speech categorization toward categories characterized by lower-
frequency spectral energy. However, the alignment of the dimen-
sion or feature distinguishing the speech categories - for example
the third formant frequency band in/ga/versus/da/- with the
dimension or feature manipulated across the precursor context
appears to be critical. Recall that manipulating the long-term
average spectrum of a precursor in the third formant (F3) fre-
quency band shifts/ga/-/da/speech categorization. However,
manipulation of the long-term average spectrum of preceding
speech or nonspeech in the first formant (F1) frequency band has
no effect on/ga/-/da/categorization even though manipulations to
the F1 frequency band do produce contrastive context effects on
vowel categorization across vowels distinguished by their F1 fre-
quencies (Huang and Holt, 2012).

Animal neurobiological studies suggest that stimulus-specific
adaptation (SSA) exhibits an intriguingly similar profile in both its
dimension- or feature-selectivity and response characteristics
(Ulanovsky et al., 2003) In SSA, neural responses to a particular
stimulus are reduced in amplitude and delayed in latency when a
stimulus with similar acoustics precedes it compared to the neural
response to the same stimulus presented in isolation. However, SSA
is not evident when the precursor stimulus is distinct enough that it
fails to activate overlapping stimulus-specific neural populations
(Jaaskeldinen et al, 2007). In line with proposals made by
Ulanovsky et al. (2003) the depression of neural response to

regularity and the corresponding exaggeration of change with
enhanced neural response may provide a means by which the
system responds to regularity present across input dimensions.
(See Hermann, Henry and Obleser, 2013a for an example in human
listeners).

Further, in a series of human behavioral studies of speech
categorization Holt (2005) observed that the mean frequency of a
distribution of tones (whether the distribution varied across
1000 Hz or included only tones repeated at the mean frequency)
was the best predictor of its influence of categorization of subse-
quent speech. This resonates with findings from animal neurobi-
ology. Ulanovsky et al. (2003) examined the response of primary
auditory cortex neurons to equally probable, equal-amplitude tones
with 20 different frequencies. The responses of the primary audi-
tory cortex neurons to frequencies at the center of the stimulus
frequency range adapted the most and there was relative
enhancement of responses at the eccentric frequencies furthest
away from the center of the frequency range. This created a U-
shape in the neural tuning curves, with maximal adaptation at the
central frequencies and relative enhancement at the edges. This
appears to arise because adaptation strength is negatively associ-
ated with the frequency difference between the present stimulus
and the stimulus from the preceding trial (Brosch and Schreiner,
1997; Ulanovsky et al., 2003). Thus, adaptation is greatest for cen-
tral frequencies because central frequencies, on average, have
smaller frequency differences from the preceding trials compared
to eccentric frequencies. Holt (2005) argued that this may relate to
the observation that the mean frequency of a distribution of pre-
ceding tones is the best predictor of the impact of context on speech
categorization. In line with proposals made by Ulanovsky and col-
leagues (2003; 2004), the depression of neural response to regu-
larity and corresponding exaggeration of change with enhanced
neural response may provide a means by which the system re-
sponds to regularity across specific input dimensions. SSA seems to
have some of the right properties to support the contrastive,
dimension-specific contrast effects evident in speech perception
(Holt, 2006a,b).

Moving animal neurobiological studies even closer to the
behavioral phenomena of speech perception, a recent study of
songbird forebrain demonstrates that rapid discrimination of
behaviorally-relevant vocalizations depends not only on specific
stimulus features, but also on expectations generated from context
about upcoming events (Lu and Vicario, 2017). When acoustic
features of a target songbird vocalization differed from the statis-
tical distribution of a preceding context song, auditory response to
the target vocalization was significantly enhanced relative to when
it shared the same acoustic distribution as preceding context. Thus,
songbird auditory forebrain is dynamically modulated by acoustic
context to emphasize complex acoustic dimensions that depart
from the regularities build up across prior context. In mammalian
species, human and nonhuman animal auditory cortex also is
sensitive to statistical context across extended time scales (Yaron
et al.,, 2012).

In this way, the distribution of acoustic dimensions evolving in
incoming input provide a means of modulating auditory processing
to bias the system to down-weight the significance of dimensions
well-sampled in prior input and enhance those that are novel.
Although these effects are not often spoken of as selective atten-
tion, this pattern of bias toward (or away from) a particular input
dimension may be another way that the auditory system directs
dimension-based selective attention to behaviorally-relevant ob-
jects and events. Indeed, Jaaskeldinen et al. (2011) have made the
case that the tuning of auditory cortical feature-specific neural
populations via SSA is especially intriguing in light of the fact that
such cortical tuning has been implicated as a mechanism of
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auditory selective attention (Fritz et al., 2007).

4. Building a bridge from animal neurobiology to human
phenomena

Like the speech perception phenomena reviewed above, these
illustrative examples from nonhuman animal neuroscience
demonstrate that the very mapping of acoustics to auditory di-
mensions and objects is dependent upon an organism's prior his-
tory of experience, the short-term experience evolving in the local
input, and statistical relationships relating the present sound
exemplar to those experienced previously. Yet, despite the
intriguing connections reviewed above, there remains a gulf be-
tween the speech perception phenomena and the paradigms of
animal neurobiological research in examining putative roles for
dimension-based auditory attention. It would be highly desirable to
have a human behavioral paradigm that could build a bridge this
gulf in constructing a neurobiological model of human auditory
perception, including speech perception, that incorporate
dimension-based auditory attention.

To be clear, the goal need not be to model the speech phe-
nomenon described above directly. Rather the aim would be to
develop a productive test-bed for investigating non-spatial audi-
tory dimension-based attention in human listeners that might
inform us about the auditory mechanisms available to speech
perception. In this context, any such paradigm would need to
include several important elements.

First, nonspeech stimuli would be desirable as the use of speech
complicates direct connections with the informative neurobiolog-
ical research with nonhuman animals. Speech also makes it chal-
lenging to isolate specific auditory dimensions of selective
attention and assessments across speech can be ‘contaminated’ by
individual differences in language ability, native-language back-
ground, and other factors. Nonspeech sounds, in contrast, allow for
fine-grained manipulation of acoustic parameters.

Second, task demands should require directing attention along a
specific acoustic dimension. In humans, the most straightforward
means of directing attention is to instruct participants to focus on a
particular dimension (e.g., 'pay attention to the higher sounds), or
on some sub-region of that dimension while ignoring another sub-
region (e.g., 'the cue to press the button will be a high sound, and
not a low sound"). Overtly guiding participants' attention to a part
of the spectrum is an attractive possibility. From a practical
perspective, participants' attention to frequency band can be
directed using relative height terms. More importantly, frequency is
the primary dimension of auditory representation and it has been
used so productively in animal electrophysiology research on
dimension-based auditory attention. In addition, it relates naturally
to the formant-frequency-band-specific effects so common in
speech perception, as well as to visual neuroscience paradigms that
overtly direct attention to parts of retinotopic space.

Such explicit, symbolic (language-directed), and endogenously
driven attention is experimentally convenient in that little to no
training is required for participants to understand the task. How-
ever, it does not capture more exogenous attentional effects, such as
those driven by the acoustic saliency or informational structure of
the auditory scene. These effects are vital to account for, in that
decades of psychoacoustic research using variants of the 'probe-
signal' paradigm (Greenberg, 1968) have shown that detection and
processing of isolated or embedded tones is strongly modulated by
the presence and reliability of the preceding spectral context
(Cusack et al., 2004; Dai et al., 1991; Green and McKeown, 2001;
Hafter et al., 1993; Hiibner and Hafter, 1995; Larkin and Greenberg,
1970; Mondor, 1999; Mondor and Breau, 1999; Mondor et al., 1998;
Reeves and Scharf, 2010; Richards and Neff, 2004; Scharf et al.,

1987; Scharf et al., 2008; Scharf et al.,, 2007; Tan et al., 2008;
Woods et al., 2001; Wright, 2005). Such findings are highly remi-
niscent of those using endogenous and exogenous spatial atten-
tional cues in vision research (reviewed in Carrasco, 2011). Nor do
explicitly cued attention paradigms get at the putatively attentional
mechanisms underlying the dynamic perceptual reweighting along
multiple dimensions, as discussed above for speech phenomena.
Thus, a good experimental model of dimension-selective auditory
attention should allow for simultaneous driving of more sustained,
endogenous, and explicitly cued attention along with moment-to-
moment manipulation of acoustic and informational parameters
that transiently guide exogenous and endogenous attention along
different auditory dimensions.

Finally, it would be desirable to utilize sounds that make strong
demands on integration of information within a dimension, and to
be able to manipulate the difficulty of this integration to place
greater or lesser demands on the system, as this is surely a factor in
speech processing. At the same time, it would be advantageous to
be able to manipulate the relationship of a target input dimension
with competing ‘distractor’ dimensions across sustained sound
input. This would assist in bringing studies of non-spatial dimen-
sion-based auditory attention of the sort directed to brief segments
of speech in closer alignment with more common studies of audi-
tory attention across sustained sounds, as in the classic cocktail
party phenomenon. An additional benefit is that this approach
would align well with human neuroimaging tools and the demands
of listening to continuous, fluent speech in everyday listening.

Building a bridge between mechanisms of auditory attention in
spoken language comprehension to those revealed by non-human
electrophysiology has been an active research agenda in the EEG/
MEG field (e.g., Ding and Simon, 2013; Forte et al., 2017; Kong et al.,
2014; O'Sullivan et al., 2014; Skoe and Kraus, 2010; Zion Golumbic
et al,, 2012). In the same spirit, here we present a novel experi-
mental approach that meets these desiderata and we share four
insights from preliminary research.

5. Sustained Auditory Selective Attention (SASA), a novel
approach to investigating non-spatial dimension-based
auditory selective attention

In recent work, we developed a novel behavioral paradigm we
refer to as SASA, the Sustained Auditory Selective Attention para-
digm. In the SASA paradigm, listeners direct attention to a series of
four-tone ‘mini-sequences’ that fall within a specific spectra band,
without any auditory spatial cues (see Fig. 3). Listeners monitor for
temporally-adjacent mini-sequence repeats within the attended
band. This puts a high demand on encoding and integrating
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Fig. 3. Example Stimuli from SASA Behavioral Paradigm. Spectrograms (Time X Fre-
quency) plot an example stimulus. Stimuli consisted of four-tone 'mini-sequences
within a 'target’ frequency band paired with a 'distractor’ frequency band. A verbal cue
(high / low) prompted listeners to monitor a specific band for mini-sequence repeats.
This required listeners to maintain sustained auditory selective attention to the evo-
lution of spectral structure across time within a specific frequency band in the context
of similarly- complex sounds in a distractor band.
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information across a delimited frequency range, the center fre-
quency of which varies across trials. Adding to the challenge, target
mini-sequences are accompanied by mini-sequences in a distractor
frequency band that varies in its spectral distance from the target
frequency band. The distractor band may also contain mini-
sequence repeats. A verbal cue (high, low) directs attention to a
specific frequency band and brief ‘orientation tones’ alert listeners
to the mean frequency of each band. Listeners report mini-
sequence repeats in this target band with a key press.

The task meets the experimental desiderata outlined above in
that it requires directing attention to a specific acoustic dimension,
namely spectral band. (We discuss other manipulable dimensions
below). The task involves nonspeech stimuli that make strong de-
mands on integrating information (the mini-sequences) across an
input dimension (the frequency band) and that can be extended
across time to require sustained selective attention. Likewise, SASA
requires spectrally-selective attention to a particular frequency
band. In this, it aligns well with the nonhuman animal literature
that has similarly capitalized on frequency as a significant acoustic
input dimension across which selective attention can be directed
(see Fritz et al., 2007).

In the next section, we describe four insights from utilizing this
SASA paradigm among adult human listeners and describe how
future work might exploit the approach further to make closer
connections between the speech phenomena reviewed above and
animal neurobiological models.

6. Four insights from SASA

6.1. There are substantial individual differences even in typical
young adults

A first study examined the range of individual variation in SASA
performance among healthy young-adult (N = 37) university stu-
dents. In this study, listeners completed a temporally-interleaved
version of the nonspeech SASA task that complemented the
simultaneous version shown in Fig. 3. In this version, the high and
low frequency bands alternated in time (every 125 ms) and lis-
teners' task was to monitor one of the bands for mini-sequence
repeats. The results are plotted in Fig. 4. Even among this rather
homogeneous sample of young-adult university students, there
were substantial individual differences in performance on the
nonspeech SASA task (apparent across the range variation on the
Fig. 4 x-axis). This is important in that it reveals that even healthy
listeners differ in baseline ability to direct and sustain auditory
selective attention to a specific acoustic dimension. Larger-scale
future studies sampling a more diverse participant population
have the potential to establish the range of individual variability
evident among healthy listeners. This would be highly desirable as
a benchmark for clinical assessment of dimension-based auditory
selective attention among healthy older listeners who exhibit
auditory selective attention difficulties, and among individuals
with neurodevelopmental or neurodegenerative disorders that
impact auditory attention (Shinn-Cunningham, 2017). It may be
especially valuable that the SASA task is unlikely to be contami-
nated by language ability, native-language background, and other
speech-specific factors.

6.2. Performance in the nonspeech SASA paradigm is associated
with speech comprehension in dual-talker conditions

In the same study, we also sought to examine whether the novel
SASA task demanding selective attention to a specific frequency
band across nonspeech stimuli relates to more common measures
of auditory selective attention, specifically in the speech domain.
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Fig. 4. There is substantial individual variability in nonspeech SASA performance that
is associated with speech comprehension in dual-talker conditions. Here, we plot each
participant's average hit rates for nonspeech SASA versus dual-talker speech. The same
relationship holds (R?* = 0.81) when participants’ accuracy for a standard mental
rotation are included in the regression model, suggesting that the tight relationship
between nonspeech SASA and dual-talker speech is not simply driven by individual
differences in participants’ generic ability to perform experimental tasks.

For this reason, the same participants also completed a dual-talker
speech task, similar to canonical multitalker studies of real-world
listening challenges (Brungart et al., 2005). In this task, listeners
attempted to detect exact repetitions in a string of 3 key words in
the attended talker stream (male/female), while ignoring the other
talker. As a control for overall performance, listeners also
completed a version of a classic mental rotation task (Shepard and
Metzler, 1971).

The strong relationship between SASA performance and dual-
talker speech performance illustrated in Fig. 4 indicates auditory
selective attention to specific frequency bands, as measured using
the novel nonspeech SASA task, is strongly associated with dual-
talker speech comprehension and holds even when mental rota-
tion is included as a factor in the general linear model to control for
overall performance differences. This is important in that it in-
dicates that performance in the nonspeech SASA paradigm is
robustly associated with a multi-talker speech comprehension
challenge that demands dimension-based auditory selective
attention. This is exciting because it suggests that the nonspeech
SASA paradigm can serve as a proxy for everyday listening chal-
lenges. Whereas comprehension of speech in noise is a common
model of auditory selective attention, the use of speech complicates
direct connections with informative neurobiological research with
nonhuman animal models, makes it challenging to isolate specific
auditory dimensions of selective attention, and can be contami-
nated by individual differences in language ability. The nonspeech
SASA paradigm allows greater experimental control over details of
the target and distractor dimensions than is possible with natural
speech stimuli and connects directly to productive animal
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neurobiological models. Future studies more directly connecting
this approach to the speech phenomena reviewed above might, for
example, take the approach of manipulating regularities across
which task-relevant information appears in a specific frequency
band (to tap into perceptual weighting and associated plasticity).
Just as importantly, there is considerable opportunity to carefully
manipulate demands upon human spectrally-selective attention in
order to address the many open questions regarding basic
mechanism.

6.3. Listeners can learn to better deploy dimension-based auditory
attention

Especially intriguing, training can improve listeners' ability to
deploy non-spatial dimension-based auditory selective attention.
In a separate cohort of listeners sampled from the same population
of healthy university students, we provided two 1-h sessions of
training with feedback on the nonspeech SASA task. As shown in
Fig. 5, most listeners improved in their ability to integrate infor-
mation in the target frequency band in the context of complex
acoustic information in a distractor frequency band. This implicates
behavioral training as a viable intervention that may improve
dimension-based auditory selective attention among those with
poor baseline abilities, or clinical impairment of auditory selective
attention. An exciting, as yet unexplored, possibility is that such
training might improve listeners' ability to direct attention to spe-
cific frequency bands. It might be possible, for example, to redirect
spectral attention to higher frequencies that carry significant
speech information (Monson et al., 2012; Monson et al., 2014;
Vitela et al., 2015) in the context of noisy surroundings that mask
lower frequencies, thereby encouraging new perceptual weighting
schemes beneficial to behavior.

6.4. Dimension-based auditory attention can be topographically
mapped in human primary and non-primary auditory cortex

Acoustic frequency is a particularly attractive model for
dimension-based auditory attention in that (a) informative and/or
disambiguating acoustic cues in ecologically-relevant environ-
mental sounds and intentional communicative signals are unevenly
distributed across the spectrum and (b) frequency is topographi-
cally mapped across multiple auditory areas that differentially
contribute to perceptual and decision processes. However, as noted
by Schwartz and David (2017), it has been challenging to come up
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Fig. 5. Training Improves SASA Performance. Brief (two-session, 90 min) training with
the SASA model paradigm improves performance in most participants.

with paradigms in nonhuman animals that isolate frequency-
selective attention from other attentional factors — a primary goal
of our human SASA paradigm. In humans, recent work on
spectrally-selective attention (Da Costa et al., 2013, see also
Paltoglou et al., 2009) has shown that when listeners attend to
either a high or low frequency stream containing behavioral targets
(with both streams presented simultaneously, but to different ears),
voxels in auditory regions with preferred frequencies near an
attended frequency band show increased blood-oxygen-level-
dependent (BOLD) activation, whereas voxels with preferred fre-
quencies far from the attended frequency band show decreased
BOLD activity. Using an innovative melody-monitoring paradigm in
a three-frequency-band stimulus, Riecke et al. (2016) showed that
the topography of spectral attention significantly echoed tonotopic
maps in early auditory areas; in putative secondary areas, attended
frequency could be decoded using multivoxel-pattern classification
approaches, but did not seem to follow tonotopic progressions.
Using our non-speech SASA paradigm, we have recently exam-
ined spectral-based auditory selective attention in human cortex,
combining functional MRI with high-resolution quantitative MRI in
order to identify putative auditory core (Dick et al., 2017). Here, we
observed that human primary and much of non-primary auditory
cortical activation is strongly modulated by spectrally-directed
auditory selective attention to five different frequency bands, in a
manner that recapitulates its tonotopic sensory organization. The
detailed, graded activation profiles elicited by single frequency
bands (without distractors) were strongly associated with
attentionally-driven activation when these frequency bands were
accompanied by distractors (acoustic stimuli as in Figs. 3 and 6
shows group average maps for tonotopic and 'attention-o-tono-
topic' conditions from Dick et al., 2017). Moreover, systematic
spatial maps of 'dis-preferred frequency’ (the frequency that drove
the smallest response at each voxel) could also be recapitulated by
frequency-directed attention to those same frequencies. Finally, the
graded frequency preferences observed in small patches across
auditory cortex were closely aligned to those evoked by attention to
those frequencies in the presence of distractor frequency bands.

6.5. SASA overview and future directions

These initial studies using the SASA paradigm demonstrate that
we can non-invasively observe dimension-based auditory selective
attention in the human brain by embedding task-relevant infor-
mation in different regions of the frequency spectrum - here the
dimension along which attention is directed. A major advantage of
this approach is that brings human auditory cortical paradigms into
closer alignment with informative animal electrophysiological
research. Additionally, since behavioral research using the same
paradigm indicates the close association of performance in this
nonspeech SASA task with comprehension of multi-talker speech it
builds a bridge across which to connect traditional approaches in
human listeners like perception of speech in noise with these
productive animal paradigms. Since training in the nonspeech SASA
paradigm leads to improvements in the ability to direct attention to
specific frequency bands, the pairing of training with these neu-
roimaging approaches can present new opportunities for under-
standing how dimension-based auditory selective attention relates
to short- and long-term plasticity.

Notably, these first studies using the SASA paradigm did not
manipulate listeners' attention to auditory dimensions other than
spectral band, nor did they explore any other means of directing
attention than through specific verbal instruction. The SASA para-
digm can accommodate explicit attention to other dimensions
through varying the acoustic character of the individual sequence
elements, which are not limited to pure tones but can be complex
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Left hemisphere (mirrored)

Fig. 6. Group average Tonotopy and Attention-Tonotopy maps on flattened superior temporal lobe patches, with R1 contours showing putative auditory core, from Dick et al. (2017).
Isocontour lines show quantitative R1 values for the group-averaged putative auditory core, and color maps showing group-averaged best frequency in both conditions. The stars
are fiduciary points to assist in visual comparisons of maps across conditions; the outline of Heschl's gyrus is in yellow dashed lines. The average tonotopic map is characterized by
two pairs of three interlacing best-frequency 'fingers,” with the high-frequency fingers (red/orange colormap) showing greatest frequency preference medially and extending
laterally, where they meet interdigitated lower-frequency fingers (green/yellow colormap) extending lateral to medial, with the longest 'middle’ lower-frequency finger extending
about halfway into auditory core. This pattern is evident in Fourier-analysis-derived maps of the Attention-tonotopy condition but not in the 'randomized control' for which the

attentional response was phase-cancelled (not shown here).

tones or synthetic sound objects. For instance, attention can be
directed to durational or timbral characteristics that define the
task-relevant mini-sequence stream - similar to the way that lis-
teners at a concert will attend to spectrally and temporally over-
lapping flute or oboe lines in an orchestral piece. A SASA variant
more analogous to the dimension-based dynamic reweighting ef-
fects discussed above might provide multiple probabilistic acoustic
cues that would predict the occurrence of a mini-sequence repeat.
As an example, explicit attention could be directed a given spectral
band (as in the original SASA), but the acoustic characteristics of the
constituent tone elements would vary constantly in two di-
mensions (duration and envelope) in both attended and unat-
tended bands. Target mini-sequences would be more likely to occur
when preceded by tones of shorter duration, or a combination cue
of shorter duration and sharper onset envelope. Such a configura-
tion would allow for listeners to discover and selectively direct
attention along the acoustic dimension(s) that are task-informative,
as in the speech examples above. The dynamics of this (putative)
functionally-driven attentional reweighting could be directly
compared to parallel manipulations in speech or speech-like
domains.

7. Summary and conclusions

Was that a beach or a peach? This rather simple example, the
auditory dimensions of which evolve across just 10s of millisec-
onds, proves to involve more complex processing that has tradi-
tionally been described. In contrast to early accounts of speech
processing that emphasized rather static mapping of input di-
mensions to discrete phonemic representations, contemporary
research highlights that speech perception involves selective
weighting of acoustic input dimensions as a function of context and
both short- and long-term input regularities. We have attempted to
make a case that selective attention to specific, non-spatial auditory
dimensions may be an important contributor in this dynamic
mapping of speech input to behaviorally-relevant representations
and actions. Yet, the state of our understanding is such that there
remain many open questions regarding this putative link. We do
not yet have a deep understanding of human auditory selective
attention, especially as it relates to directing attention to specific,
non-spatial dimensions evolving within a sound object of the sort
potentially demanded by speech phenomena reviewed above.
Nevertheless, there are important parallels emerging in animal
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neurobiological research. This work suggests that the phenomena
we refer to as involving selective attention are likely to draw from
multiple neurobiological mechanisms. The hope is that paradigms
that put human and nonhuman animal research into closer align-
ment, as in the case of the SASA paradigm we reviewed above, can
facilitate progress in discovering the basic mechanisms of auditory
selective attention available to support higher-level processing like
that demanded by speech to move us beyond selective attention as
a cognitive placeholder.
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