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Payoff Heat Maps
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Hypothesis

● This simple model predicts that asymmetries in learning on gains versus losses, 
due to asymmetries in D1 versus D2 receptors, can interact with reward reactivities, 
or phasic dopamine signals, to determine the efficacy of value-based 
decision-making.
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438 participants (119 carriers and 319 non-carriers)
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Take home message

● Having lower D2 receptor density or lower reactivity to reward feedback leads to 
an overall lower ability for value-based decision-making

● Contrary to our primary hypothesis, we did not see an interaction between D2 
receptor density and reactivity to reward feedback in the ability to perform 
value-based decision-making.

● There is inconclusive evidence that lower sensitivity to negative feedback 
signals in D2-sensitive pathways interacts with reward reactivity to determine the 
effectiveness of learning during value-based decision-making. 
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