FOR REFERENCE ONLY

Handbook of Clinical Neurology, Vol. 187 (3rd series)
The Temporal Lobe

G. Miceli, P. Bartolomeo, and V. Navarro, Editors
https://doi.org/10.1016/B978-0-12-823493-8.00028-6
Copyright © 2022 Elsevier B.V. All rights reserved

Chapter 13

Domain-specific connectivity drives the organization

of object knowledge in the brain
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Abstract

The goal of this chapter is to review neuropsychological and functional MRI findings that inform a theory
of the causes of functional specialization for semantic categories within occipito-temporal cortex—the
ventral visual processing pathway. The occipito-temporal pathway supports visual object processing
and recognition. The theoretical framework that drives this review considers visual object recognition
through the lens of how “downstream” systems interact with the outputs of visual recognition processes.
Those downstream processes include conceptual interpretation, grasping and object use, navigating and
orienting in an environment, physical reasoning about the world, and inferring future actions and the inner
mental states of agents. The core argument of this chapter is that innately constrained connectivity between
occipito-temporal areas and other regions of the brain is the basis for the emergence of neural specificity for

a limited number of semantic domains in the brain.

INTRODUCTION
Defining the question

The goal of this chapter is to review neuropsychological
and functional MRI findings that inform a theory of the
causes of functional specialization for semantic catego-
ries within occipito-temporal areas that support visual
object processing and recognition. The theoretical frame-
work that drives this review considers visual object rec-
ognition through the lens of how “downstream” systems
interact with the outputs of recognition processes. Those
downstream processes include conceptual interpretation,
grasping and object use, navigating and orienting in an
environment, physical reasoning about the world, and
inferring future actions and the inner mental states of
agents (Johnson et al., 1991; Spelke and Kinzler,
2007). The core argument of this chapter is that innately
constrained domain-specific connectivity between
occipito-temporal areas and other regions of the brain
is the basis for the emergence of neural specificity for

a limited number of semantic domains in occipito-
temporal cortex (Mahon et al., 2007, 2009; Martin,
2007; Mahon and Caramazza, 2009, 2011).

The domain-specific hypothesis that motivates this
review can be separated into two claims: (i) connectivity
provides the initial scaffolding for the organization of
occipito-temporal areas by semantic domain and (ii) that
connectivity is largely hardwired (i.e., innately con-
strained). On this view, connectivity constrains which
types of computations are represented in which areas
of occipito-temporal cortex. Experience must, of course,
provide the content that is represented.

As will be developed, by “domains” I do not mean
exactly “semantic categories”—although some semantic
categories may align with domains. Categories, on my
deployment of the term, pick out groupings of things
in the world. Domains are individuated by the different
types of computations that are required to support (differ-
ent) behavioral goals. Brain “regions” do not implement
the types of computations that distinguish domains.
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Thus, brain regions are not domain-specific; a network of
multiple regions is the smallest unit in the brain that can
meaningfully be referred to as “domain-specific.” By
hypothesis, category-preferring regions in occipito-
temporal areas have those preferences because of how
broader networks of regions are able to process their
outputs in the service of computational goals.

Thus, domain-specific constraints are not “local” to
the occipital-temporal cortex—although the occipital-
temporal cortex is the primary place where such theo-
ries have been developed and tested. Domain-specific
constraints are aligned with the computational goals
required of successful processing of items from differ-
ent domains (e.g., navigating vs inferring someone’s
mental state). Alfonso Caramazza and I have referred
to earlier iterations of this framework as the distributed
domain-specific hypothesis (Mahon and Caramazza,
2011) to emphasize that a given domain-specific neural
system 1is distributed over dissociable brain regions,
where each region contributes to a larger computation
that “defines” the domain.

Criteria for domain-specificity

Research on the functional organization of the temporal
lobe can (roughly) be divided into “activation evidence”
(e.g., fIMRI, neurophysiology, and EEG) and “causal
evidence” (e.g., human neuropsychological investi-
gations, animal ablation studies, lesion-behavior
correlation, electrical stimulation, and TMS). Studies
using activation evidence to study the organization of
occipito-temporal areas have traditionally emphasized
a specific approach for testing the specificity of a brain
region: systematically vary the types of stimuli pre-
sented, until one “type” of stimulus is found that maxi-
mally drives neural responses in the area in question.
This can be done in a data-driven approach at first—
show the subject a lot of different kinds of stimuli and
see which ones drive the neuron or voxel. This approach
may or may not use a threshold criterion to infer
specificity—for instance, that the response to stimulus
X is at least twice as large as the response to any other
stimulus type, e.g., Downing et al. (2006).

Discoveries of regions that consistently exhibit
category-preferences are naturally followed by studies
that parametrically deconstruct the preferred stimulus
type to understand what it is about that stimulus type that
drives responses in the region. For instance, if a region
responds to faces, then an approach would be to experi-
mentally deconstruct faces to understand which aspects
of a face are driving the region (is it the eyes, or the
organization of the features of the face, and so on). Such
studies have provided an incredibly rich basis for

understanding sow occipito-temporal regions come to
be active for a given category of stimuli. That broad par-
adigm has been reinforced by the practice of naming
functionally defined subregions of the occipito-temporal
cortex with the category-name of the stimulus type that
elicits a maximal response: for instance, the “fusiform
face area,” “parahippocampal place area,” “visual word
form area,” “extra-striate body-part area,” and “the
number form area.”

If atheory of what a region does amounts to a descrip-
tion of the types of situations in which it is maximally
active, there is the risk that the data become the theory
(Poeppel, 2012; Zhang et al., 2014). The “data” are that
the fusiform face area is maximally active for faces com-
pared to nonfaces; the theory is that the fusiform face is
specialized for face processing. If another type of stimu-
lus activates the fusiform face area, there are two broad
choices for such a proposal. Either: Give up the idea that
said the “face area” is face-specific; Or: Explain the new
finding in terms of the similarity to faces of the nonface
stimuli that drive the face area. For instance, greebles
(nonface) stimuli were shown to also activate the face
area. Why? One suggestion was that they look like faces
(in such and such specific ways that may even be quan-
tifiable). Such a response is sufficient as an account of
how the FFA came to be active for a greeble; but it only
distracts from the why. Characterizing the selectivity of a
region, or lack thereof, does not resolve theoretical issues
as to what the region does. Describing the selectivity of
responses in a region is invaluable information—but it is
just the starting point for constraining a theory of what
the region does.

As another example: The construal of domain-
specificity that argues that occipito-temporal regions
are innately specialized for different categories has been
challenged on the grounds that response profiles are not
all or none when comparing the preferred to nonpreferred
stimuli. If category selectivity of neural responses in a
region is taken to be evidence for domain-specificity,
then demonstrations of nonselectivity in the neural
responses of that region should count as evidence against
domain-specificity. For instance, using functional neuro-
imaging, a region might respond maximally to faces, and
less so but still substantially to animals, and less so but
still a bit to tools, and even less to places. The area is
defined as the “face area”—and yet the response to
nonfaces in the face area may be above a fixation base-
line. Similarly, multivoxel pattern analyses indicate that
substantial information about nonpreferred categories
(e.g., tools and places) is present in regions that are (puta-
tively) specialized for other categories (e.g., faces, ani-
mals; Haxby et al., 2001). Critics of domain-specificity
are correct that demonstrations of “category-specific”
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neural responses do not, ipso facto, constitute evidence
for domain-specificity.

This chapter argues for an alternative view of domain-
specificity. According to the distributed domain-specific
view, domain-specificity reduces to the claim that there
are innately constrained patterns of connectivity at the
granularity of different computational problems that
need to be solved. Domains are individuated by the
divergent computational goals that must be solved, not
the types of stimuli that drive responses in one or another
brain region (Mahon and Caramazza, 2011; Conway,
2018). Such computational goals are supported by
processing across multiple regions. Thus, “domain-
specificity” describes the computational goals of a
network of regions, rather than the stimulus preferences
of any given region. It follows that the test of domain-
specificity of a region does not reduce to a test of
whether that region exhibits neural responses that are dif-
ferential for one category of stimuli compared to others.
The region may be category-specific in its response
profile—but it may not be, while still being part of a
domain-specific network. This view emphasizes that in
order to understand the constraints that shape the organi-
zation of the temporal lobe, we need to look outside of the
temporal lobe.

Scope of this review

Everyday recognition and use of manipulable objects
involves the integration of visual object representations
in the occipito-temporal cortex with object-directed
action representations in parietal and frontal areas.
Studying the neural organization of manipulable objects
provides an instructive perspective on broader issues
that are central to understanding the constraints that
shape the organization of the occipito-temporal cortex.
“Manipulable objects” refer to any object that can be
grasped and manipulated (e.g., keys, fork, hat, smart-
phone). The empirical review of this chapter emphasizes
the neural systems that support recognition, grasping, and
use of manipulable objects (Fig. 13.1). The discussion
will briefly sketch how the distributed domain-specific
hypothesis applies to understanding functional speciali-
zation in occipital-temporal areas for faces, animals,
written words, body parts, and places.

The scope of this empirical review is primarily limited
to neuropsychological and functional MRI studies that
inform theories of how visual categories are organized
in the temporal lobe, and the constraints that lead to a
consistent organization across individuals in occipito-
temporal areas. The empirical review does not cover
development (e.g., Johnson et al., 1991; Spelke and
Kinzler, 2007), neurophysiology (e.g., Tsao et al., 2006;

Kriegeskorte et al., 2008), or computational modehng
(e.g., Farah and McClelland, 1991; Zhuang et al.,
202 1)—research areas that are highly relevant to under-
standing the causes of occipito-temporal organization.

USE CASE SCENARIOS FOR VISUAL
RECOGNITION

Consider the following example from everyday behav-
ior: you decide to make a sandwich. You navigate to the
kitchen, and on the way, all manner of objects are
“perceived” but probably not noticed as such (perhaps
because they are located in their typical places). In the
kitchen, you get the bread and a plate and the peanut
butter. You open a drawer to take out a knife. For the
first time in this extended series of inner mental states
and outward actions, you “visually perceive” the knife.
In this example, visual perception was not the initial
impetus for thinking about a “knife”; the initial proxi-
mate cause of activating conceptual, and perhaps senso-
rimotor, representations of “knife,” were internally
represented action goals (one of which included the
subgoal of using a knife to spread the peanut butter).
The knife was sought (and then perceived) because it
was already represented as being a useful part of a
broader action goal. I refer to this as “premeditated
perception.”

“Premeditated perception” can be contrasted with
what I refer to as the “surprise paradigm.” The surprise
paradigm subsumes nearly all experimental research
on visual object recognition across a range of tasks
(viewing, naming, n-back, incidental tasks), populations
(human and nonhuman primates, all stages of develop-
ment, healthy and lesioned), and methods (neuropsy-
chology, functional neuroimaging, behavior, etc.).
The methodological maxim of the “surprise paradigm”
is that the subject should not be able to anticipate
(explicitly or implicitly) what the next stimulus will
be on any given trial. In that way, strategies (explicit
or implicit) do not confound an interpretation of how
the brain came to be activated the way that it did, or
how the stimulus affected the participant’s behavior
the way it did. The surprise paradigm, for good reason,
strips away, as much as possible, the types of con-
founding factors that would render an interpretation
ambiguous or difficult.

Within the surprise paradigm of perception, research
on high-level visual processing has emphasized identi-
fication as the “goal” of processing in the occipital-
temporal cortex. This is aligned with the posture
of the system in the surprise paradigm: on each trial,
a stimulus must be recognized anew, without prior
context.
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A. Brain regions that are differentially active for manipulable and graspable objects

Supramarginal Gyrus (SMG) Ventral | Dorsal Premotor (v|dPM)
. Anterior Intraparietal sulcus (alPS) - Posterior Middle Temporal Gyrus (pMTG)
. Posterior Intraparietal sulcus (pIPS) - Lateral Occipital Cortex (LO)*

n=238,FDRq<.05
Medial Fusiform Gyrus | Collateral Sulcus

*LO is defined in this map based on contrast of intact images (all categories) > phase scrambled images

B. Schematic of dependencies among separable computations in support of functional object use

“A E> B” denotes a dependency: “Computations at B are
dependent on inputs from A’

Surface-texture +
material properties

D

Praxis Knowledge Hand shape and grip points Motor programming
(manner of manipulation) (functional object grasping) to execute a functional grasp

Object Structure | Orientation |
Location (egocentric frame)

Fig. 13.1. (A) The maps show functional MRI data obtained while participants viewed and named images of common tools (fork,
cup) compared to images of animals and faces. All of the regions, with the exception of LO, are defined as expressing differential
neural (BOLD) responses for images of “tools” compared to the baseline category of “animals.” LO was defined by the contrast of
all intact stimuli (tools, animals, places, face) compared to phase-scrambled images. Regions are color-coded based on the prin-
cipal dissociations that have been documented in the neuropsychological literature (B). The first functional MRI studies describing
this set of “tool-preferring” regions were carried out in the laboratory of Alex Martin (Chao et al., 1999a; Chao and Martin, 2000).
(B) For each process/function depicted by a “box,” there are neuropsychological studies indicating that the process can be sep-
arately impaired in individuals with acquired brain injury. The schematic depicts a hypothesized series of dependencies among
those dissociable processes in support of an account of “functional” object grasping (e.g., end-state comfort). The network of
regions shown in (A) has been described as the “tool-processing network™ (Garcea and Mahon, 2014). Calling that network
the “tool-processing network” is descriptive of the types of stimuli that engage those regions. By hypothesis, the broader compu-
tational goal of the network shown in (A) is physical reasoning about how first person actions will change the state of the world
(Mahon, 2020). On this analysis, functional object use is much broader than tool processing per se: “Tools,” or manipulable objects
more generally, are a class of things in the world for which successful processes require the specific processes represented across
the network. Reproduced from Mahon B (2020). The representation of tools in the human brain. In: D Poeppel, M Gazzaniga
(Eds.), The new cognitive neurosciences, sixth edn. MIT Press, Cambridge, MA.
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But the surprise paradigm misses an important and
common “use case scenario” for visual recognition that
is captured by “premeditated perception.” Objects are
often already “identified” prior to their perception. We
often do not discover what we will do with objects by
looking at them; often, representations of what will be
done with the object in the service of action goals are
priors on perception (see also Wu, 2008). Consider the
role of “the process of identification of the knife” in
the extended sequence of making a sandwich described
above. The motor-relevant information about how to use
the knife to satisfy the goal of spreading peanut butter
was represented independently of, and prior to, percep-
tion of the knife. In such cases, the first “input” to the sys-
tem is not vision, but a representation of the action goal
and how an object should be manipulated to accomplish
that goal. “Identification,” in that context, is more a type
of confirmation than a type of discovery.

Of course, perception is not always premeditated,
perception can and does support identification, and
object-associated actions are derivable (cold) upon
visual identification of objects. In fact, pantomime of
object use to visual presentation of objects, out of con-
text, is a core test to assess apraxia (Rothi et al., 1991).
Furthermore, the relation between motor-relevant
representations of object use and high-level visual and
semantic object representations is not static and
fixed—it is productive and generative, and can be
adapted on the fly to real-time bottom-up perceptual
input (Goldenberg and Hagmann, 1998). To continue
the example above, imagine that upon opening the
kitchen drawer, you discover there are no clean knives;
and, rather than do the dishes, you reason (de novo) that
a spoon would do just fine for spreading peanut butter
and so grasp the spoon (see Munoz-Rubke et al.,
2018). This has implications when thinking about the
architecture of high-level visual representations and the
dynamics of how those representations interface with
object use systems, on the one hand, and early perceptual
processes, on the other. Whatever model of the system
organization is posited, that architecture must enable
two modes of physical reasoning: inferring manner of
interaction and use from visual structure and general
knowledge (choose the right action for a given object)
and inferring the relevant visual structure in the world
that enables a given behavioral goal (choose the right
object for a given action).

This approach to thinking about use case scenarios for
the temporal lobe takes the emphasis off of an atomiza-
tion of the system into separate regions, with each region
having its own function (and that function is the presum-
able reason for the region being a separate functional
region). To separate individual regions out of the system
and tell a story of selection for each region would be to

miss the relevant level of analysis for understanding the
large-scale organization of the occipital-temporal cortex.
Selection pressures, if they were relevant to understand-
ing the nature of innate constraints that shape knowledge
representations, operated on organisms, which is to say
behaviors—which is to say whole networks of regions
working in concert to solve computational problems. It
would be a disservice to any domain-specific framework
to try to fit evolutionary stories to ad hoc descriptions of
functional processes in specific regions (Gould and
Lewontin, 1979).

Understanding connectivity to regions outside the
temporal lobe becomes the key step for understanding
the organization and processing dynamics within the
temporal lobe. By hypothesis, innately constrained con-
nectivity of occipito-temporal areas to regions outside
the temporal lobe is the core scaffolding that drives
functional specialization by semantic domain in the tem-
poral lobe. This approach shifts the emphasis from using
neural responses to determine the semantic category
tuning profile of a region, to understanding how each
region contributes to the broader computational goals
driving behavior. Characterizing those broad computa-
tional goals thus becomes central to the scientific enter-
prise of describing the functional organization of the
temporal lobe.

Caution is merited with respect to “reverse
engineering” the constraints that shaped the organization
of the system from its current use. The current use of a
system may be related to the original pressures that con-
strained the design of the system, or they may not be
related. Gould and Lewontin (1979) explained this by
analogy to spandrels—the space created between
an architectural arch and the ceiling, and which is a
byproduct of fitting a curved arch into a square space.
When spandrels are adorned with a fresco, the spandrel
looks like “it was designed to be decorative.” But
“decoration,” while the current use, was not the original
motivation for the structure. How might this apply to
inferences about the causes of functional specialization
in the temporal lobe?

Consider what could have been the constraints that led
to the functional organization of the temporal lobe, such
that there could be an area, the “visual word form area,”
that exhibits specialization for printed words (Cohen
et al., 2000). As will be developed further below, the
visual word form area exhibits all of the hallmarks of
functional specialization that a brain region might exhibit
for a visual category: the visual word form area has a
definite developmental timeline; focal damage causes a
specific deficit (pure alexia); it has a stereotyped location
across individuals, and its existence as a specialized
area (for reading) is resilient to the absence of visual
experience (Buchel et al., 1998; Dehaene et al., 2005;
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Dehaene and Cohen, 2007; Striem-Amit et al., 2012;
Bouhali et al., 2014; see discussion below). And yet,
“reading” is the fresco that is painted on the spandrel.
Reading is neither universal, nor old enough to have been
a use that constrained brain organization (Dehaene and
Cohen, 2007). The visual word form area is specialized
for recognizing printed words, yet the visual word form
area could not have been engineered for reading (Gould
and Lewontin, 1979).

The moral of Gould and Lewontin’s spandrels of San
Marco is clear when thinking about the visual word form
area. But the visual word form area is not the exception,
as much as a test-case that illustrates a methodological
guardrail that should apply to all category-preferring
areas of the ventral stream. The visual word form area
is consistently in the same location across all literate
individuals—presumably, in part, due to genetic con-
straints on the connectivity of the temporal lobe, together
with other factors to do with the role of experience in
shaping cortical organization (Srihasam et al., 2014).
We are not inclined to assume that current use (recogniz-
ing words) was the basis for shaping whatever innate
biases drive the word form area to become specialized

Picture Naming Performance By Category
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for reading. We should be equally cautious in assuming
that current use (recognizing faces) is what drove the face
area to be specialized for recognizing faces.

EVIDENCE FOR DOMAIN-SPECIFIC
NEURAL ORGANIZATION

Clues from neuropsychology

Category-specific semantic deficits are impairments to
conceptual knowledge that differentially, or selectively,
affect information from one semantic category compared
to other categories (see review by Capitani et al., 2003).
Fig. 13.2 shows the picture naming performance from
some well-studied patients and illustrates some of the
semantic categories that can be reliably dissociated: liv-
ing animate (animals), living inanimate (fruit/vegetables/
plants), conspecifics (other people), manipulable objects,
and not shown: geographical places and potentially body
parts. The study of category-specific semantic deficits
has proven to be an incredibly fertile ground for the
development and evaluation of hypotheses about how
conceptual information is organized in the human brain.
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Fig. 13.2. Category-specific semantic deficits. (A) Patients with category-specific semantic deficits may have selective impair-
ments for naming items from one category of items compared to other categories. (B) Those patients may also have impairments for
answering questions about all types of object properties (i.e., visual/perceptual and functional/associative) pertaining to the
impaired category (for references and discussion, see Caramazza and Mahon, 2003). Reproduced from Caramazza A, Mahon
BZ (2003). The organization of conceptual knowledge: the evidence from category-specific semantic deficits. Trends Cogn

Sci 7: 354-361. doi:10.1016/s1364-6613(03)00159-1.
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The first important aspect of category-specific seman-
tic deficits is that the impairment is to conceptual knowl-
edge. For instance, patient EW (Caramazza and Shelton,
1998) had a selective impairment for living animate
things (animals) across a range of tasks (picture naming,
definition naming, sound naming, property verification).
The observation that her impairment is independent of
the modality of the cue (picture, sound, spoken defini-
tion) already suggests that it is not a general visual
problem per se. The observation that she performs poorly
on nonlinguistic visual tasks that tap into knowledge of
animals but performs normally for the same tasks with
nonanimal stimuli indicates that her difficulties are not
reducible to either a general problem with language or
vision. Category-specific semantic deficits affect con-
ceptual knowledge. Of course, individual patients may
show associated deficits that affect performance in one
modality of input or output.

Indeed, there is evidence that category-specific
semantic deficits may or may not also involve a visual
agnosia for the same category of items: for instance,
patient EW was impaired at determining whether the
depicted chimeric animals were or were not real—so-
called object reality decision. Patient KC (Blundo
et al.,, 2006) exhibited the same functional profile of
impairment, in relevant respects, as did patient EW,
except that she performed normally in an object reality
decision task involving animals and nonanimal stimuli.
Thus, a category-specific deficit, selectively affecting
conceptual knowledge of living animate items, can
dissociate from a visual agnosia.

A similar dissociation between conceptual knowledge
and visual recognition abilities has been documented
with respect to knowledge and recognition of people.
Patient APA (Miceli et al., 2000) had a naming impair-
ment for people that did not generalize to all proper
names, indicating it was not a general proper name
anomia. APA’s naming difficulties were present regard-
less of the modality of input (picture, voice, definition),
and visual processing of faces was relatively spared. By
contrast, patients with prosopagnosia are not able to
visually recognize faces, especially when surrogate cues
(hair, professional uniform) are not present; individuals
with prosopagnosia, unlike patients such as APA, are
able to recognize people based on nonvisual modalities
of input (for instance, identifying a famous person by
voice).

A second important aspect of category-specific
semantic deficits is that the knowledge impairment
applies to all types of knowledge about the impaired cat-
egory (visual/perceptual as well as functional/associative
knowledge; for a discussion, see Mahon and Caramazza,
2009). For instance, patient EW had difficulty answering
questions about the visual and perceptual properties of

animals (Does a whale fly?) but no difficulty answering
questions about the visual and perceptual properties of
nonanimals (Is a hammer shaped like a “T”?)? Similarly,
EW had difficulty answering functional/associative
questions about animals (Does a whale breathe air?) but
no difficulty answering such questions about nonanimals
(Is a hammer used by a carpenter?).

In summary, the findings from category-specific
semantic deficits indicate that (i) there are a limited num-
ber of categories for which patients have been reported to
have selective or disproportionate deficits at a conceptual
level; (ii) category-specific semantic impairments may
be accompanied (but need not be) by a corresponding
category-specific perceptual agnosia; and (iii) patients
with conceptual impairments have deficits for all types
of knowledge (visual/perceptual, functional/associative)
about the impaired category. Interestingly, and as will be
discussed below, the “categories” of category-specific
semantic deficits align roughly with the “categories”
for which neural specificity has been demonstrated in
areas of the temporal lobe, as revealed by functional
neuroimaging in healthy participants.

Clues from functional neuroimaging

Over the past two and a half decades, a vibrant literature
has emerged using functional magnetic resonance imag-
ing (fMRI) to study category-specific neural organiza-
tion; the early foundational studies in the late 1990s
were directly motivated by category-specific semantic
deficits (Chao et al., 1999b; Chao and Martin, 2000).
Distilling across studies, the categories for which
specific regions of the ventral visual pathway exhibit
differential blood oxygen level-dependent (BOLD)
responses are faces, animals, body parts, tools, places,
and words (for reviews, see Grill-Spector and Malach,
2004; Martin, 2007, 2016; Op de Beeck et al., 2008;
Mahon and Caramazza, 2009). On the ventral and lateral
aspects of the temporal-occipital cortex, there is a consis-
tent topography by semantic category. Viewing manipu-
lable objects (“tools”) leads to differential BOLD
contrast in the left collateral sulcus and medial fusiform
gyrus, while viewing animate living things (animals and
faces) leads to differential BOLD contrast in the lateral
fusiform gyrus (Kanwisher et al., 1997; Chao et al.,
1999b; Downing et al., 2006); for earlier work, see
Allison et al. (1994). Anterior and medial, place stimuli,
such as houses or scenes, as well as large nonmanipul-
able and highly contextualized objects (refrigerators,
dressers) differentially drive BOLD responses in the
parahippocampal gyrus (Epstein and Kanwisher, 1998;
Barr and Aminoff, 2003) (“parahippocampal place
area,” PPA). Along the medial aspect of the ventral
surface of the occipito-temporal cortex, there is thus an
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anterior to posterior distinction between large immov-
able (and nonmanipulable) objects and places driving
activity in anterior regions, and manipulable objects driv-
ing activity in posterior medial ventral temporal areas
(medial fusiform, collateral sulcus (Mahon et al., 2007)).

The lateral fusiform gyrus exhibits larger responses to
face and living animate (animals) stimuli (“fusiform face
area”). Interestingly, behavioral signatures of right later-
alization for face processing are related to literacy: as
children learn to read, face processing is biased toward
the right hemisphere (Dundas et al., 2013). The area in
the left ventral temporal cortex that comes to exhibit spe-
cialization for reading is typically in the occipital-temporal
sulcus (Cohen et al., 2000), between the lateral fusiform
and neighboring inferior temporal gyrus (“visual word
form area”)—thus roughly homologous to face-selective
areas in the right ventral temporal cortex.

There are also category effects in lateral occipital cor-
tex for faces, body parts, hands, and objects (Downing
et al., 2001; Bracci and Peelen, 2013), and subregions
of those lateral occipital areas have been dissociated
using TMS (Pitcher et al., 2009). More anterior, in the
posterior-lateral temporal cortex, just anterior to motion
sensitive area MT/VS5, there is a superior-to-inferior
distinction that follows an animate-to-inanimate, or a
social-to-nonsocial, dimension (Beauchamp et al., 2002,
2003; Wurm et al., 2017).

The pattern of neural organization that is captured by
differential neural responses to items from the above
semantic categories in occipito-temporal cortex is largely
invariant to the task and format of stimuli used in the
experiment (e.g., linguistic, image, auditory) (Chao
etal., 1999a). Category-specific responses in the ventral
stream are generally resilient to stimulus transformations
such as orientation, size, and contrast (Avidan et al.,
2002; James et al., 2002). Specifically, the location of
category-specific responses in occipito-temporal cortex
is driven by the content of the stimulus and not its format,
although the format of the stimulus and the nature of the
task do modulate responses. For instance, in an early
study on the topic, Chao et al. (1999a) showed that the
basic living/nonliving division in the lateral/medial orga-
nization of the ventral temporal cortex was present when
reading words (even though neural responses overall are
more robust for images than for printed words (Chao
et al., 1999a)). By contrast, the visual word form area
responds to printed words—any printed word (any con-
tent). For instance, differential responses to printed
words in the visual word form area are present regardless
of the semantic category or content of the word, and even
for pronounceable nonwords, indicating that activity in
the word form area is driven by visual recognition of
the printed word (for discussion, see Plaut and
Behrmann, 2011).

What drives category-preferences in the ventral
stream are not stimulus properties per se, but rather
how the stimulus is interpreted. In an early and prescient
study, Martin and Weisberg (2003) showed healthy par-
ticipants movies of simple geometric shapes “behaving”
(i.e., moving) in a manner that reflected animate things
(playing chase) or inanimate objects (bouncing around
like billiard balls (Heider and Simmel, 1944)). Despite
the fact that the motion parameters were matched across
the animate and inanimate behaviors, and that the same
geometric shapes were present in both conditions, and
that ventral occipito-temporal areas are not particularly
motion sensitive, it was found that shapes behaving like
animate things drove activity in the lateral fusiform gyrus
while shapes behaving like inanimate things drove activ-
ity in the medial fusiform area. That shows it is not the
shapes or even their motion trajectories that drive
bottom-up activity in category-preferring regions—
rather, it is the interpretation of what the shapes were
doing. Such interpretations do not (by hypothesis)
depend on processing in a single brain region—those
interpretations depend on inferences being drawn based
on processing across many brain regions (see below and
Caramazza and Mahon, 2003; Martin, 2016).

There is thus a consistent pattern of organization
across the ventral and lateral surfaces of the occipito-
temporal cortex, defined by regions that exhibit a peak,
and roughly selective responses to the categories of
faces, animals, places, tools, printed words, body parts,
and potentially numbers. Some regions are known by
the category of stimuli that maximally drive responses,
for instance, the fusiform face area, the parahippocampal
place area, and the visual word form area. The names
pick out the tuning profiles of the regions. Knowing
the tuning profile of the region is important fundamental
knowledge. And, having criteria for functionally defin-
ing a brain region in an agreed upon manner allows
different researchers to be confident they are study-
ing the same functional part of the part of the brain
across individuals, and across time within individual
participants followed longitudinally (see discussion by
Friston et al., 2006; Saxe et al., 2006). But the naming
conventions are descriptive, not explanatory. As such,
the core substantive questions are only just framed: What
are the [phylogenetic | ontogenetic | real-time pro-
cessing] constraints that give rise to a consistent anatom-
ical distribution of category-preferring regions across
individuals?

Perceiving and knowing about color
and surface texture

The discussion to this point has emphasized a way of
thinking about vision as primarily informing “what” a
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visual stimulus is. That approach naturally highlights the
role of visual form and shape analysis in support of visual
categorization, identification, and naming. As Conway
(2018) (see also Carroll and Conway, 2021) puts it, while
visual form tells us what something is, color and surface
texture tell us why we care about it. The color and surface
texture of a face, fruit, or an object inform its relevance to
behavioral goals. If the goal is to infer something about
what someone is feeling, perceiving the blush in their face
is highly relevant (Changizi et al., 2006); see Carroll and
Conway (2021). By contrast, for instance, surface texture
cues that support inferences about slipperiness or weight
would be highly relevant to the goal of functional object
grasping,.

Color is not an attribute that is detached from the rest
of vision, although it is detachable: under conditions of
genetic abnormality, acquired injury, or certain
psychophysical conditions, color processing and knowl-
edge can be dissociated from both form and motion
(Livingstone and Hubel, 1988; Siuda-Krzywicka and
Bartolomeo, 2020; Carroll and Conway, 2021). That
color perception and knowledge are functionally disso-
ciable from other types of visual processing provides
clues about how different parallel pathways in the visual
system integrate processing. Color perception, declara-
tive knowledge of the typical colors of typically colored
things, and the ability to name colors are supported by at
least partially dissociable systems (Miceli et al., 2001;
Stasenko et al., 2014; Siuda-Krzywicka et al., 2019,
2020); see reviews in Carroll and Conway (2021) and
Siuda-Krzywicka and Bartolomeo (2020). Lesions that
involve the ventral medial occipito-temporal areas are
associated with achromatopsia when they involve more
posterior segments (occipital lingual gyrus), and color
agnosia when they involve more anterior aspects
(Miceli et al., 2001; Stasenko et al., 2014; Siuda-
Krzywickaetal.,2019) such as the anterior lingual gyrus,
collateral sulcus, and medial fusiform gyrus. Patients
with achromatopsia but not color agnosia have difficulty
with color perception but do not necessarily have diffi-
culty with knowledge of the typical colors of things
(e.g., knowing that grass is green, or that a watermelon
is a different color on the inside than on the outside).
By contrast, patients with color agnosia without achroma-
topsia can be spared for color perception but impaired for
color knowledge. And importantly, both color agnosia and
achromatopsia are observed in the setting of spared visual
form processing. (For a discussion of issues related to
color knowledge, see also Chapter 10, this volume.)

Functional MRI studies have confirmed the major neu-
ropsychological dissociations (e.g., Cant and Goodale,
2007; Simmons et al., 2007). Simmons et al. (2007) found
that the region of the ventral occipito-temporal cortex
(along the lingual gyrus) that was engaged when retrieving

knowledge of object color is just anterior to the region
involved in color perception. Siuda-Krzywicka et al.
(2021) used resting functional connectivity in healthy par-
ticipants to study the behavioral relevance of dissociable
functional networks associated with independently
localized posterior and anterior color regions in the ventral
temporal cortex. Those authors found that network con-
nectivity of posterior color regions predicted response
time variance in color categorization, while network con-
nectivity of anterior color areas predicted response time
variance in color naming—again in broad agreement with
the neuropsychological data.

The above-described neuropsychological studies
found that color and form processing dissociate; of
course, some occipito-temporal lesions can also cause
associated deficits for color and form. Certainly, at the
extreme, lesions involving the primary visual cortex
eliminate all experience of seeing both form and
color—although residual “perceptual” and action abili-
ties can be demonstrated in the hemianopic field of such
patients based on rudimentary form processing (Prentiss
et al., 2018), such performance is without phenomenal
awareness of a definable visual percept. An exception,
interestingly, is that some patients can still experience
motion in their hemianopic field (the “Riddoch” phe-
nomenon (Zeki and Ffytche, 1998); see also Stoerig
and Cowey (1989) for tests of spectral sensitivity in
the hemianopic field).

In the normal course of typical experience, color and
surface texture are bound up with our experience of other
visual dimensions. This is not in conflict with demonstra-
tions that color perception and color knowledge, and
visual form perception and form knowledge, are mutu-
ally dissociable. At sufficiently early stages of proces-
sing, color and form are processed in retinotopic
coordinates, and retinotopy thus provides the fabric for
the integration of color and other surface properties with
form (see discussion by Conway, 2018; Carroll and
Conway, 2021). At subsequent stages of processing,
object representations are no longer in retinotopic
frames—and color can become separated from its object
(Friedman-Hill et al., 1995).

Importantly, color is represented at multiple points
along occipito-temporal pathways, concentrated along
the lingual gyrus, collateral sulcus, and medial fusiform
gyrus, between place responsive areas medially and face
responsive areas laterally (Lafer-Sousa and Conway,
2013; Lafer-Sousa et al., 2016). As will be discussed
below, it is of note that the location of those color sensi-
tive areas seems to roughly align with the location of
regions that exhibit neural specificity for manipulable
objects (Chao et al., 1999a). I will argue that biases to
represent manipulable objects in those specific regions
(collateral sulcus, medial fusiform gyrus) reflect the need
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to integrate representations of objects’ surface texture
with object-directed action representations processed in
parietal regions (Mahon, 2020).

For faces and perhaps edible plants, color is a highly
relevant cue that supports the broader computational
goals demanded of behaviorally relevant processing
in those domains—it supports the “why we care
(Conway, 2018).” For manipulable objects that are
grasped and used for a purpose, color is (typically) an
irrelevant dimension. A hammer is a hammer regardless
of'its color. That is to say, the types of inferences associ-
ated with grasping and using a hammer are not different
depending on the hammer’s color—as long as color is not
a cue to other properties that would affect how one could
interact with the object. In particular, surface texture is a
cue to infer the coefficient of friction at the object’s sur-
face (grip force) and the material composition and weight
density of the object (grasp location). Lesions involving
the collateral sulcus have been found to disrupt proces-
sing of surface texture, without affect processing of
visual form (Cavina-Pratesi et al., 2010; see Cant and
Goodale, 2007 for convergent evidence from fMRI).
Furthermore, inferences about material composition
and object weight have also been shown (Gallivan
et al.,, 2014) to be supported by the collateral sulcus
and adjacent structures (lingual gyrus, medial fusiform

gyrus).

EXPLANATIONS
OF CATEGORY-SPECIFICITY
IN OCCIPITO-TEMPORAL CORTEX

Local-constraint-based accounts of the
causes of category-preferences

The power of using functional neuroimaging to study
category-preferences is that it provides a window to a//
regions that are involved in processing information about
a category, regardless of whether involvement of those
regions is necessary. This offers a useful complement
to neuropsychological evidence, which emphasizes the
contribution of processes that are needed for intact per-
formance. There are many accounts that have been
proposed to explain why category-preferences in the
ventral stream have a consistent anatomical organiza-
tion (for instance, Gauthier et al., 1999; Grill-Spector
and Malach, 2004; Rogers et al., 2005; Mechelli
et al., 2006; Martin, 2007, 2016; Op de Beeck et al.,
2008; Mahon and Caramazza, 2011; Plaut and
Behrmann, 2011; Lafer-Sousa and Conway, 2013;
Conway, 2018).

Most research on category-preferences in the ventral
stream has worked under the empirical precept that the
category for which a given subregion exhibits specificity
is just the category of items that elicits a disproportionate

(or selective) neural response (compared to items
from other “categories”) (Downing et al., 2006). The
assumption that response amplitude is a necessary
and sufficient criterion for inferring regional specializa-
tion derives from traditions in neurophysiology and is in
line with a broader paradigm for thinking about the
causes of ventral stream organization (Downing
et al., 2006).

One class of proposals, local-constraint-based pro-
posals, makes two broad assumptions. First, the proces-
sing in the ventral stream that gives rise to category-
preferences is a stimulus-driven analysis of the sensory
input. Such a “stimulus-driven” analysis may involve
feedback—that it is “stimulus driven” does not mean
that it is “feedforward only” in terms of processing
(Riesenhuber and Poggio, 1999). Second, local-
constraint theories emphasize that category-specificity
is due to constraints that are expressed only over infor-
mation represented local to the brain area showing
category-specificity, or perhaps earlier in the proces-
sing hierarchy than the stage at which the category-
preferences manifest. A more middle-ground version
of the local-constraint view may emphasize connectiv-
ity among occipito-temporal areas more generally—for
instance, giving rise to competition between homolo-
gous regions in the left and right hemispheres for read-
ing and face recognition, respectively (Plaut and
Behrmann, 2011).

The most widely endorsed local-constraint approach
for thinking about the causes of category-preferences in
the ventral stream is that category-specificity emerges
from the interaction of statistical regularities in visual
experience with domain-general principles of organiza-
tion. Some proposals emphasize dimensions that have
been shown to account for some, but not all, category
effects. For instance, Rogers et al. (2005) argued that pro-
cessing of animals requires more fine-grained processing
than tools; that theory (unadorned) stumbles to account
for the double dissociation (i.e., regions that exhibit
differential responses to tools and large nonmanipulable
objects than animals). As another example, Mechelli
et al. (2000) argued that the “relevance” of semantic
features is unevenly distributed across categories, and that
relevance is correlated with BOLD signal; this proposal
has difficulty with double- (and triple-order) dissociations.
More recently, object size has been proposed as a con-
straint on organization in ventral temporal cortex organi-
zation (Konkle and Oliva, 2012). An ambiguity of that
proposal is that it is not clear if it is size, per se, or other
dimensions that align with size (e.g., motor-relevant
dimensions, navigational relevance).

Another group of proposals argues that categories dif-
fer on mid-level visual features, such as having curvy
edges or straight edges, and that the “original” bias
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(“proto-maps”) in the ventral stream is by such mid-level
features, with category-preferences being secondary to
that more basic organization by feature type (Nasr
etal., 2014; Arcaro and Livingstone, 2017). Along those
lines, perhaps the most developed and empirically sup-
ported proposal is that category-preferences arise
because higher-order visual areas inherit weak retinoto-
pic biases from earlier visual areas—faces are repre-
sented in the part of higher-order visual cortex that
receives differential input from para-foveal regions,
while “places” are represented in the part of higher-order
visual cortex that receives differential input from periph-
eral visual field locations (and, by hypothesis, we tend to
fixate faces) (Levy et al., 2001; Hasson et al., 2002;
Conway, 2018). Finally, “high-dimensional” theories
have been sketched, where multiple local dimensions
might combine in possibly nonlinear ways to yield the
observed patterns of category-preferences (Op de
Beeck et al., 2008).

I refer to the above proposals, in cohort, as “local-
constraint theories” to emphasize the common feature
across those theories: dimensions of organization local
to the ventral stream interact with regularities in the
visual input to give rise to category-specificity. There
is evidence for each of the local constraint theories
briefly reviewed above—the argument here is not that
retinotopic preferences or mid-level shape primitives
do not map onto the organization of occipito-temporal
areas by semantic category; nor is the argument that
such dimensions are not causally relevant in explaining
the development and tuning of the system. The
argument is that such constraints are not enough—they
do not account for all of the relevant evidence. What is
missing on such accounts is connectivity between
occipito-temporal areas and regions outside the
temporal lobe.

Connectivity-based explanations of the
causes of category-preferences

An alternative to local-constraint-based theories is the
proposal that the large-scale organization of the ventral
stream by domain is a consequence of its (innately
constrained) connectivity with other brain regions. We
refer to this class of proposals as ‘“connectivity-
constrained accounts,” following the term introduced
by Riesenhuber (2007). On this view, category-
specificity is a consequence of occipito-temporal regions
being innately constrained to be connected to other brain
regions in the service of computational goals. If there
were selection pressures that shaped how the brain pro-
cesses and represents the world, those selection pro-
cesses did not operate over regions, or the processes
supported by individual regions. They operated over

behaviors that in turn depend on the integrated function-
ing of many regions, in networks, that are oriented
toward solving different types of computational goals.
As a proposal about the constraints that shape neural
organization, a connectivity-based account is comple-
mentary to local-constraint-based approaches. That
said, there are findings that fit more naturally within
a connectivity-constrained account, and there are
findings that are simply incompatible with a local-
constraint-based account.

An interesting possible extension on the connectivity-
constrained account of the organization of the ventral
stream is the idea that real-time processing in the ventral
stream may causally depend on the real-time computa-
tions carried out by regions outside the ventral stream
(Price et al., 2001; Garcea et al., 2019). This ties into
the origins of the connectivity-constrained approach, at
least as applied to occipito-temporal organization around
categories. Using repetition priming in fMRI to probe
neural specificity, we found that properties of manipula-
ble objects that have to do with the way in which they are
physically manipulated modulate the patterns of neural
responses in specific regions of the ventral stream
(Mahon et al., 2007; see also Valyear and Culham,
2010). Specifically, stimulus-specific repetition suppres-
sion (a form of neural repetition priming) in the medial
fusiform gyrus was stronger for manipulable objects with
a direct mapping between the manner of manipulation
and visual structure and function (i.e., tools) compared
to objects for which there was an arbitrary or variable
mapping (arbitrarily manipulated objects). Those data
can be accounted for by assuming that neural specializa-
tion for manipulable objects in the ventral occipito-
temporal cortex is driven in part by real-time interactions
between that region of the ventral stream and parietal
areas that support object-directed action (Valyear et al.,
2012; for a computational demonstration, see Chen
and Rogers, 2015). More broadly, a connectivity-
constrained account has been extended to other classes
of stimuli that drive category-preferring responses,
including faces, words, and body parts (Bracci et al.,
2010, 2012; Saygin et al., 2011; Bracci and Peelen,
2013; Bouhali et al., 2014; Osher et al., 2016; Saygin
et al., 2016; Li et al., 2020). For instance, it has been
shown (Martin, 2006; Bouhali et al., 2014) that connec-
tivity of the visual word form area with left hemisphere
language centers is related to category-preferences for
printed words (for an early suggestion along these lines,
see Martin, 2006).

Stepping back, a core commitment of a connectivity-
constrained account is that the constraints that drive
specialization of function are not limited to being
expressed over “visual” information. This suggests that,
in order to understand regional specialization in
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occipito-temporal areas, it is necessary to understand
which regions outside the ventral stream are connected
to category-preferring regions within the ventral
stream, and the types of computational problems that
are solved by those networks. This approach shifts
the emphasis from understanding which stimuli maxi-
mally drive responses in a region, to the connectivity
profiles of ventral stream regions and how those
connectivity profiles align with functional response
profiles. In short, each ventral stream region (/voxel)
will have a “semantic category tuning curve” and
a “connectivity tuning curve.” A connectivity-
constrained account predicts that they should be in
alignment; and the proposal that connectivity is innately
constrained predicts that alignment should be resilient
to an absence of visual experience.

ADJUDICATING BETWEEN
LOCAL-CONSTRAINT-

AND CONNECTIVITY-BASED ACCOUNTS
OF CATEGORY-SPECIFIC NEURAL
ORGANIZATION
IN THE VENTRAL STREAM

Category-preferences are present
in congenitally blind individuals

If the constraints that shape functional specialization in
the ventral stream are based on connectivity with regions
outside the ventral stream, and that connectivity is
innately constrained, then category-specific neural orga-
nization in the ventral stream should be present even in
the complete absence of visual experience. By contrast,
local-constraint-based accounts are committed to the
view that the organization of the ventral stream will
be determined by how visual information is processed
in occipito-temporal areas. If the same patterns of
category-preferences are observed in brains that have
never had visual input, then we can conclude that visual
experience is not necessary to produce that organi-
zation. Moreover, confidence would increase for
the inference that what supports the emergence of
category biases in the ventral stream is hardwired
connectivity.

Four findings have stood the test of replication: First,
large nonmanipulable objects, which may be understood
as being “navigationally relevant” landmarks (Barr and
Aminoff, 2003), differentially activate anterior medial
regions of the ventral temporal cortex both in sighted
and congenitally blind individuals (Mahon et al., 2009;
He et al., 2013). Second, reading, whether with the fin-
gers (Braille reading in the congenitally blind) or the eyes
(visual reading of printed words in sighted individuals),
activates the same region of the left lateral ventral

occipito-temporal cortex—along the occipito-temporal
sulcus (Buchel et al., 1998; Striem-Amit et al., 2012).
Third, manipulable objects (“tools™) activate parietal
action-related areas with the same anatomical distribu-
tions in sighted and blind brains (Mahon et al., 2010;
Peelen et al., 2013). Interestingly, and following the
pattern seen in sighted participants, action-associated
parietal activity was left lateralized in inferior parietal
areas. Fourth, in the lateral occipito-temporal cortex,
the left posterior middle temporal gyrus (aka LOTC)
is driven by action-relevant conceptual processing,
both in sighted and in blind subjects (Kemmerer and
Gonzalez-Castillo, 2010; Peelen et al., 2013). Those four
findings indicate that the organization of the respective
systems depends on constraints that are independent of
(or resilient to variance in) visual experience: the con-
straints that are sufficient to drive category-preferences
are endogenous to the brain, independent of visual
experience.

It is important to underline what is not being argued:
A connectivity-constrained account is not arguing that
“experience does not matter”; it is also not denying the
visual nature of the information represented in visual
areas in sighted individuals. As an example, consider
patient DF, who had bilateral lesions to lateral occipital
cortex (LO), and a dense visual form agnosia—those
data, followed by a wave of fMRI studies, have collec-
tively shown that LO represents visual shape. In congen-
itally blind individuals, LO has no visual input, and yet it
still represents shape, as assessed through touch and
hearing using sensory-substitution devices (Amedi
et al.,, 2001, 2007). Thus, LO represents shape, even
via nonvisual modalities when vision is not an input to
the system. Similarly, the visual word form area repre-
sented printed words, presumably in a tactile format
for Braille readers.

What is being argued: the locations of category-
preferences do not depend in any strong (or interesting)
sense on visual experience, and which categories are
represented in those locations does not depend on visual
experience. Of course, the format of information that is
represented in those occipito-temporal regions is deter-
mined by experience (visual information, tactile informa-
tion). What is the “same” between sighted and blind
brains is not the information that is represented but the
anatomical location in which that #pe of information
is represented. By inference, this is because the compu-
tations demanded of that #ype of stimulus are the same
across sighted and blind individuals. Those computa-
tions are supported by innately constrained connectivity
between subregions of the ventral stream and other
regions of the brain (Mahon et al., 2007, 2009; Mahon
and Caramazza, 2011).
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Alignment of connectivity with
category-preferences

A premise of this review is that clues about what ventral
occipito-temporal areas are doing, and why those regions
have the processing preferences that they do, are pro-
vided by understanding the connectivity of those
occipito-temporal areas to the other brain regions. It is
not enough to just test which category of stimuli elicits
the maximal response in a region—although that can
be a key starting point for motivating or “seeding” a sub-
sequent analysis of connectivity. Understanding the con-
nectivity of each occipito-temporal region provides clues
as to why it has the semantic-category “tuning profile”
that it does.

Taking this a step further, a connectivity-constrained
account should prioritize connectivity as a criterion
for determining whether a given region is part of a
domain-specific network. In other words, the value of
studying connectivity is not just to understand how cer-
tain regions (defined by stimulus preferences) are con-
nected. That approach still considers maximal neural
responses as the defining criterion for functionally par-
cellating occipito-temporal areas. Parenthetically, it is
valuable to recognize that the structure of our current the-
ories is likely partly due to the contingency of the tech-
nology we have had as a field to study the brain, and the
order in which that technology has come into widespread
use. The widespread use of functional MRI to discover
functional areas, and the widespread use of univariate
contrasts, positioned that type of data as the starting point
for investigations into connectivity. Those investigations
into connectivity are now coming into their own and pro-
viding new and exciting insights. But it could have been
the other way around. It could have been that we started
with a detailed understanding of the connectivity of
occipito-temporal areas and then started to test the spec-
ificity of cortical organization. Imagine how different
would be our theoretical frameworks and reasoning pro-
cesses if we were seeking to understand how known pat-
terns of connectivity mapped onto (unknown) stimulus
preferences. That is akin to the mental flip for which
I am advocating.

The most basic expectation of a connectivity-
constrained account is that there will be privileged struc-
tural and functional connectivity between category-
preferring regions in the ventral stream and regions
outside of the ventral stream that process information
about items from those categories. For instance, in a par-
ticularly elegant study, Bouhali et al. (2014) found that
white matter connectivity of the visual word form area
to known language areas in the left hemisphere predic-
ted (and, by inference, comstrained) the location in

occipito-temporal cortex where functional preferences
for printed words are observed.

A number of studies have also now documented align-
ment between “category-preferences” and connectivity
(Mahon et al., 2007, 2013; Hutchison et al., 2012;
Gallivan et al., 2013a,b; Stevens et al., 2015; Garcea
et al.,, 2018). Recent findings support a connectivity-
constrained account by demonstrating voxel-wise align-
ment between patterns of connectivity (structural and
functional) and locations of category-specific functional
preferences. In other words, while prior demonstrations
showed that regions that exhibit similar category-
preferences are functionally connected, the findings to
be reviewed next showed that the distribution of
category-preferences over ventral stream voxels is sys-
tematically related to the distribution of connectivity
values over the same voxels.

In one demonstration of such alignment between
functional response characteristics and connectivity
(Chen et al., 2017), a group of healthy participants were
scanned while they viewed tools, animals, faces, and
places (Fig. 13.3). Resting fMRI scans were obtained
for each participant. Regions of interest (ROIs) were
defined in (i) parietal areas that preferred tools to non-
tools (tools > faces and places), (ii) the right superior
temporal sulcus area that preferred faces to nonfaces
(faces >tools and places), and (iii) the retrosplenial
cortex that preferred places to nonplace stimuli (pla-
ces > faces, tools, and animals). Thus, we first defined
the regions outside of the ventral stream with which,
by hypothesis, category-preferring regions in the ventral
stream should be connected. For each subject, resting
functional MRI data were used to compute whole-brain
functional connectivity maps using the parietal (tool),
STS (face), and retrosplenial (place) ROIs as seeds.
We then correlated, across ventral stream voxels, the
multivoxel pattern of functional connectivity to parietal,
STS, and retrosplenial cortex areas with tool, face, and
place preferences. We found that in medial regions of
the ventral stream, the multivoxel pattern of tool prefer-
ences was positively correlated with the multivoxel
pattern of functional connectivity to the parietal cortex,
but not with the multivoxel patterns of functional con-
nectivity to the retrosplenial cortex or STS. Similarly,
place preferences in the medial ventral stream were
positively correlated with the multivoxel pattern of func-
tional connectivity to the retrosplenial cortex, but not
with the multivoxel pattern of connectivity to the parietal
cortex or STS. And finally, for the third component of
the triple order dissociation: face preferences in lateral
regions of the ventral stream were correlated with the
multivoxel pattern of connectivity to STS, but not with
the multivoxel pattern of functional connectivity to the
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Fig. 13.3. Alignment of category-preferences in the ventral stream with functional connectivity to category-preferring regions
outside of the ventral stream. (A) Category-preferring regions outside ventral occipito-temporal cortex were defined for animals
(superior temporal sulcus), places (retrosplenial cortex), and tools (parietal cortex). (B) Whole-brain functional connectivity maps
were generated over resting fMRI data using each of the Regions of Interest (ROIs) outside of ventral occipito-temporal cortex as
seeds (the figure shows the results only for ventral occipito-temporal cortex). (C) Separately, category-preferences for animals,
places, and tools were computed in the ventral stream. (D) Linear correlation was used over ventral stream ROIs to relate the multi-
voxel pattern of functional connectivity (to regions outside the ventral stream) to category-preferences. (E) In medial ventral
ROIs (place and tool-preferring areas), the multivoxel pattern of functional connectivity to retrosplenial cortex was related to place
preferences but not tool preferences, shown in the blue bars; over the same pool of medial ventral stream voxels, the multivoxel
pattern of functional connectivity to parietal cortex was related to tool preferences but not place preferences, shown in the green
bars. (F) In lateral ventral ROIs, the multivoxel pattern of functional connectivity to the superior temporal sulcus was related to
animal (and face, not shown) preferences (red bars), but not to tool or place preferences.

parietal cortex or to the retrosplenial cortex. What those
findings show is that the multivoxel distribution of rest-
ing functional connectivity to regions outside the ventral
stream that process faces, tools, and places is related to
the multivoxel pattern of stimulus preferences within
the ventral stream.

Zooming out, another line of studies took a more
agnostic approach as to which regions/voxels outside

of the occipito-temporal cortex exhibit differential
connectivity to known category-preferring regions in
occipito-temporal cortex. Osher et al. (2016) demon-
strated voxel-wise alignment between structural con-
nectivity and category-preferences, and Saygin et al.
(2016) found that patterns of structural connectivity
presage functional preferences for faces and printed
words (see also Li et al., 2020). Both of those studies
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computed the whole-brain pattern of connectivity for
each occipito-temporal cortex voxel, rather than testing
specific hypotheses about which regions outside the
ventral stream expressed privileged connectivity to
ventral stream areas.

Macroscopic alignment in functional connectivity
between category-preferring regions in the ventral
stream and regions outside of the ventral stream is, of
course, not in itself incompatible with local-constraint-
based theories of the causes of ventral stream organiza-
tion. For instance, it could be argued that the organiza-
tion of the ventral stream by category depends on
statistical regularities of mid-level visual features across
categories (Nasr et al., 2014), such that the connectivity
of the system emerges secondary to the constraints that
drive the organization of the system (Conway, 2018).
But to flip this around, it is also the case that accounts
based on mid-level visual features do not predict the
existence of such connectivity patterns, whereas a
connectivity-constrained account is committed to such
predictions. Thus, taken in the context of other find-
ings, for instance, the data from congenitally blind sub-
jects, the existence of privileged functional connectivity
between category-specific regions in the ventral stream
and regions outside the ventral stream is more in line
with what would be expected based on a connectivity-
constrained account, compared to a local-constraint
account.

The studies just reviewed are constraining in terms of
the anatomy of alignment of connectivity and category-
preferences—but they do not directly address the key
question of which came first: does connectivity constrain
category-preferences or does the connectivity emerge
secondary to category-preferences (with the category-
preferences established via local constraints). One recent
study offers a suggestion along those lines: Kamps et al.
(2020) found that functional connectivity was present in
neonates within networks of regions that would later go
on to develop face and place specificity—indicating that
signatures of domain-specific connectivity are present
already at birth. This is clearly a space in which develop-
mental cognitive neuroscience data will play an outsized
role in adjudicating which aspects of organization are
explained by a connectivity-based account, and which
are explained by local-constraint-based accounts.

Is the connectivity that drives category-
specific organization innately constrained?

The studies just reviewed are in line with the prediction
made by a connectivity-constrained account that it is
the connectivity of ventral stream regions with regions
outside of the ventral stream that provides the initial

scaffolding for category-specificity in the ventral stream.
The other core component of this proposal, within a
domain-specific framework, is that that connectivity is
innately constrained. It is important to separate, at an
evidentiary level, the hypotheses that (i) category-
preferences depend on connectivity constraints, and
(i) connectivity constraints that lead to category-
preferences are innately constrained.

What is the evidence that the connectivity constraints
that shape category-specificity in occipito-temporal
regions are innately constrained? Some of that evidence
is circumstantial and indirect—but reviewed here
together, there are five convergent lines of evidence that
increase confidence in connectivity constraints being
innate.

First, the “typical” macroscopic pattern of category-
specific organization of occipito-temporal areas is pre-
sent in congenitally blind subjects. That indicates,
minimally, visual experience is not necessary for that
organization to be present. What else, but something to
do with connectivity, could explain the resilience of
category-preferences to variation in sensory input (e.g.,
vision to tactile)?

Second, in typically reared nonhuman primates, there
are well-circumscribed face patches (Tsao et al., 2006).
Recent rearing studies that have prevented developing
macaques from seeing human faces have shown that
in those situations, face specificity fails to develop
(Arcaro et al., 2017). Those data indicate that experience
is relevant (and yet the data from the congenitally blind
suggest it is not necessary). The inference to be extrapo-
lated is that if the system is not exposed to the relevant
experiences at critical periods in development, it will
fail to develop. Showing that experience is relevant at
key stages in development indicates innately constrained
learning processes that are unfolding (and which can
be derailed).

Third, studies such as that of Kamps and colleagues
suggest that even in neonates, there are patterns of con-
nectivity that anticipate what will become category-
preferring areas (see also Saygin et al. (2016) for a
demonstration that connectivity predicts the future
location of the visual word form area). More broadly,
there is a long-established developmental argument
that infants come to their experiences with a repertoire
of innately constrained learning systems that are spe-
cialized for acquiring and representing knowledge
about things and events from different domains (e.g.,
agents, physical reasoning about the world; Spelke and
Kinzler, 2007).

Fourth, category-specific deficits can be present from
birth, and surprisingly, remarkably resilient to recovery,
even in the context of an otherwise functional visual
system. For instance, a category-specific semantic deficit
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for living things was observed to arise from a brain
injury that occurred at 1 day of age (with the patient
tested at age 16; Farah and Rabinowitz, 2003). With
respect to face processing, there is a robust literature doc-
umenting “lifelong” or ‘“congenital” prosopagnosia
(Duchaine and Nakayama, 2006); a recent and exhaus-
tive review of the literature (Geskin and Behrmann,
2018) found that 80% of reported cases had a concomi-
tant impairment for nonface categories (e.g., reading
printed words) while 20% seemed to have (at least
based on current evidence) a selective impairment
restricted to face processing. Prior evidence (Thomas
et al., 2009) indicates that individuals with congenital
prosopagnosia have disrupted structural connectivity
between posterior and anterior temporal lobe regions.
Within this context, a finding that requires explanation
is the observation that individuals with congenital proso-
pagnosia can exhibit seemingly normal neural responses
to faces in posterior ventral stream areas (e.g., Hasson
et al., 2003).

Fifth, there is greater similarity in category-specific
neural organization between monozygotic than dizygotic
twins. Polk et al. (2007), and subsequently a larger study
by Abbasi et al. (2020), found that neural signatures of
category-specificity are more similar between monozy-
gotic twin pairs than dizygotic twins. At a behavioral
level, Wilmer et al. (2010) (see also Zhu et al., 2010)
found greater similarity in face processing abilities for
monozygotic twin pairs than for dizygotic twin pairs.
Those twin studies indicate a genetic contribution to neu-
ral and behavioral phenotypes of category-specificity—
outcomes that are predicted by the proposal of innately
constrained connectivity-based constraints. Another
expectation along these lines is that sulcus and gyral fold-
ing patterns and their relation to white-matter connectiv-
ity should be systematically related to some category-
preferences (Natu et al., 2021).

Causal evidence for a connectivity-
constrained account of category-preferences

In the course of everyday action, object grasps are
semantically informed—they are calibrated to what it
is that is being grasped, and to the surface texture and
material composition of the object—which is to say,
how it should be it grasped. In order to grasp an object
in a functional manner, by the appropriate part of the
object and with appropriate force, information about
surface-texture and the material composition and weight
distribution of the object must be taken into account by
the processes that determine hand and finger posture and
grip strength. Anterior IPS (aIPS, Fig. 13.1) supports

hand shaping in the service of object-directed grasping
(Binkofski et al., 1998; Culham et al., 2003; Mruczek
etal., 2013). The medial fusiform and adjacent collateral
sulcus and lingual gyrus (i) support analysis of surface
textural properties and inferences about material compo-
sition (Miceli et al., 2001; Cant and Goodale, 2007,
Simmons et al.,, 2007; Cavina-Pratesi et al., 2010;
Gallivan et al.,, 2014; Stasenko et al., 2014) and
(ii) exhibit differential neural responses to “tools” com-
pared to animals and faces (Chao et al., 1999a; Mahon
et al., 2007).

The dorsal visual pathway processes visual inputs in
parallel to analysis within occipito-temporal pathways,
and receives both subcortical projections that bypass
the primary visual cortex as well as inputs via the primary
visual cortex. The dorsal visual pathway, on its own, can
compute semantically uninformed object grasps that
respect the volumetric properties of the object and its
real-world location in body- or retinotopic coordinates.
In other words, the dorsal stream, on its own, does not
have access to information about what the object is, or
to information about the material composition and
weight distribution of the object.

By hypothesis (Mahon, 2020), category-preferences
for tools in the medial fusiform gyrus and collateral
sulcus are a reflection of the interactions that allow the
system to direct the correct actions to the correct parts
of the correct objects. Specifically, category-preferences
for “tools” in the medial fusiform gyrus and collateral
sulcus result from two intersecting constraints: access
to surface-texture and material properties via a bottom-
up analysis through the ventral visual hierarchy, and
inputs from dorsal stream regions that are computing
grasp-relevant parameters and which thus need to
“know” about those object properties (see Mahon,
2020). There is no reason to believe that inputs from alPS
to medial ventral stream regions are “top-down”—that
pathway is (by hypothesis) an aspect of how the system
initially processes visual information in the service of
object-directed action (see Bar et al., 2000).

The proposal that neural responses to “tools” in
medial ventral stream regions are the result of joint inputs
from the ventral visual hierarchy and the dorsal visual
pathway predicts privileged connectivity between the
medial fusiform gyrus and alPS—a pattern that is now
well attested across studies and labs (Mahon et al.,
2007; Gallivan et al., 2013b; Garcea and Mahon,
2014; Stevens et al., 2015; Chen et al., 2017; Garcea
et al., 2018). That proposal also predicts that stimulus
factors that modulate activity in parietal action areas
should have echoes on neural activity in the medial
fusiform gyrus and collateral sulcus. That prediction is
in line with observations that action-relevant properties
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of objects modulate neural responses in the fusiform
gyrus (Mahon et al.,, 2007; Chen et al., 2018). But
perhaps one of the strongest predictions that can be
generated is that lesions to alPS should have a direct
modulatory effect on neural responses in the medial
fusiform gyrus and collateral sulcus. Specifically,
lesions to alPS should reduce responses in the medial
fusiform/collateral sulcus to “manipulable object” stim-
uli but should not affect responses to other classes
of stimuli in the same region (faces, animals, and
critically—places). In other words, evidence for specific-
ity is provided by studying the functional consequences
of disrupting processing in brain regions outside the
occipito-temporal cortex.

Garcea et al. (2019) tested the prediction that parietal
lesions will affect neural responses (specifically) to
manipulable objects in (specifically) the medial fusi-
form/collateral sulcus, using a novel technique termed
“Voxel-Based Lesion Activity Mapping (VLAM).
VLAM is similar to the well-established approach of
Voxel-Based Lesion Symptom Mapping (VBLSM;
Bates et al., 2003). In VBLSM, each patient from a large
group contributes a lesion mask and a performance
measure on a neuropsychological task of interest. The
likelihood of any voxel being lesioned across the group
is correlated with (regressed on) performance on the
neuropsychological task. VBLSM thus provides a map
of where the presence or absence of lesions predicts
variance in the reference neuropsychological task. By
contrast, in VLAM analyses, each patient contributes a
lesion mask and a whole-brain map of stimulus-evoked
activity, for instance, a whole-brain map of neural
responses to “manipulable objects.” The core finding
from Garcea and colleagues was that the amplitude of
tool responses in the medial fusiform gyrus and collateral
sulcus was inversely related to the likelihood of lesions
involving alPS (Fig. 13.4). By contrast, the amplitude
of place preferences in the same collateral sulcus and
medial fusiform region was not related to presence
of lesion in alPS, and nor was the amplitude of “tool”
preferences in the face-preferring area of the fusiform
gyrus.

The findings of Garcea et al. (2019) motivate what
we termed “domain-specific diaschisis” (a form of
“dynamic diaschisis,” see Price et al., 2001). The VLAM
analyses reported by Garcea and colleagues indicate
that tool responses in the ventral stream are dependent
on the integrity of processing in the left alPS, which is
exactly what would be predicted if tool responses in
that ventral stream region are driven by the intersection
of two constraints—one coming through the ventral
visual hierarchy and one coming from alPS via the dorsal
stream.

A complementary study by Lee et al. (2019) showed
that TDCS to the parietal cortex transiently modulated
neural responses to (specifically) tools in (specifically)
the medial fusiform gyrus. An important study that
should be carried out would be to pair TMS during
fMRI to test whether concurrent stimulation to parietal
tool-preferring regions up- or downregulates responses
(specifically) to tools in (specifically) the medial fusi-
form gyrus and collateral sulcus, as well as the left
posterior middle temporal gyrus.

Reframing expectations for a
domain-specific account of
occipito-temporal cortex organization

The distributed domain-specific hypothesis combines
the “old idea” that the brain comes preprogrammed
with a limited number of learning and information pro-
cessing systems oriented toward fundamentally different
computational problems (Spelke and Kinzler, 2007)
with an account of the causes of neural specificity for dif-
ferent semantic categories in occipito-temporal (and
other) brain areas. Examples of computational domains
could be: inferring and thinking about the inner mental
lives of other agents, navigation and context-dependent
memory, and physical reasoning about how first person
actions will change the state of the world (Mahon, 2020).
Different computational goals define “successful” pro-
cessing of items from different categories: Successfully
processing geographical landmarks in the context of
navigation is a fundamentally different process from
inferring someone’s motivation for an action, or how
an object can be manipulated to accomplish a behavioral
goal (see discussion of computational “eccentricity” by
Fodor, 1983).

It is convenient, if somewhat misleading, shorthand
to say that a network “is domain-specific for tools” (or
faces, animals, places, words, body parts, numbers).
“Tools” are not the “domain”—they are a way of defin-
ing a set of “the things in the world” that form an
equivalence class with respect to a given hypothesized
learning and information processing system. It follows
that the goal of defining what the relevant semantic
categories are is not about picking out a natural kind in
the world (or in the mind/brain). A “category” as such
has no objective validity. Defining “categories” opera-
tionally to measure “category-specificity” in the brain
is about individuating the right set of computations to
be able to experimentally interrogate them. The burden
of a domain-specific theory thus shifts from show-
ing “category selectivity” in the response profiles of
individual regions to articulating (i) the different compu-
tational problems that define separable domain-specific
systems, (ii) their constituent regions, and (iii) and
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Lesions in alPS are predicted (whole-brain analysis)
by neural responses to ‘tools’ in the medial fusiform gyrus

?'

Sh
] z=30
A z=38
alPS
tDCS to parietal cortex modulates neural responses
to tools in the medial fusiform gyrus
- Anodal . Cathodal
- rx ns
[ 1
e 8
38
st
5 ¢
="
S o
& o
=2
2 0,
oL
o o0 - -
left medial left Fusiform
c Fusiform Gyrus Face Area

Neural responses to ‘tool’ stimuli in collateral sulcus
(whole-brain analysis) are modulated by lesions to alPS

. . = 60
medial fusiform | ¥ =56 v

collateral sulcus

tDCS to parietal cortex modulates effective connectivity
between SMG and the medial fusiform gyrus for tools
but not for places

Regression

%)
2
=
2
L
=
[oN
o
]

Tools Places

D

Fig. 13.4. Causal evidence that neural responses to manipulable objects in occipito-temporal cortex depend on real-time proces-
sing in the parietal cortex. Two recent findings provide causal evidence for the hypothesis that processing of manipulable objects in
the ventral stream is modulated by parietal action representations. Garcea et al. (2019) found that lesions involving alPS were
associated with reduced fMRI responses to tool stimuli in medial ventral temporal areas; however, lesions to alPS were not asso-
ciated with reduced responses to place stimuli in the same regions (A). This is despite the fact that, if anything, neural responses in
medial ventral occipito-temporal areas were stronger for place than tool stimuli. A whole-brain analysis that searched for where
BOLD activity was inversely related to the probability of a lesion to alPS, identified the medial fusiform gyrus and collateral sulcus
(B; this analysis also identified the posterior inferior/middle temporal gyrus). In a separate study, in healthy participants, Lee et al.
(2019) found that cathodal tDCS to the left parietal cortex disrupted voxel-wise pattern discriminability between tools and animals
(C) in medial ventral occipito-temporal cortex, but not in lateral aspects of the fusiform gyrus (face-preferring area). Neural sim-
ilarity among tool stimuli was increased after excitatory (anodal) stimulation of the left parietal cortex and reduced after inhibitory
(cathodal) stimulation of the left parietal cortex. Moreover, as shown in (D), cathodal vs anodal stimulation modulated effective
functional connectivity between SMG and the medial fusiform gyrus for tool, but not for place, stimuli. These findings indicate that
parietal representations of object-directed action causally modulate, online, visual object processing of graspable objects in the

occipital-temporal cortex.

how they connect, and ultimately (iv) the dynamics that
govern their interactions as processing enables behav-
ioral goals.

If a region exhibits “category-specificity,” that means
it responds maximally or selectively to one category of
items compared to others. Domain-specificity is not
about the things in the world that engage a process;
domain-specificity is about the problem that is being
solved by a whole network of regions working together.
The scope of any particular process, implemented by
any given region, dictates the types of stimuli that will
be successfully operated upon by that process. The
processes supported by separable regions of a (hypothe-
sized) domain-specific system fit together in the service
of the computational goal that defines that domain.

This leads to the conclusion: Domain-specificity is
not the same thing as category-specificity. Some regions

exhibiting category-specificity are part of domain-
specific networks. But regions that are not “category-
specific” may nonetheless participate in supporting
domain-specific computational goals. It follows that
the test of the domain-specificity of a region is not
reducible to a test of the selectivity of a region to one
or another category. That approach is a legacy of defining
domain-specificity in terms of category-selectivity. The
response profile of a region will be as sharp as the bound-
ary that defines the process implemented by that region.
This is both a claim about what domain-specificity is,
and a methodological guardrail about how we may go
about testing hypotheses of domain-specificity.
Consider the following analogy. The digestive system
is “domain-specific” for digestion. The stomach is spe-
cialized for a set of processes, and because of what types
of inputs those processes operate over, one can say that
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the “processes of the stomach are specialized for food.”
And yet, if one swallows a nonfood item (say, chalk or
some pebbles), the stomach will “respond”—it will
secrete digestive juices and “behave as if” what was
swallowed was food. What this means is just that the
stomach (on its own) does not have a “food detector” that
gates its responses according to whether what was
ingested was food. The analogy to digestion isolates
the intuition that whether or not the stomach has a
“food detector” is a completely different issue from
whether the stomach is specialized for digesting food.
The hypothesis “the stomach is specialized for food”
is not embarrassed by the fact that the stomach
“responds” to chalk. Support for the hypothesis “the
stomach is specialized for food” would consist of show-
ing that the stomach has a well-defined set of operations
that it runs when it gets an input; and, when those oper-
ations are run over inputs that are food, those operations
result in outputs from the stomach that are well-defined
inputs to the next organ in the processing chain. When
the inputs to the stomach are not food, then those oper-
ations do not generate useful outputs (even though they
may “try” to run their processes). Thus, the test of a
theory of the process specificity of the stomach is not
evaluable solely based on how the stomach responds,
or whether it responds in a graded manner to nonfood
items. The test of such a theory amounts to whether
the rest of the “digestive network™ can handle the outputs
of the stomach, according to the inputs to the stomach
(and potentially the state of the stomach when it got those
inputs).

The brain regions in the schematic of Fig. 13.1 exhibit
preferences for manipulable objects. “Preference” is an
intentionally vague term intended to subsume different
signatures of process specificity: amplitude, univariate
contrasts, repetition suppression and adaptation, struc-
tural connectivity, alignment of connectivity with stimu-
lus preferences, multivariate pattern analysis, and so on.
Consider the pattern of univariate contrast effects
observed across three regions highlighted in Fig. 13.1
(Culham et al., 2003; Mahon et al., 2007): The supramar-
ginal gyrus, the dorsal occipital cortex, and the medial
fusiform gyrus. The left inferior parietal lobule responds
more to manipulable objects (hammer) compared to both
large nonmanipulable objects (refrigerator) as well as
small graspable objects that do not have a stereotyped
manner of manipulation (wallet). By contrast, caudal
IPS and dorsal occipital cortex (V6A; Pitzalis et al.,
2013) not only supports the computation of reach trajec-
tories based on volumetric analysis of targets, but also
responds to any graspable target (hammer, fork, wallet,
banana; Fang and He, 2005). Finally, the medial fusiform
gyrus, which has been demonstrated to enjoy privileged
functional connectivity to inferior parietal areas involved

in grasping, and which processes surface texture infor-
mation, responds more to manipulable objects than to
faces and animals. And yet, that same medial fusiform
region may respond more strongly to large nonmanipul-
able objects and place stimuli (Downing et al., 2006;
Mabhon et al., 2007) than to manipulable objects.

The reason that one region (in a complex network)
exhibits preferences for manipulable objects may be
very different from the reason why another region in
the same domain-specific network exhibits such prefer-
ences. Why? The two regions implement different
processes—an uncontroversial premise. This is a feature
of domain-specificity, not a bug that needs to be
addressed. A hammer may drive responses in both the
supramarginal gyrus and dorsal occipital cortex—not
because it is a “tool,” but because it is manipulable
(vis-a-vis the supramarginal gyrus) and graspable (vis-
a-vis the dorsal occipital cortex). Showing that dorsal
occipital cortex responds to a banana while the supra-
marginal gyrus does not provides important clues as
to the separable computations implemented by those
different regions—and importantly serves to triangulate
the types of broad computational goals that may be attrib-
uted to the network in question.

This way of framing domain-specificity departs from
the way it has been discussed over the past two decades in
the context of functional MRI studies of category-
specificity. The field has been driven by the following
dynamic: A region is found that is specialized for
processing category X (for instance, that an area in the
fusiform gyrus is specialized for processing faces).
Other researchers show that the region in question also
responds to non-X’s (e.g., greebels), and argue (cor-
rectly) that the theory that stated that region A is special-
ized for Xs has been falsified (Gauthier et al., 1999). But
if we step back, the inferential landscape is very different:
The conclusion that region A is not specialized for X’s
because it responds to non-X’s is no more solid than
the conclusion that the stomach is not specialized for
food because it will “respond” to nonfood substances
(e.g., chalk). The “mistake” was not in the critique of
domain-specificity: it was in the initial claim that region
A is specialized for category X. It would have been
more accurate to state the hypothesis as: region A is spe-
cialized for computation Y, and when computation Y is
applied to X’s, it generates outputs that are useful to other
systems/computations, but this not the case when the
computation is applied to non-X’s.

CONCLUSIONS

There are many nontrivial parallels between phenomena
of category-specificity in the neuropsychological and
functional neuroimaging literatures. First, there are broad
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divisions of labor within visual processing that are
optimized for different applications of visual information
to behavioral goals (concurrent actions, recognition,
perceptual constancy for identification). Second, the
categories that emerge from the neuropsychological liter-
ature largely map onto the categories that emerge in
functional neuroimaging: faces, animals, tools, printed
words, places, body parts, numbers. Third, the existence
of category-specificity in neural organization as revealed
by functional neuroimaging and neuropsychology does
not seem reducible to sensory-modality-based principles
of organization. Many proposals have been made about
dimensions that correlate with semantic category distinc-
tions; work over the past several decades argues for
the conclusion, at least in this telling of the history, that
those proposals each fall short in accounting for the full
pattern of dissociations observed in behavior and in the
brain. Fourth, there is evidence that the phenomena of
category-specificity are present independent of substan-
tial variability in sensory experience. Fifth, evidence
from twin studies indicates that core aspects of functional
and neural organization are genetically constrained.
Sixth, evidence from selective rearing studies indicates
a critical period of inputs is required for some patterns
of neural organization to emerge. Seventh, functional
and structural connectivity is a key factor for understand-
ing the anatomical organization of category-preferences,
and by hypothesis, the macroscopic organization of
knowledge in the brain.

The foregoing considerations motivate an approach
that emphasizes connectivity-based constraints as pro-
viding the initial, and primary, scaffolding that drives
the organization of visual recognition and conceptual
knowledge about the world (Mahon et al., 2009;
Mahon and Caramazza, 2011). If one takes connectivity
as the starting point for understanding regional special-
ization in the ventral stream, then the traditional way of
thinking about the causes of category-specificity in the
ventral stream are flipped around. Priority is placed on
understanding how ventral stream regions interact with
regions outside of the ventral stream. Ultimately, the
value of this broader proposal will be weighed in its
ability to generate new predictions and, at a pragmatic
level, whether it serves as a useful paradigm with which
to study how the brain works.
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