
Following a boom in investment and overinfl ated ex-
pectations in the 1980s, artifi cial intelligence entered 
a period of retrenchment known as the “AI winter.” 

With advances in the fi eld of machine learning and the 
availability of large datasets for training various types of 
artifi cial neural networks, AI is in another cycle of halcy-
on days. Although medicine is particularly recalcitrant to 
change, applications of AI in health care have profession-
als in fi elds like radiology worried about the future of their 
careers and have the public tittering about the prospect of 
soulless machines making life-and-death decisions. Medi-
cine thus appears to be at an infl ection point—a kind of 
Groundhog Day on which either AI 
will bring a springtime of improved 
diagnostic and predictive practices or 
the shadow of public and professional 
fear will lead to six more metaphorical 
weeks of winter in medical AI.

AI applications in health care evoke 
strong reactions not only because of 
the specter of machines making life-and-death decisions 
but also because of the prospect of machines encroaching 
on realms of decision-making revered as the province of ex-
pert professionals. It is no accident that Aristotle uses medi-
cal decision-making as a paradigm for practical rationality 
(phronesis) and the expert physician as an analogue for the 
practically wise person (phronimos). Reverence for medical 
expertise as combining scientifi c knowledge and practical 
application is perhaps as old as medicine itself. The medical 
art is revered as requiring and embodying the perfection of 
aspects of ourselves that are in some sense the highest and 
most noble: practical rationality informed by knowledge, 
expressed in judgment, suffused with compassion.

There is, undoubtedly, profound truth in this portrait 
of medicine. Medicine blends science and art, and the 
skills that constitute the art must be learned in practice, by 
doing. But we must also beware of romanticizing human 
judgment. For decades, psychologists and decision scientists 
like Paul Meehl and Robyn Dawes have argued that simple 
algorithms for specifi c diagnostic and prediction tasks of-

ten outperform clinicians. Despite robust evidence to this 
effect, professionals routinely overestimate their ability to 
perform such tasks and underestimate the value of actuarial 
methods for making health care decisions. Precisely because 
medical diagnostic and prediction decisions are intimately 
bound up with matters of life and death, perpetuating the 
neglect of highly accurate algorithmic decision tools is not 
a benign deference to professional prerogative. It is a po-
tentially lethal hubris whose tithe is exacted in avoidable 
morbidity and mortality.

In many respects, contemporary AI systems are the more 
computationally robust and statistically sophisticated prog-

eny of the relatively simple decision 
tools studied by Meehl and colleagues. 
Increasingly, such systems are leverag-
ing previously unimaginable volumes 
of information to make diagnostic and 
predictive judgments. And in some 
cases, they do so more quickly, with 
greater specifi city and sensitivity, than 

humans do. When human and machine intelligence seek to 
perform the same task, we must be prepared to use which-
ever approach offers the best prospect of more accurate and 
reliable performance on that task.

Having said that, it is crucial that the accuracy and reli-
ability of AI systems be validated through rigorous, inde-
pendent testing and that factors affecting their performance 
be transparently communicated and continuously moni-
tored. Regulatory agencies, such as the U.S. Food and Drug 
Administration, have a critical role to play in enforcing 
strict standards for such testing and disclosure. And if health 
professionals are to intelligently incorporate AI systems into 
the art of medicine, medical schools and health systems will 
have to develop and foster a more robust culture of statisti-
cal literacy and fl uency.

In the end, romanticism about either human judgment 
or machine intelligence is a recipe for failure. Ironically, the 
most diffi cult challenge posed by the springtime of AI in 
medicine remains a fundamentally human one: to know 
ourselves and our limitations, to control hubris in its many 
forms, to rely when necessary on the assistance of others 
(even if they are machines), and to strive always to do better.
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A note—and a call—from the weeds. For the past few years 
I’ve had the distinct privilege to edit the Hastings Center Report’s Policy & 
Politics column. The column—as indicated by a little block of text at its 
end—was originally conceived as, and remains, a joint production of HCR
and the American Society for Bioethics and Humanities. For me, as column 
editor, this means that I can accept contributions only from ASBH members. 
Luckily this presents me with an extremely large pool of talent from which to 
draw!

The column is designed to introduce readers of HCR to some slightly 
more policy-oriented, and slightly more legal, discussions than are the main 
fare of bioethics journals. P&P columnists are apt to spend less time on 
normative questions about which policies are preferable and more in the 
weeds with the practical questions that affect policy implementation. Recent 
columns, for example, have dealt with the impact of insurance reimburse-
ment on end-of-life care, administrative details of how hospitals have to 
implement California’s new assisted suicide law, the nexus of public housing 
policy and hospital discharge planning, standards of evidence used by the 
Food and Drug Administration in drug approval, details about the fi nancial 
and public health impacts of the Trump administration’s shift on foreign-aid 
funding related to family planning, and the little-discussed nondiscrimina-
tion provisions of the Affordable Care Act.

Editing the column has been a great joy to me, for two main reasons. 
First, it has helped keep me fresh on a broad range of bioethics and health-
policy issues. Potential contributors often approach me with proposals on 
topics I’ve never thought of or read about before. That’s just fun for me—
and, I hope, fun for the column’s readers. Second, it has been particularly 
rewarding for me to accept (and often to solicit) contributions from authors 
who’ve never written for HCR before. I’m always on the lookout for new 
voices from bioethics and health law—from someone who gives an interest-
ing talk at the ASBH annual meeting, say, or someone who writes a law-
review article on a topic that I think she or he could open up for a bioethics 
audience in the P&P column. I am very proud of the fact that a large major-
ity of contributors to the column in the last several years had never written in 
HCR before I invited them to contribute.

But naturally, I don’t know everyone, and I can’t keep track of everything. 
I’d love to get even more unsolicited offers of P&P contributions than I 
already enjoy. So let this serve as a call to ASBH members everywhere: if 
you have an idea that you think would make a good P&P column—some-
thing in-the-weedsy about legal interpretation or policy implementation 
that would be of interest to a general bioethics audience—please email me at 
stephen.latham@yale.edu. I like introducing new voices to the HCR read-
ership, but ancient venerables are of course invited to contribute column 
ideas, too. Contributing is rewarding and pretty easy: P&P commentaries are 
short—1570 words, inclusive of notes—and turnaround time from submis-
sion to publication is short, too. I look forward to hearing from you all.

—Stephen R. Latham
Contributing Editor


