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ABSTRACT
Underdiagnosis, misdiagnosis, and patterns of social inequality that translate into unequal access to health systems all pose barriers to identifying and recruiting diverse and representative populations into research on Alzheimer’s disease and Alzheimer’s disease related dementias. In response, some have turned to algorithms to identify patients living with dementia using information that is associated with this condition but that is not as specific as a diagnosis. This paper explains six ethical issues associated with the use of such algorithms including the generation of new, sensitive, identifiable medical information for research purposes without participant consent, issues of justice and equity, risk, and ethical communication. It concludes with a discussion of strategies for addressing these issues and prompting valuable research.
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Introduction
As a result of the aging of the US population, Alzheimer’s disease and Alzheimer’s disease related dementias – commonly called AD/ADRD – are notably prevalent; it is estimated that more than 6.5 million Americans are living with AD/ADRD. People living with dementia (PLWD) experience distressing symptoms while care partners and families experience significant physical, emotional, social and financial burdens. Remarkably, dementia is often underdiagnosed or misdiagnosed. For PLWD and their care partners, delayed and missed diagnoses prevent timely access to treatment, as well as timely linkage to services and supports.

Underdiagnosis is also a barrier to conducting research to test promising pharmacologic and nonpharmacologic interventions to improve care for PLWD or their care partners. Known racial and ethnic disparities in diagnosis – missed or delayed diagnoses are more common among Black and Hispanic older adults than White older adults – are a contributing factor to study populations that are often not representative of the larger community of PLWD. To overcome these recruitment barriers, researchers have turned to computer algorithms or digital phenotyping that might identify PLWD by using routinely collected health care data or findings that are consistent with or associated with dementia but are not as specific as a diagnosis. These data might include dementia-related symptoms or common comorbidities such as delirium, frailty or functional dependence.
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Despite their promise, algorithms to identify PLWD raise a cluster of ethical issues. These issues stem, in part, from the moral importance, recognized in bioethics in general and research ethics in particular, of ensuring that medical and research practices safeguard the wellbeing of patients, respect their autonomy, and promote conditions of justice and fairness.\textsuperscript{5-6} They also derive from difficulties diagnosing and addressing dementia within the US health system, the residual uncertainty associated with algorithmic identification, logistical challenges associated with approaching individuals who have been identified by an algorithm, and issues of justice and fairness that arise at the intersection of these dynamics. In what follows, we discuss these ethical issues, their implications for the use of algorithms to identify PLWD and offer recommendations for how these issues might be addressed.

**Why is “case finding” difficult?**

Identifying PLWD for recruitment into dementia-related research would be relatively simple in an ideal health system in which every person had access to routine medical care across their life span. In such a system, every individual would have a primary care provider to help them monitor and address their health needs, allowing for prompt detection of cognitive impairment. Patients experiencing signs of impairment could see their primary care physician with the goal of diagnosing the nature and source of their symptoms. Clear standards for clinical evaluation and cognitive testing using well-validated instruments would allow providers to: characterize the degree of cognitive impairment and its likely cause or causes; communicate the diagnosis and prognosis to patients and their care partners; and facilitate timely provision of care as well as linkage to services and supports. This information would be reflected clearly in the patient’s electronic health record (EHR) – for example, through inclusion of clinically accurate and comprehensive diagnostic codes; documentation of care plans, goals of care, and patient preferences; and billing codes that accurately reflect clinical conditions. Researchers implementing dementia-related studies could then use this information to readily identify a list of potential research participants; moreover, these researchers could be confident in the patient’s clinical diagnosis and certain that patients and care partners were aware of the patient’s AD/ADRD diagnosis if approached for recruitment into a study.

Of course, the US does not have an ideal health system, and many of these elements of care are underdeveloped or entirely absent. Indeed, large segments of the population lack an ongoing relationship with a primary care provider.\textsuperscript{7} Structural gaps in access to health services are also patterned – that is, they are not randomly distributed in the community but are more prevalent among individuals of lower economic status, from rural areas, and from socially marginalized groups, including populations that have been excluded from health care systems based on race or ethnicity.\textsuperscript{8,9} These individuals may confront a limited supply of health care providers, lack of quality care, or limited access to transportation.\textsuperscript{10} Despite near-universal insurance coverage for older adults through Medicare, many older adults report delaying or forgoing needed care because of cost.\textsuperscript{11} For these reasons, many individuals lack access to care or face substantial barriers when seeking care.

Even when individuals have an ongoing relationship with a care provider, diagnoses of AD/ADRD are often missed or delayed. Clinician-level barriers to diagnosis include the complex nature of a workup, stigma associated with dementia, and perceived diagnostic futility.\textsuperscript{7} Despite efforts to improve testing and detection, approximately 40% of people in the US with probable dementia are undiagnosed. Additionally, it has been estimated that about 20% of patients with a diagnosis of dementia are unaware of their diagnosis.\textsuperscript{2} Unfortunately, these issues are not unique to the US. Countries with national health care systems including Canada and the United Kingdom have high rates of undiagnosed dementia.\textsuperscript{12} For example, the prevalence of undiagnosed dementia in the United Kingdom is approximately 33% even though, relative to the US, general practitioners play a greater role in diagnosing dementia, the electronic patient records are more integrated, and the health care system is less fragmented.\textsuperscript{13}

Finally, many PLWD are lost to follow up after diagnosis and are not linked to services and supports.\textsuperscript{14} Again, such gaps in care are most pronounced among poor, rural, minority and other
marginalized populations.\textsuperscript{15} For instance, the population of patients diagnosed with dementia earlier in the disease course tends to be wealthier and whiter, while less affluent patients and patients of color tend to be diagnosed later in the disease course.\textsuperscript{15,16} As a result, the former group are also more likely to have greater engagement with the health care system and thus have more extensive data on follow-up care than the latter.

These various factors create notable disparities in health care utilization and health outcomes for AD/ADRD,\textsuperscript{14} which have ripple effects into research. When researchers seek to identify PLWD for recruitment into dementia-related research using a list generated by searching on diagnostic or billing codes, the lists generated will be shorter than they should be due to the overall lack of diagnosis. Further, the individuals populating the list are generally not representative of the larger population of PLWD because of inherent biases related to who is diagnosed and when in the course of disease, they receive a diagnosis. An important ambition of algorithmic identification is to address these problems.

Algorithmic identification

Health care systems and researchers are increasingly using algorithms and digital phenotyping to identify PLWD [Supplemental Table].\textsuperscript{17–28} Algorithmic identification often involves digital phenotyping, understood as the use of multiple sources of electronic data to construct a model that can be used to identify patients with a particular pathology or impairment.\textsuperscript{29} Assembling the data used in this process also often involves a process of data-linkage in which information about a single patient is extracted from multiple data sources such as electronic health records, administrative and billing records, and potentially other data sources as well.\textsuperscript{30} As a result, efforts at algorithmic identification will inherit uncertainties related to the validity of features used to construct a digital phenotype as well as uncertainties related to data linkages, such as recording error or probabilistic uncertainties related to data that cannot be deterministically linked to a particular patient. We focus on the use of algorithms in this process because they are the computational tool used to construct a model from data and, as such, they embody a range of choices regarding appropriate operating characteristics (such as thresholds on sensitivity, specificity, positive predictive value, negative predictive value), the way an assessment or output is represented (e.g., as a binary classification or as a probability density), and because algorithms can sometimes be adjusted to account for biases or other deficiencies in underlying datasets when those problems are known and their magnitude can be reliably estimated.

With the growth of available datasets, increases in computing power, and the sophistication of statistical and computational techniques that can be used to generate models to predict or identify patients with a particular health issue, algorithmic identification is appealing because of the prospect that it might facilitate rapid, real-time identification of cognitively impaired individuals for purposes of population management or, our focus here, research.

Today's commonly used algorithms rely on data generated through health care delivery, utilizing a combination of information documented in EHRs and/or billing claims. Such algorithms use routinely collected health care data; this might include a documented diagnosis of a neurodegenerative disease or of cognitive impairment – such as the ICD-9/10 diagnosis codes for Alzheimer's disease or related dementias – or relevant billing codes – such as a CPT Code for assessment of, and care planning for, cognitive impairment. They might also include prescriptions the individual has received (e.g., cholinesterase inhibitors, NMDA antagonists). Yet algorithms that generate a dementia phenotype based on documented health care data, such as diagnosis and procedure codes, have their own inherent limitations related to accuracy and completeness.\textsuperscript{26,28}

The true power and promise of these algorithms, however, lies in the prospect that they might identify PLWD – or even those at heightened risk for cognitive impairment – using data or findings that are consistent or associated with dementia but not as specific as diagnosis. Such algorithms can assign a risk score to patients based on dementia-related symptoms, health care utilization patterns, or other factors identified from medical records.
For example, the EHR Risk of Alzheimer’s and Dementia Assessment Rule (eRADAR) tool uses existing EHR data – dementia risk factors, dementia-related symptoms, and health care utilization patterns – to detect individuals with unrecognized dementia. This recently developed tool addresses the reality that a large proportion of PLWD don’t have a dementia diagnosis in their EHR. They may, however, have other documentation related to a cluster of dementia-related symptoms (e.g., psychosis, underweight, noncyclcic antidepressant fills). Claims-based algorithms, such as the Bynum algorithm, rely on diagnostic codes on Medicare reimbursement claims to indicate whether a person has diagnosed dementia. Other algorithms, such as the PheKB dementia phenotype, use natural language processing and machine learning approaches to scan clinical notes for words and concepts related to cognitive impairment.

It is worth noting that dementia-detection algorithms rarely include data from neuropsychological tests. This is because only a small fraction of patients undergo such testing; thus, relying on these data would systematically exclude people without access to these services, particularly those in non-academic or rural health care settings.

**Ethical considerations**

The use of dementia-detection algorithms is motivated by important ethical goals. Research is essential to reduce or close evidentiary gaps regarding the merits of interventions or services that health systems might use to address the social, psychological and economic burden AD/ADRD places on patients, families and health systems. However, if these goals are to be realized in practice, these algorithms must be used in ways that respect the autonomy of individuals, safeguard and promote their wellbeing, and comply with or advance requirements of justice and fairness. We elaborate six categories of concerns, grounded in these ethical values, before considering how they might be addressed in the following section.

**Generating sensitive information**

To begin with, algorithmic identification often involves the creation of new, sensitive, private, identifiable information about a patient. This information is new in cases where a patient does not already have a diagnosis of dementia in their medical record and an algorithm uses likely relationships or complex statistical relations between features that are associated with such a diagnosis to identify or assign a risk score for dementia to a patient. This information is sensitive and private because dementia is a medical condition that has profound effects on a person’s ability to function across the full range of life activities including relationships that they value. There is also substantial stigma associated with AD/ADRD. It is identifiable because information from different sources must be linked to the same individual for an identification to be made.

**Identification for research purposes**

It is important that in the scenarios we are considering, the motivating rationale for identifying PLWD is not the goal of fulfilling a direct medical duty to the individual patient. This would be the case if the dementia-detection algorithm was used for a clinical purpose such as identifying PLWD for population management, evaluating their quality of care, and linking those lacking adequate services and supports to appropriate providers or resources. Here, however, we are considering cases in which algorithmic identification is used to facilitate recruitment into research intended to generate generalizable knowledge, for instance, by evaluating interventions or models of care.

Noting this difference in motivating rationales is not to imply that research participation is necessarily incongruous with the interests of patients. It is to say, rather, that the primary motivation for generating new, sensitive, private, identifiable information about patients in these cases is to produce knowledge for the benefit of others. Whether this goal can be reconciled with patients’ best
interests depends on the attention given to multiple issues in the design and recruitment practices employed in these studies.\(^6\) (p. 249–297) One of these issues involves the practices and procedures used to secure informed consent.

**Consent to identification**

Although generating new, sensitive, private, identifiable information about patients is common in medical practice and in many research contexts, algorithmic identification often occurs without direct interaction with the patient or their proxy and, thus, without a prior process of informed consent.

One of the roles of the informed consent process is to provide patients or their proxies with the information they require to understand the nature of a proposed test or procedure, the burdens and risks associated with it, and the benefits it is expected to produce.\(^33\) Patients or their proxies can then assess this balance of risks and potential benefits to determine whether they are acceptable. One advantage of medical testing that involves direct interaction with patients is that patients or their proxies are present to engage in this process of informed consent.

But algorithms that use existing data to identify PLWD need not involve any direct interaction with patients, their proxies or care partners and so can operate in a context in which informed consent has not been – and cannot be – obtained. In cases where models draw directly on data relating to clinical evaluations of patients’ cognition, it is possible that patients or their care partners provided consent to medical care with the intent of better understanding the nature and degree of the patient’s cognitive impairment. But there may be instances where patients are identified using information that was not produced under a process that involved consent to possible identification of a cognitive impairment. For example, a natural language processing algorithm might identify language in clinical notes that is associated with a diagnosis of dementia – but without any indication that the possibility of cognitive impairment was disclosed to the patient or that the patient was referred for appropriate testing. For example, the clinician might have noted that, during a visit to address a respiratory concern, the patient asked the same question many times. When this is the case, algorithmic identification would involve the creation of new, private, identifiable medical information – and also the exposure of patients to any attending risks associated with this information – absent the patient’s prior authorization or the proxy’s authorization, where appropriate. This does not necessarily entail that generating such information is unethical. It does, however, require care and attention to ensure that the goals that are advanced by this information are of sufficient merit that they can justify the study and that strong protections for patient interests are in place to mitigate attending risks to their interests.

To address these concerns, some health systems might ask patients for “blanket consent” or general permission to use clinical data for future research purposes. However, the moral force of such blanket consent is severely attenuated given that, by definition, there are no clear specific purposes for which this information might be used. This concern is exacerbated by the fact that consent to use clinical data for research purposes is usually granted to advance the goal of research, namely, producing generalizable knowledge. But algorithmic identification involves using different types of data about a patient, (clinical and billing data, for example) to generate new private, identifiable information about that patient. As a result, it is unlikely that policies that solicit blanket consent for future data use are sufficient to respect the autonomy and the wellbeing of individual patient participants.

The ethics of generating new, sensitive, private, identifiable information about patients without their explicit, prior consent, hinges, in part, on the social value of the research and the extent to which study risks can be reduced and participation aligned with participant interests.

**Social value, justice and equity**

Because the goal of research is to generate generalizable knowledge, a necessary condition for the ethical conduct of research is that proposed studies must have sufficient social value to justify their conduct.\(^5\,34\,35\) Efforts to use algorithms to promote recruitment of PLWD in research are often seen as
promoting social value because they are motivated by concerns of justice and equity, particularly improving care for this vulnerable population. As a general principle, fairness requires equals to be treated equally. When issues of fairness arise concerning the operation of social institutions that influence the ability of persons to function in ways that are critical to their personal and public life, those fairness issues constitute concerns of justice. As a criterion of justice, important social institutions should be capable of protecting, securing, or advancing the needs of the diverse individuals who rely on those institutions. When gaps exist in the ability of such institutions to function in this way, equity requires efforts to develop the means necessary to close those gaps and to advance the interests of those who are underserved.6 (p. 148–172)

The social, psychological, and economic burdens dementia places on patients and families are life changing. Interventions to ameliorate these burdens are available, but the evidence to support their widespread dissemination in the health care system is incomplete. Existing research on dementia care interventions is limited by the number of short-term studies with small sample sizes, and a focus on individual-level (rather than community-, policy-, or society-level) interventions.36 Moreover, the experiences of diverse populations are not reflected in the data.36 Research is essential to better support PLWD and their care partners by informing decision-making about which interventions should be broadly implemented. When studies are designed to generate the knowledge necessary to address the needs of this population, identifying PLWD for recruitment into research is supported by a strong prima facie claim to advance the ends of justice.

As discussed above, disparities in access to established effective care for PLWD exist across demographic groups and within those groups as well. Addressing the needs of PLWD from marginalized and underserved populations advances the goals of equity as well.7 However, these background disparities further pose a fundamental problem for the use of algorithms to identify PLWD: algorithmic identification relies on sources of data that reflect prior access to, or engagement with, health systems. Broadening the array of data used to identify PLWD may not be sufficient to avoid creating algorithms that recapitulate prior patterns of unequal access to established effective care or that deprioritize marginalized or underrepresented groups. The reason is that the same structural dynamics that influence the likelihood that members of a marginalized group receive a dementia diagnosis frequently influence other aspects of their medical care. This includes disparities in the extent to which members of these populations access health systems more generally, disparities in the probability that their conditions are diagnosed, whether their symptoms are recorded accurately in non-pejorative terms,37 and how likely they are to access care after diagnosis. Unless care is taken to address the underlying dynamics that create this problem, these systems could exacerbate, rather than rectify, existing patterns of exclusion and injustice.38

For example, patients in less contact with health systems are likely to have a smaller data footprint than patients with more regular care, across clinical, administrative, and financial databases. As a result, a critical weakness of algorithms is the systematic under-ascertainment of cases in marginalized populations, such as people who identify as Black. The inherent reliance on clinical and diagnostic information to identify PLWD is hampered by systematic differences in health care access and utilization. These systemic issues extend to other historically excluded and marginalized groups including other racial and ethnic minorities, those who are socioeconomically disadvantaged, and those residing in rural communities. Thus, there is real potential to exacerbate current health disparities, or introduce new health inequities, if caution is not exercised when using algorithms that rely on data generated from engagement with health systems (such as EHR and claims-based data) to identify PLWD for clinical research or care initiatives.

Finally, the limitations of drawing on health system data to rectify patterns of unequal access to health systems is an indicator of additional issues of justice and equity that are likely to arise when patients from underserved populations are recruited into research. In particular, one goal of some approaches to research, such as pragmatic trials, is to allocate participants to study interventions under conditions that directly reflect the circumstances under which those interventions are likely to be administered in practice.39–41 Such studies thus seek to evaluate interventions against a baseline that
reflects the status quo in health systems. When patients are underserved, however, the care and services they currently receive may fall below a level that experts would regard as medically appropriate. In this case, the status quo for such patients is ethically problematic because it reflects deficits in the ability of health systems to equitably, effectively or efficiently provide care or services that are already established as effective. In such cases, study pragmatism may directly conflict with equity and the rights and interests of study participants.9

**Reasonable risk**

Another necessary condition for ethically permissible research is that the risks of research participation must be reasonable in relationship to anticipated benefits. The risks of research procedures and interactions are typically divided into two categories: (1) risks that are part of activities that have the prospect of providing direct benefits to participants and (2) risks that are part of activities that hold no prospect of direct benefit to participants. Risks in the first category can be justified by the prospect of direct benefit. Risks in the second must be justified by the social value of the information to be generated in the research.

One source of risks associated with the algorithmic identification of PLWD derives from the degree of uncertainty surrounding the identification procedure and the relative probability that some results represent false positives. In recent years, efforts have been made to validate models developed to identify PLWD, but their operating characteristics in actual practice and across settings of care are subject to considerable uncertainty [Supplemental Table].

Typically, when identifying PLWD in practice, researchers prioritize models with higher positive predictive value (PPV) and specificity. PPV of these models range from 50.0–80.4 for diagnosed dementia and 73.0–89.7 for cognitive impairment and dementia phenotype. Specificity of these models range from 88.0–99.1 for diagnosed dementia, 92.0–97.0 for cognitive impairment and dementia phenotype. When identifying people with undiagnosed dementia, researchers typically seek models that optimize sensitivity and specificity. Sensitivity of these models range from 22.5–82.5 and specificity ranges from 83.2–96.4 for diagnosed dementia [Supplemental Table].

Algorithms may be over-inclusive in that they may capture patients who do not have dementia (i.e., false positives) or detect early abnormalities in cognitive function that may not be clinically significant or have little to no impact on activities of daily living (ADL) during the individual’s lifetime (i.e., overdiagnosis).26,42,43 Some might have mild cognitive impairment (MCI) or might be experiencing normal, age-related cognitive changes. In false positive cases, patients may not have age-related cognitive impairments at all but may be experiencing symptoms that are caused by non-neurodegenerative medical conditions, such as depression, sleep disorders, or medication side-effects. However, one validation study found that older adults with a false positive flag on an algorithm were likely to have self-reported memory concerns (51%) and many had ADL (11%) and IADL (34%) limitations.26 Approximately 30% of these false positives received a dementia diagnosis within the next 2 years. Finally, natural language processing models often lack sufficient context to identify speech patterns that are an indication of dementia from speech patterns produced by a wide range of non-dementia related pathologies or natural variations among speakers. This creates another possible source of inaccurate findings.

Algorithmic identification creates risk for patients incorrectly identified as having dementia. If patients are contacted for study participation in a way that indicates they have dementia, those individuals might experience psychological harm associated with their (false) beliefs about their medical condition,44 encounter risks from any medical or non-medical actions they take on the basis of this information,45 or experience stigma46 (e.g., from others who learn this information). Similarly, if this misinformation is recorded in the patient’s medical record, the individual may be subjected to unnecessary testing or experience stigma associated with a dementia diagnosis.

As a result, the risks associated with algorithmic identification are a function of several factors. First is the novelty of the information. Algorithms that create new, private, identifiable
information about which patients or their care providers are unlikely to be aware imposes more risks than approaches that utilize clinical information that is likely associated with clinical testing that indicated an awareness on the part of patients or their care providers of some form of cognitive decline. Second is how this information is recorded and stored. If the results of algorithmic identification are recorded in a patient’s medical record, then the patient is exposed to harms from false positives and to the risks associated with disclosure. If these results are stored in a database that is used solely for research purposes, then the harms of false positives might be reduced; storing this information in a way that is not identifiable further mitigates these risks. Third is how this information is communicated to patients, which we turn to next.

**Ethical communication**

Even in contexts in which patients give consent to medical testing, providers must follow a process that takes care when communicating results that present sensitive medical information. This includes consideration of who communicates the results of algorithmic identification, who receives this information, and what is said to the PLWD or their caregivers; we consider these in turn.

First, dementia can be highly stigmatizing and the revelation of the diagnosis can be an emotionally charged event.47 As a result, disclosure of this information is best handled by clinicians with experience necessary to meet the emotional and informational needs of patients. Research coordinators or other study team members regularly tasked with routine recruitment tasks might not have the background necessary to meet these needs.

Second, it is critical to determine who ought to receive this information. When algorithms are used to identify PLWD, patients are not present. Although cognition is not the same as capacity, the presence of dementia increases the likelihood that a patient has marginal capacity or lacks capacity. As a result, efforts to contact patients based on algorithmic identification may be directed at patients who cannot comprehend and respond to this information in light of their considered values or are unaware of their potential dementia diagnosis. In particular, if a patient has either marginal or no ability to process this information and to make decisions in light of it, their provider ought to include someone else, such as a caregiver or a proxy, in the disclosure process. The need to identify a caregiver or proxy may arise frequently in algorithmic identification of PLWD, as cognitive deficits may contribute to difficulty comprehending and appreciating information. Complicating this, caregivers’ contact information is often not easily found in EHRs.

Third, it is important to carefully evaluate what is said to PLWD or their caregivers. When dementia algorithms are generated for the purpose of facilitating recruitment into research studies, cold-calling patients48 and providing a truthful explanation of the reason for contacting them risks disclosing medical information that might come as a shock, that might be stigmatizing for patients or their families, and that might also be false. To the extent that researchers want to be sure that the patients they recruit into a study are actually PLWD, it is likely that they would want potential participants to receive additional screening or testing. Trying to avert the risks of shocking, stigmatizing, or sharing false information by withholding the reason for contacting the patient until they can complete additional screening or testing prior to study recruitment may avoid some of these problems but also raises the prospect of actively deceiving patients or of asking patients or their care givers to undergo research-related procedures without having an explicit understanding of their goals and rationale.

Further, if a patient was not previously aware of their dementia diagnosis, disclosing a diagnosis through research recruitment might undermine trust in their healthcare providers and possibly lead some patients or their families to sue providers for malpractice.49 Whether such claims would succeed is a fact-specific determination. Even if unsuccessful, however, the legal process can be a source of distress for clinicians and patients alike.
Discussion

We have elaborated six sources of ethical concern about using algorithms to identify PLWD to improve study recruitment. Our exposition is intended to explain the nature and source of distinct ethical issues that are likely to be intimately related in practice. For example, although informed consent is a cornerstone of ethical research with humans, there are accepted criteria and conditions under which institutional review boards (IRBs) can grant waivers of some or all the requirements for prospective, written informed consent. Two of these conditions are relevant to algorithmic identification of PLWD.

The first possibility is focused directly on screening and recruitment. In the US, recently revised federal regulations, known as the “Common Rule,” now include provisions for waiving informed consent for research proposals in which “an investigator will obtain information or biospecimens for the purpose of screening, recruiting, or determining the eligibility of prospective subjects without the informed consent of the prospective subject or the subject’s legally authorized representative” (45CFR46.116(g)). This waiver can be granted if either: “(1) The investigator will obtain information through oral or written communication with the prospective subject or legally authorized representative, or (2) The investigator will obtain identifiable private information or identifiable biospecimens by accessing records or stored identifiable biospecimens.”

Interestingly, it is not clear whether these provisions are an appropriate ground to waive consent for algorithmic identification. This uncertainty stems from the fact that this provision speaks of “obtaining” private identifiable information “by accessing records.” The underlying ethical idea behind this provision is likely that there is little risk to the rights and interests of patients if researchers are allowed to use information already included in their medical record to identify them as potential candidates for inclusion in a clinical trial. The paradigm case for this kind of waiver would be identifying patients who use a particular medication as possible candidates for a deprescribing study or for taking a different medication instead. But as we have seen, some algorithms combine information from a range of sources to produce new, private, identifiable information, such as a probability for a diagnosis that might not be explicitly recorded in the patients EMR. In the latter cases, the identification process itself creates new information that is relevant to patient interests and that can entail potentially significant risks. In such cases, the determination of whether a waiver can be provided should be based on a substantive consideration of the nature of the information generated and its relationship to the rights and interests of the patient.

The second ground for justifying a waiver of some or all consent provisions is more general and requires researchers to make explicit how they are managing some of the ethical issues we identify in the previous section. In particular, a waiver can be granted if the research meets the following requirements:

(i) The research involves no more than minimal risk to the subjects;
(ii) The research could not practicably be carried out without the requested waiver or alteration;
(iii) If the research involves using identifiable private information or identifiable biospecimens, the research could not practicably be carried out without using such information or biospecimens in an identifiable format;
(iv) The waiver or alteration will not adversely affect the rights and welfare of the subjects; and
(v) Whenever appropriate, the subjects or legally authorized representatives will be provided with additional pertinent information after participation. (45CFR46.116(f))

In cases where algorithms go beyond merely obtaining private information that is already explicitly stated in a patient’s medical record, it is reasonable to require the provision of a waiver to meet these conditions. Doing so requires that researchers and IRBs consider how best to ensure that algorithmic identification both respects the rights and interests of study participants and promotes social value.
As a general strategy, taking careful steps to align the algorithmic identification process with access to established effective clinical care and services can address three ethical concerns. It can reduce the risks associated with algorithmic identification, create a context for securing informed consent and ethically communicating clinical results and mitigate concerns about the lack of access of patients to dementia-related care. An example of how this might be done is Medicare’s yearly “wellness” visit that includes the detection of the presence of “any cognitive impairment.” Health systems have significant latitude in how they determine priority for such visits. If a risk ranking of the kind contemplated here were used to determine priority for such a visit, then the risk score could be used to place individuals believed to be at high risk of dementia earlier in the cue for an appropriate clinical evaluation.

The results of the algorithmic identification might be recorded only as a priority score for a wellness-visit to detect cognitive impairment. Treating the score as an administrative, rather than a diagnostic, tool might limit risks associated with falsely identifying an individual as having a high likelihood of living with dementia. During the wellness visit, care providers could seek informed consent for cognitive testing and clinical evaluation necessary to assess the extent, nature, and source of an individual’s cognitive impairment. During this process, clinicians could also identify patients who have either marginal or no capacity to make their own decisions and determine the proper proxy for medical decisions. If the outcome of the assessment shows dementia, the patient and their care partner will receive appropriate care and be connected, as needed, with services and supports. Part of this conversation could involve the extent to which the patient is interested in participating in research studies or recruitment into a study.

A consequence of this approach is that patients with dementia who are not identified as high risk (i.e., false negatives) will receive lower priority for medical evaluation than other patients with higher risk scores. Whether these risks are permissible will depend on the operating characteristics of the algorithm in question and whether the use of the algorithm is likely to increase the overall number of PLWD who are identified.

Using algorithms to prioritize clinical assessments rather than to recruit patients directly into research studies allows for several ethical issues to be carefully managed. First, this approach recognizes the significant uncertainty surrounding the accuracy of these risk scores and mitigates the risks of false positives because scores are used only to give priority to clinical encounters. This approach strikes an appropriate balance between concern for the wellbeing of patients who might be at high risk of an undiagnosed medical condition and the avoidance of harm from disclosing findings to patients that turn out to be false positives. Second, by seeking patient or proxy consent to cognitive testing, patients or their proxies can be informed about the nature and purpose and implications of cognitive testing prior to its administration. This allows patients or their proxies to make informed decisions about whether they are willing to undergo cognitive testing. Third, this process seeks to link patients to care at the time of diagnosis and can help to situate study participation within a larger plan for advancing patient interests. Fourth, using algorithms to determine priority for more accurate clinical testing and screening helps to ensure that clinical characteristics of study populations are known prior to study initiation, facilitating techniques such as matching or stratification necessary to preserve or enhance the scientific and social value of research.

Finally, this approach might help to mitigate some concerns grounded in justice and equity. We noted that when patient populations are underserved, the baseline of care and services they receive might fall below the de jure standard of care. This describes a baseline of care and service that is attainable and sustainable in the health system infrastructure and that reflects the application of existing knowledge and resources to secure and advance the medical interests of the patients in question. When the status quo for a population falls below the de jure standard of care then researchers have an obligation to ensure either that potential study participants will be linked to appropriate care and services outside of the study or that the baseline of care and services provided within the study eliminates gaps in access to established effective care that characterizes the current status quo. (p. 407–418) This requirement does not preclude the
conduct of pragmatic clinical trials designed to test strategies for closing such care gaps so long as the strategies under investigation are not known to be less effective than the available alternatives.

Using algorithmic identification to advance equity by identifying PLWD and closing gaps in access to care is an ethically sound goal. However, algorithmic identification is no panacea. The dependence of these approaches on data generated through contact with health systems represents a structural barrier to identifying PLWD in the most underserved populations. Algorithmic approaches are thus no substitute for efforts to improve access to care among the most underserved or minoritized populations. Similarly, successfully identifying PLWD will only advance the cause of equity if health systems can overcome additional barriers that prevent patients from accessing care after they have been identified.

If algorithmic identification for research recruitment is undertaken in cases that do not follow the strategy of aligning the identification process with access to established effective clinical care, then steps will need to be taken to address each of the concerns in the network of ethical issues identified here. To the extent that algorithmic identification involves the production of new, private, identifiable information about a patient, waivers of consent to produce this information should be evaluated under the general requirements outlined earlier ((45CFR46.116(f)) that include an assessment of the associated risks to participants, the feasibility of alternative approaches, and provisions regarding what information will be provided to patients in subsequent meetings or follow-up.

The residual uncertainty associated with algorithmic identification should be considered when evaluating the relationship between patient identification and trial design. For example, using an algorithm to identify patients who might be experiencing some form of cognitive impairment might be more feasible than identifying patients experiencing symptoms of the dementia syndrome. Using an algorithm to identify patients in the latter category for direct recruitment into a study raises issues about the validity of the resulting study population and the reliability of inferences made from a population with uncertain disease etiology.

Because of the under-ascertainment of patients in this population, especially among groups that are already underserved by health systems, careful consideration must be given to the standard of care available to patients in the various arms of such a study. In particular, there are strong reasons to regard it as ethically inappropriate to identify patients who are at high risk for living with dementia but whose condition remains undiagnosed and then to randomize those patients to the status quo in cases where the status quo falls below the provision of treatment or services that would be recommended for such patients by conscientious and informed clinicians.

Finally, we echo calls from the larger literature on algorithms in medicine and urge developers of algorithms to go beyond internal validation (evaluating the performance of an algorithm on a portion of data that has been set aside for evaluation purposes) and external validation (evaluating the performance of a model on an independent data set) to carry out prospective studies that evaluate an algorithm’s performance under real-world conditions using metrics that are directly relevant to the judgments of clinicians.38,54,55
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