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Preface

InterSol is an international conference that meets annually in Africa and brings together
scientists from around the world. It serves as a framework where participants present
the results of research projects that address issues faced by people in underserved areas.
In fact, populations living in underserved areas face problems in almost all sectors,
particularly in energy, water, communication, climate, food, health, education, trans-
portation, social development, and economic growth, just to name a few. Moreover,
experience has shown that none of these issues can be solved in isolation to the others:
they are all interdependent. Therefore, any sustainable and effective solution must
integrate an interdisciplinary dimension, involving expertise from several disciplines,
while taking into account certain geographical, social, economic, and environmental
specificities. This is the main motivation behind Interdisciplinary Solutions (InterSol);
an international conference dedicated to the advancement of interdisciplinary research
works that address people’s needs in underserved areas.

The first edition was held in Dakar, Senegal (April 11–12, 2017) and validated our
choice, given the number, the diversity, and the quality of submitted and accepted
papers. This second edition, held in Kigali, Rwanda, during March 24–25, 2018,
witnessed the participation of researchers (academia and industry), graduate students,
NGO professionals (from Africa, Europe, America, and Asia), as well government
officials, who discussed for two days results in the themes defined in the conference
main track as well as during the workshop on climate change, co-located with the
conference. Finally, like the previous edition, InterSol 2018 hosted the CNRIA
(Colloque National sur la Recherche en Informatique et ses Applications) workshop,
held during April 18–21, 2018, in Ziguinchor, Senegal.

This volume presents papers accepted for publication and presented during
InterSol2018 and CNRIA 2018. It includes 23 articles, eight of which were part of
CNRIA.

The papers presented in the main track address issues in the following themes:

• Energy: with papers dealing with the development of the performance of solar
systems in Africa, the wind potential in Chad, and building energy efficiency in
Africa

• Socio-economic: with papers addressing the issues of public health, communica-
tion, education, and access to energy

• Telecom: with papers studying the business model of telecommunication in the
Rwandan context and the phenomenon of boomerang routing in intra-Africa
communications

• Math models: in which the papers present mathematical models of the climatic
phenomenon and prediction models for solar radiation in Africa

• Health: with papers dealing with developing medical devices that are suitable to
underserved areas



The workshop on climate change (Beyond the Debate: Climate Change as an
Economic Opportunity for Africa) offered a unique opportunity to discuss the impacts
of climate in Africa, the solutions that need to be developed, as well as the most
appropriate means for climate change control and adaptation in underserved areas.
A round table on the issue of climate change in Africa concluded this session.

This volume, like the previous one, will serve as a channel for disseminating the
solutions proposed during this two-day conference.

June 2018 Cheikh M. F. Kebe
Assane Gueye

Ababacar Ndiaye
Aminata A. Garba
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On the Prevalence of Boomerang Routing
in Africa: Analysis and Potential Solutions

Assane Gueye1,2(&) and Babacar Mbaye1

1 Universite Alioune Diop de Bambey, Bambey, Senegal
{assane1.gueye,babacar.mbaye}@uadb.edu.sn
2 University of Maryland, College Park, College Park, USA

Abstract. When an African Internet user sends a message to a friend in another
country in the continent, the data travels around the world (mostly Europe and
USA) before coming back to the continent. This phenomenon is called boom-
erang routing at the continent level. The implications of boomerang routing
include: higher cost, increased delay and increased information exposure. In this
paper, we use active measurement data (ICMP traceroute) from 2015 and 2016
to empirically study the prevalence of boomerang routing in Africa by focusing
on the implications on cost and delay. We also discussed possible improvements
of the current African connectivity map to reduce boomerang routing, which
will eventually translate into reduced cost and lower delays for end-users.

Keywords: Africa � Boomerang � ICT � e-Trading � Internet access cost
Delay

1 Introduction

The 21st century has been dubbed by many as the African century. In a recent printout,
McKinsey reports that, following a decade of economic expansion, Africa is going
digital. Although only 16% of the people in the continent are online today, that share is
rising rapidly, thanks to recent growth in mobile networks and falling cost of Internet-
capable devices. In 2016, there were more than 720 million mobile phone users in
Africa, some 167 million African already used the Internet, and 52 million were on
Facebook [1].

This follows a global trend of information and communication technologies
(ICT) being an enabler for increased socio-economic growth. Not only ICTs help
increase productivity, they also contribute to the overall GDP of an economy. ICTs can
also help connect remote populations to markets, promote citizens’ access to govern-
ment and social services, expand educational opportunities, create platforms for
innovation and increase people’s freedoms [2].

This strong impact on socio-economic development is likely to carry-on in a much
larger scale in the coming decade. This is significant for Africa because, according to
the World Bank [3], mobile and broadband have more impact in developing economies
than in developed economies. This has already been observed in the mobile commu-
nication sector. In 2014 the impact of mobile phones in term of GDP was 5.7% in
Africa, which was more than any other continent [3].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Today, the Internet’s contribution to Africa’s GDP is relatively low, at 1.1%—just
over half the levels seen in other emerging markets and well below the average of 3.7%
in developed economies [4]. However, studies [1] have found that a 10% increase in
broadband penetration in developing countries is correlated with a 1.35% increase in
GDP, suggesting that Africa has even more to gain from the digital revolution. By
2025, the digital contribution to African GDP is expected to catchup with Sweden and
Taiwan [1]. If the Internet matches or exceeds that level of impact, the result could be a
leap forward in Africa’s economic growth and development.

However, to meet those expectations, a certain number of barriers need to be
removed. Today there is growing consensus that the primary barriers to connectivity in
Africa are availability, affordability, relevance and readiness [5]. Relevance refers to
information and service available to people’s in their native language, while readiness
reflects to people having the necessary basic skills, awareness, understanding, and
cultural and social acceptance to the Internet.

In this paper, we are primarily interested in the availability of Internet infrastruc-
tures and the affordability to the end-users. More specifically, we are interested in
understanding how the lack of a continent-wide connectivity infrastructures is
impacting the cost to the end-users. For that, we analyze data (gathered between
January 1, 2015 and December 31, 2016) to quantify the prevalence of boomerang
routing in intra-Africa Internet communication.

Boomerang routing (or tromboning [7]) was originally used [6] to designate the
situation whereby an Internet path starts and ends in a country, yet transits in an
intermediate country. In this paper, we consider boomerang routing at the continent
level and focus our attention to Africa. More precisely, we are interested in the
implications of boomerang routing in cost and delay. This is important because today
Africa is the region with the most expensive fixed-broadband prices, with an average
price of more than 100% of GNI per capita [2]. Also, anyone who has used the Internet
in Africa, might have experienced very long delays when trying to download a rela-
tively large file.

For our study, we use publicly available data from the Center for Applied Internet
Data Analysis (CAIDA) [8], which consists of router level communication traces for
the entire 2015–2016 period. We then use the Max-Mind service [9] to geolocate each
router within a country and we convert the router-level paths into country level paths.
The dataset includes paths from the entire world. In this study, we only exploit paths
for which both the origin and the destination are in Africa.

We first count the number of paths for which the traffic leaves the continent before
coming back (i.e., there is a boomerang). Our analysis shows that in 2015, 70% of
intra-Africa communication exited the continent before reaching the destination. In
2016, the fraction of boomerang traffic was 60%. When it exits, most of the traffic
passes through the EU. US comes in second position. We also compute the number of
hops a boomerang traffic goes through outside the continent. We found that in average,
when exited, the traffic traverses 3.5 hops before returning to the continent.

We then focus on the communication delay (mainly round-trip-time) of the traffic.
Our analysis suggests that, despite the fact that boomerang traffic roams in other
continents before coming back to Africa, their RRT delay is smaller than the RTT delay
of none-boomerang traffic that entirely stays within the continent.

4 A. Gueye and B. Mbaye



The time that the traffic spends during the boomerang period is a key parameter for
the cost of communication seen by end-users. In fact, when using international Internet
connection, the African Internet Service Provider leases connectivity infrastructures
and pays a fee known as transit cost. This fee is eventually transferred to the end-user
who is then paying an additional (international) cost even when communicating with a
friend in the same or neighboring country. A similar phenomenon is happening in the
airline industry, where to go from one African country to another, travelers go through
Europe, leading to additional cost.

A solution to this situation that has gained a large consensus is to build new
communication infrastructures. This is certainly the reason why it is well considered in
the African Internet Exchange System (AXIS) Project [10]. The main recommendation
in this project is to build new Internet Exchange Points (IXPs) in the continent. Our
study shows that, based on the data we gathered and the current connectivity between
the existing IXPs, although it is important to build new IXPs, it is more pressing to
connect the existing ones and to improve the bandwidth within the continent.

The rest of this paper is organized as follows. In Sect. 2, we give an overview of the
current international Internet Peering principle and we talk about the boomerang
routing phenomenon and its consequences in cost, delay and privacy. We then describe
the dataset used in our study in Sect. 3 and perform our analysis in Sect. 4. In Sect. 5
we explore ways to improve the current African connectivity map to reduce boomerang
routing. Concluding remarks and future work are presented in Sect. 6.

2 International Internet Connectivity: Peering, Transit
and Boomerang

For international telephone routing, the provider in the country that originates the call
makes a compensation payment to the provider in the destination country. If traffic is
balanced in both directions, these payments usually cancel each other out. In the 1990s,
traffic was higher in the direction of developed countries to developing countries and
the ITU estimated that the net flow of settlement payments from developed countries to
developing ones amounted to some USD 40 billion between 1993 and 1998 [11]. By
the late 1990s, these payments have declined and even reversed as more traffic has
shifted to the Internet.

Interconnectivity in the global Internet is essentially done through peering and
transit. Peering refers to a relationship between two or more ISPs of similar size, in
which the ISPs create direct links between each other and agree to forward each other’s
packets directly across this link. Transit refers to a bilateral interconnection where the
customer pays the provider for connectivity to the global Internet. It is mainly the
service provided by larger ISPs to smaller ISPs (such as those in Africa).

With the current international Internet charging principles (called full-circuit
model), ISPs based in countries remote from Internet backbones, particularly in the
developing countries, must pay the full (transit) cost of the international circuits. For
example when a user in Kenya sends an email to a user in the USA, it is the
Kenyan ISP who is bearing the full cost of the international connectivity. Conversely,
when a user in the USA sends an email to a user in Kenya, it is still the Kenyan ISP

On the Prevalence of Boomerang Routing in Africa 5



who bears the international cost (different from the telephone network where payments
goes in both directions) [12]. This cost is eventually transfer to the end user in Kenya.

Because most Africa ISPs rely on transit via ISPs in Europe on in the US, this very
phenomenon is still experienced when an African Internet user sends a message to a
friend in another country in the continent. In this case, the data travels around the world
(mostly Europe and USA) before coming back to the continent. This phenomenon is
dubbed boomerang routing at the continent level. In this case, ISPs also must pay the
international transit cost. This represents an additional cost for intra-Africa commu-
nication that is due to the boomerang routing.

Other consequences of boomerang (that are not detailed in this paper) are increased
delay and privacy or information exposure. Indeed, since communication is bound by
the speed of light, when the traffic roams around the world before coming back to
Africa, this creates additional delays, which are commonly experienced by users in
Africa. Also, data sent over the Internet can be monitored and manipulated by the
entities that transmit that data from the original source to the destination. For unen-
crypted communications (and some encrypted communications with known weak-
nesses), eavesdropping and man-in-the-middle attacks are possible. For encrypted
communication, the identification of the communicating endpoints is still revealed. In
addition, encrypted communications may be stored until newly discovered weaknesses
in the encryption algorithm or advances in computer hardware render them readable by
attackers. Thus, when two African countries are communicating, the information is
exposed to the rest of the world because of the boomerang routing phenomenon. In this
paper, we study the prevalence of boomerang routing in intra-Africa communication.
For that, we use real-life communication data gathered during the period of 2015–2016.
In the next section we describe the data utilized in this study.

3 Data Acquisition and Description

3.1 Data Acquisition

We obtained our data from the public datasets provided by the Center for Applied
Internet Data Analysis (CAIDA) [8] covering the years 2015 and 2016. We collected
traceroute type data from a worldwide set of monitors. Every 2–3 min, each monitor
probes a random prefix using ICMP traceroute and stores the router-level path infor-
mation. We convert these paths into country paths by using the MaxMind [9] geolo-
cation database. While geolocation data of routers can be inaccurate, previous work has
found that it is more accurate at a country level of abstraction [13]. We then filter out
the traces for which both the source and the destination are within Africa and keep
them for our analysis. Overall, we collected a total of or 140K traces for 2015 and
350K traces for 2016.

3.2 Data Limitation

The main limitation of the data is the low number of sources countries of the collected
traces. In fact, the Ark infrastructure only has a limited number of monitors within
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Africa (only in five African countries in 2015 and in 13 countries in 2016). Since the
source of a given trace is the country where it is geo-located, this limits the number of
source countries in our analysis. However, previous studies have shown that these
countries are very representative when it comes to Internet communication in the
continent. Therefore, we recognize that our study might not be complete but believe
that it generates well to the whole continent.

Another limitation of the data is that the Ark infrastructure is only capable of
discovering preferred paths to and from subnets containing a monitor. Routes between
subnets that do not lie on a preferred route from a monitor to a target subnet will not be
discovered. However, given that each subnet will be probed from a random monitor
every two to three days, the traceroutes to each subnet will come from many different
directions. Thus, we have confidence that we are discovering the major pathways from
each source countries to the rest of the continent.

Despite these limitations, we believe that our study can be used to have a very good
insight about Internet communication in Africa. Furthermore, since data is in general
very rarely available in Africa, we consider this study as one step towards the general
effort to understanding the evolution and implications of Internet communication
within the continent.

4 Data Analysis

With the data collected for each year, we perform a certain number of experiments.
First, we count the number of boomerang traces. Those are traces that contain routers
that were geo-located outside the continent. Then, for each boomerang trace, we
compute the number of countries that are traversed during the “exit period”. Finally, we
record the round-trip-time (RTT) for each trace. For non-boomerang traces, we only
record the RTT to the destination. For boomerang traces, we record the time for the
three portions of the communication: the first portion before exiting the continent, the
exit portion (when the traffic roams outside the continent), and the return portion when
the traffic comes back to the continent. It is worth to notice that we did not find any
trace that boomerang more than once.

4.1 Number of Boomerang Routes

Table 1 summarizes the results of our study. Among the 138505 traces collected in
2015, 97157 exited the continent before arriving to the destination country. This
represents 70% of the traffic. This percentage improved slightly in 2016 where 60% of
the traffic was found to boomerang.

These numbers are consistent with previous studies [14, 15]. In [14], Fanou et al.
collected and analyzed traceroutes data from November 2013 to April 2014, while
Chavula et al. analyzed data collected during a two-week period between April 6th and
April 20th 2014. Both studies revealed a percentage of more than 70% of boomerang
routes. Our study (which can be considered as a complement and update to these
previous studies) shows that although there is a slight improvement in 2016, most of
the intra-Africa communication traffic still leaves the continent before coming back.
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This translates into high costs of intra-Africa communication that are mainly paid to
ISPs in Europe and the US. According a study of the African Union [16], Africa spends
between US $400 millions and $600 million per year in transit fees for intra-African
traffic [14].

In our analysis, we were also interested in two other questions: (1) where does the
“exit traffic” go? And (2) how many countries are traversed outside Africa?

The data shows that most of the boomerang traffic goes to Europe (58%). We could
not perform a more granular study because there are many routers for which the geo-
location database just returns “EU” as country of residence, without further information
about which European country it is. The US comes in second position receiving 36% of
intra-Africa traffic. In very rare occasion the traffic roams through Asia and Latin
America. When the traffic gets outside of Africa, we found several patterns: some traces
remain entirely within Europe, some within the US and some traces go both through
Europe and the US. Finally, the data shows that a boomerang traffic will traverse in
average 3.5 countries. This indicates a high degree of information exposure when
African countries are communicating over the Internet.

4.2 Delay Analysis

In this section, we want to understand the causes of the large delays experienced in
Africa-to-Africa communication. For that, we record the round-trip-time (RTT) for
each trace. For non-boomerang traces, we only record the RTT to the final destination.
For boomerang traces, we record the RTT delay for the three portions of the com-
munication: (2) the first portion before exiting the continent. We approximate this delay
as the RTT between the source of the trace and the last route of the trace that is still
within Africa. (b) the exit portion (when the traffic roams outside the continent). We
estimate this delay as the RTT between the last router just before the traffic exits the
continent and the first router just after coming back. (c) the return portion when the
traffic comes back to the continent. We approximate this delay as the RTT between the
first router when the trace comes back to the continent and the destination. We then
derive the average delay of each of these portions (computed using all traces with
boomerang). The result is shown in the three bottom columns of Table 2. Note that our
2015 data and 2016 data produced similar results (for all portions) and thus we present
only the results for 2016 in this paper.

Table 1. Results summary

Year 2015 Year 2016

Number of traces 138505 354575
Number of boomerang 97157 215259
% boomerang 70.14 60.07
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Figure 1 shows the histogram of the end-to-end RTT for traces that stayed within
Africa, while Fig. 2 shows a similar histogram for traces that exited the continent. We
have observed (not shown here) that both types of traces experience larges delays (up
to 30 s). However, the figures show that, despite the additional distance travelled by
boomerang traffic, none-boomerang traces (i.e., traces that stays within the continent),
tend to have larger delays in general. Table 2 shows the average delay for each type of
traffic: the average round trip time delay for none-boomerang traces is 407 ms (top
column) while the average RTT delay for boomerang traces is 240 ms.

We then zoom into the boomerang traces to analyze the delays in the three different
portions: (a) Portion 1: when the traffic is still within Africa, (b) Portion 2: when the
traffic exists the continent, and (c) Portion 3: when the traffic returns back to the
continent. The average RTT delay for these portions are given in the three bottom
columns of the table.

As can be seen in the table, the delay experienced by the traffic that stays within the
continent is much larger. The first portion (from the source to the last router within the
continent that is traversed before the boomerang) has the largest delay. It has an
average RTT delay of 146 ms, while the last portion (from the first router within the
continent when the traffic comes back, to the destination) has an average RTT delay of
63 ms. The boomerang delay is just 30 ms.

Fig. 1. Histogram of RTT (milli-second) for
none boomerang traces

Fig. 2. Histogram of RTT (milli-second) for
boomerang traces

Table 2. Average delay analysis

Traffic type Average RTT delay (ms)

None-boomerang traffic (entire trace within
Africa)

407

Boomerang traffic End-2-End trace 240
Portion 1: within Africa 146
Portion 2: out of Africa 31
Portion 3: within Africa 63
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The reasons of the differences in these delays are worth investigating. One plausible
explanation for the smaller delay experienced by the boomerang traffic (portion 2)
might the larger bandwidth that is available in Europe and in the US. We believe that
more data is needed in order to understand why the first portion of the traffic has a
considerably larger delay than the last portion (despite the fact that they both stay
within the continent).

5 Network Improvements

To correct intra-Africa boomerang and eventually improve cost and delay for the
African end-users, many have suggested building new infrastructures and mainly
Internet Exchange Points (IXPs). This has led the African Union to adopt in 2012 the
Program for Infrastructure Development In Africa (PIDA) [17]. In its priority action
plan the PIDA has highlighted the importance of establishing Internet Exchange Points.
It is in this context that the African Union Commission initiated the African Internet
Exchange System (AXIS) project to promote keeping of intra-Africa’s internet traffic
within the continent by supporting the establishment of National and Regional IXPs in
Africa [10]. Through the support of the African Internet Exchange System (AXIS)
project, AU Member States with internet exchange points (IXPs) have increased from
eighteen in 2013 to thirty-eight in 2017, in 29 countries [18].

We collected the names/urls of all the thirty-eight African IXPs and used reversed
DNS lookup to compute their IP addresses. We then use their IP addressed to check the
appearance of the IXPs in our router-level traces. We also checked the appearance of
IXP links in the traces, where a link is considered to exist between two IXPs if their
network address (subnet mask/16) appeared together in one trace and are adjacent.
From these links, we constructed an IXP-level connectivity graph for Africa. Since
most of the IXPs were built after 2015, we only consider 2016 traces.

Although many of the IXPs were observed in the traces (thirty-two among the
thirty-eight), occurrences of links were very rare. We only found 40 links that were
mostly between IXPs in coastal countries and specially in the south side of the con-
tinent. As a consequence, the IXP-level connectivity graph was disconnected with
many isolated nodes. This suggests that the additional IXPs built in the continent are
still not connected. This is mainly due to the lack of cross-border links, specially for
landlocked countries.

Since the IXPs are not connected among themselves, there is still the need to go
through transit ISPs for communication between most of African countries. In other
terms, despite the construction of new IXPs inside the continent, boomerang routing is
still present. In our opinion, the optimal solution for the AXIS project is to combine the
building of IXPs with that of links between them. To illustrate that, we use the IXP
connectivity graph built earlier and consider the following optimization problem: given
that n (cross-border) links are to be added between neighboring countries in Africa,
where should we add them to maximally reduce the fraction of boomerang routes?
How much this should reduce the fraction of boomerang? Notice that n is a parameter
that take different values. In this paper, we consider n = 1, 2, 3, 4.

10 A. Gueye and B. Mbaye



As a first step, we use a naïve approach in which we consider that all links have the
same cost (which is certainly not the case). Our analysis shows that by adding only one
links, we reduce 0.7% of the boomerang. With two links, we are able to reduce 5% of
the boomerang, while with 3 links, 15% of the boomerang are removed. With four
additional links, 27% of the boomerang are corrected.

The analysis above shows that adding only IXPs without links between them will
not solve the boomerang problem in the continent. We believe that the effort of con-
structing news IXPs should be backed with an effort to building high speed links
between them.

6 Conclusion

In this paper, we use publicly available traceroute data to study the prevalence of
boomerang routing in intra-African Internet communication. The analysis has shown
that in 2016, still 60% of traffic between two African countries has to go through
Europe or the US before reaching their final destination. This raises issues with regards
to cost, delay, as well as information exposure. We have also analyzed the delay profile
of the communication paths and have discovered that, despite the boomerang, the traffic
that stays within the continent experiences larger delays. Finally, we have used our
traces to build a connectivity graph between the existing Internet Exchange Points
(IXPs) in the continent. Our study has shown that the African IXPs are not connected.
This indicates that despite the effort spent in building these IXPs, the boomerang
phenomenon remains current in the continent. Consequently, we believe that efforts by
the African Union (AU) to support individual member states to build IXPs should be
backed with parallel effort to build high speed cross-border links between the countries.
Related to this, we plan to follow up this paper with a study on how to optimally
determine where to build those links by considering cost, regulation and geographical
constraints.
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Abstract. Community detection is one of the most topics that are cov-
ered by social network analysis researchers. Early works focused mainly
on partitioning networks into several global communities before they tar-
get communities evolution over time. The main drawback of such app-
roach is the difficulty to obtain the entire network on which we may pro-
cess a set of algorithms to track evolution. As a result, many researchers
focused on detecting and tracking local dynamic communities.

Basically, detecting and tracking local dynamic communities is a pro-
cess that moves from a set of nodes to build community structure followed
by a structure evolution tracking. A particular type of local communities
is called “ego-communities”. Unlike local communities, ego-centered ones
have the advantage of being able to expand the community according to
the neighborhood step of interest node. They allow, among others, to
better identify and track the network elements activities.

Existing ego-community detection algorithms do not support directed
networks and are designed for static networks. This failure led us to pro-
pose a new solution allowing to detect and track ego-community evolu-
tion in directed, weighted and dynamic social networks. We present some
illustrative examples to explain the working principle of our solution.

Keywords: Ego-community · Dynamic networks · Instant messaging

1 Introduction

The development of on-line social media has created many opportunities to com-
municate, access, and share information from anywhere and at anytime. The kind
of application such as Viber, WhatsApp, Imo, Line, as well as Facebook affords
plenty of possibilities for getting in touch with friends, colleagues, and relatives at
every moment with real-time messages, photos, videos, etc. Data collected from
those applications integrate the time from which users send and/or receive data.
Therefore, it is worthwhile to build a social network based on instant messaging
content to find out “who talk to whom” and/or “who is closed to whom”. Such
a network that we call Instant Messaging Network (IMN) can be represented
as a graph where individuals are the nodes and their interactions the links. In
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such a network, finding out the sub-groups of individuals, a.k.a communities,
is worthwhile. In fact, detecting communities within a network affords oppor-
tunities to place network elements in classes associated with specific needs or
characteristics. For example, identifying the group of people who had a contact
with an Ebola patient helps to identify the target either to be monitored or to
be informed about the exposed danger. However, in a dynamic social network,
such a detection may be challenging at many points. For instance, how to detect
changes whitin a community structure and when they occurs is not trivial.

In this study, we rely on IMN which is an illustration of dynamic social net-
works. To detect dynamic communities in IMN, we use the snapshots approach
which relies on capturing a series of snapshots whose each one is aggregated
over a time window. For each snapshot, one may apply a set of processes and
finally compare the resulting communities with the ones obtained in the other
snapshots. This strategy is widely used in dynamic community studies in order
to track changes over time. In short, we plan to face three challenges, namely:

1. Data gathering and interpretation;
2. Time window size management;
3. Monitoring the evolution of dynamic communities.

The first challenge is the extraction and interpretation of data from instant
messaging platforms, which provide huge and various information with a high
velocity. Actually, in many studies, data contents are extracted and analyzed for
unveiling knowledge. Important parts of these approaches rely on semantic rules,
and/or more simply, on keywords to identify the network structures (nodes and
their links). However, when it comes to deal with dynamic networks, it is worth-
while to integrate the fact that links can either vanish or intensify over time.
That is, everything (nodes as well as links) must be set as dynamic. Moreover,
based on the exchange flows, a link direction may switch over time and leads
to many changes in the community structure. Therefore, instant messaging net-
works should be modeled as a directed and weighted dynamic graph in order to
deal with the frequency and the direction of interactions over time.

The second challenge is how to manage the size of time window which has a
real impact on a community structure evolution since it determines the data that
belong to each snapshot. In other words, a bad time windows setting can lead
to miss interesting structure changes. To manage the time widow size, we define
a quality function in order to quantify the changes that the network undergoes
during a given period. If the quality difference between two times exceeds a given
threshold, this means that the network has undergone a considerable changes,
and then so, we make a new snapshot.

The third challenge is the monitoring of dynamic community evolution. To
handle this aspect, we propose a solution, based on snapshots approach, for
detecting and tracking the evolution of dynamic ego-community over time. It
consists in selecting some nodes of interest among the most important nodes in
network. Then, it seeks to track changes in the ego-communities over time.

In brief, our solution proceeds in 3 phases. First, it decomposes the network
evolution into several snapshots. Next, it detects in each snapshot the static
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ego-communities based on the algorithm we proposed in [5]. Finally, it applies a
dynamic tracking algorithm to interpret the communities evolution over time. In
our best knowledge, there is a glaring lack of studies that target the challenges
we pointed out while we count hundreds of works in community detection topic.

The remainder of this paper is organized as follows. First, we present, in
Sect. 2, the challenges and problem statement as well as the data gathering and
interpretation. Next, we discuss, respectively, in Sects. 3 and 4 time window size
management and monitoring the evolution of dynamic communities. Then, we
present, in Sect. 5, some illustrative examples in order to illustrate the working
principle of our solution before concluding in Sect. 6.

2 Network Set-Up

To model the instant messaging network, we use a set of nodes and links
attributes explained below. In this perspective, a set of nodes constitutes the
network initial composition, and when an existing node communicates with a
new element, the latter it’s added as a new node in the network, provided with
the corresponding link. The links weights indicate the communications number
between nodes. An interaction between two existing nodes implies the appear-
ance of a new link. This is how the network grows over time.

2.1 Challenges and Problem Statement

The design of a community detection method unveils several questions that
one can summarize in two categories, namely, supported networks and detected
community properties. Several works have been proposed in order to find a
method able to face the challenges pointed out above [1–4,6]. However, in our
best knowledge, there is no method allowing to handle all these issues.

Our goal is to propose a solution that supports dynamic, directed and
weighted networks and allows to detect and track the evolution of overlapping
local ego-communities.

2.2 Nodes Attributes

Each node is identified by the following information:

– Identifier: this attribute uniquely identifies each user (e.g., phone number, ID
of the user profile, etc.);

– Instant of appearance: this attribute indicates the moment where a node
comes into the network.

2.3 Links Attributes

Each link is characterized by:

– Direction: It shows who initiates the interaction and who reacts;
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– Duration: It represents the time that lasts each interaction. If the commu-
nication is instant, we set a short-time threshold beyond which we consider
that the interaction is over;

– Weight: We compute weight depending on a set of durations so that the link
weight during a time window is equal to interactions number multiplied by
the sum of interactions durations.

2.4 Operations of Network Evolution

Related works analyze the networks evolution according to a macroscopic vision.
That’s to say, they focus only on community changes. In fact, existing works
suffer from two weaknesses: (i) they neglect the communication intensity and are
limited to the topological changes; (ii) they interpret the community evolution
according to a global scope, in other words, they can’t interpret the microscopic
changes of network (nodes and links changes).

The approach we propose overcomes these two weaknesses as we introduce
the communication intensity aspect into the definition of network evolution oper-
ations. In addition, we define 5 nodes/links evolution operations, namely:

– Incoming node (IN): a node comes into the network if it receives a communi-
cation from a node of network;

– Vanishing node (VN): a node is considered as vanishing if its communication
rate is equal to zero during a given time window;

– Incoming link (IL): it reflects the first time two nodes start exchanging;
– Vanishing link (VL): a link is considered as vanishing if the communication

between nodes ends or also if one of the link endpoints vanishes;
– Growing link (GL): a link with an increasing weight, thanks to the higher

communication rate of the corresponding nodes at a given time window.

3 Time Window Size Management

In this section, we propose a new method allowing to decompose the dynamic
network evolution into several snapshots, each of which represents the state of
the network during a given period. Our method works periodically as it consists
of capturing snapshots by period. Note that the period is not fixed, it depends
on degree of changes network over time.

The method we propose consists of two parts:

1. a variant, whose scope is global, of the quality function that we proposed
in [5]. This variant serves to measure the state of network during a given
period taking into account the links cohesion and the communication intensity
between nodes;

2. a strategy, based on the quality function, to decompose the dynamic network
evolution into several snapshots.

In the following, we present, in Sect. 3.1, our global quality function. Then, we
explain, in Sect. 3.2, how we decompose the evolution of dynamic networks.
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3.1 Network Quality

Let N a dynamic network and Nt a network capture at time t. To get an idea of
the communication intensity between nodes within Nt, we compute the inverse
of the weights sum of all links 1∑

wNt

. The intuition behind is that the more

the communication is intense within Nt (high value of weights), the more 1∑
wNt

tends to 0.
Regarding to the internal cohesion of Nt, we take again the idea of the local

quality function: the more the topological structure of the network at instant t
approaches a clique, the more the snapshot is considered dense. Therefore, the
proportion |VNt |

|ENt | allows to evaluate at what level the snapshot Nt is cohesive.
|VNt

| designate the nodes number of Nt and |ENt
| the links number.

This, our global quality function is defined as follows:

ψ(Nt) =
1

∑
wNt

× |VNt
|

|ENt
| (1)

Note that we choose the multiplication between tow parts of the quality
function for weighting the communication intensity to the cohesion between
nodes. The overall complexity of ψ(Nt) is approximately equal to O(n + 2m).

3.2 Dynamic Network Evolution

The optimal size of the time window should enable us to decompose the network
evolution into several snapshots, each of which includes an interesting number
of changes. To this end, we propose a strategy that works in two phases:

1. First, we rely on the previous global quality function to measure the changes
that network has undergone during a given period;

2. Next, we model the changes rate across a threshold ε. If the quality difference
of the network between two instants exceeds the threshold value, it means that
the network has been considerably changed.

Formally, we consider that the network has undergone a considerable change
if the difference between its quality at time t and that at instant t + 1 becomes
greater than a given threshold ε:

|ψ(Nt) − ψ(Nt+1)| � ε (2)

Note that increasing the threshold value implies the abundance of changes
between two instants. In this paper, we are not interested in the way that the
right threshold should be determined. The choice of threshold value will be
addressed in our future work.

To predict the next instant t+1, we use a time series (built from the quality
scores over time) that we expose in another paper.
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4 Tracking the Changes of Dynamic Ego-Community

The question we have to address first is how do we track the changes: should
we do it in a continuous manner or a discontinuous one? In our case, we decide
to use the discontinuous fashion since we do not aim to have the trace of every
single change but the overall change in some particular points. The first prob-
lem raised is to define these particular points. After creating the snapshots,
we detect, on each one, the community structure using a static ego-community
detection algorithm that we detail in another paper. Its working principle con-
sists in optimizing a quality function that allows to evaluate the relevance of
an ego-community according to its internal cohesion, on the one hand, and the
communication intensity between its nodes, on the other hand.

Basically, we take a snapshot for each time point and see how the ego-
communities evolve over time. To this end, we apply our static ego-community
detection algorithm in a sequential manner on each snapshot. The outcome of
the snapshot at t is compared with the one of t + 1 in order to identify changes
if ever.

As in the literature, the operations indicating the evolution of dynamic com-
munities are categorized in seven classes: growth,contraction, continuing, divi-
sion, merging, birth and death. In opposite with the existing solutions, we do not
just limit our analysis on finding the class of the evolution, but also we clarify
what kind of changes in terms of nodes (IN or VN), links (IL and VL), as well
as communication intensity (GL). The reason of doing so is to be able to explain
what factors underline the evolution. In our context, this strategy is very useful
since an evolution of a community is not always conducted by the topological
aspects but with also the behavior of a node regarding to an ego node during a
time window.

Moreover, we found interesting to introduce vanishing node (VN) in order to
identify nodes that stay inactive for a long time. However, an ego node cannot
be considered as a VN since it can stop communicating with its neighbors that
keep exchanging between them. However, a community disappears when the
number of its nodes is lesser than a fixed number. For example, if we consider
that a community is composed at least of n nodes, then an ego community will
disappear if we have less than n − 1 nodes.

5 Application Case

In this section, we present, first of all, an illustrative example in order to clarify
the role of our static ego-community detection algorithm. Next, we show an
example of dynamic ego-community tracking over time. In these examples, we
detect 2-steps ego-communities. Let C{u,2} the 2-steps ego-community of interest
node u and S{u,2} the seed used to build the ego-community.

5.1 Static Ego-Community Detection

On Fig. 1, we present the initial structure of a dynamic, oriented and weighted
network, consisting of 33 nodes and 61 links. The weights values are shown on
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links. As for the interest nodes, we choose 4 thanks to their central positions,
namely, the nodes 1, 10, 17 et 27, denoted, respectively, by a, b, c et d.

Fig. 1. Initial structure of a dynamic network, oriented and weighted.

Table 1 shows the 2-steps a’s ego-community detection procedure. In this
procedure, we considered that the seed of a’s ego-community includes the whole
2-steps neighborhood. Then, at each iteration, we calculated the affinity degree1

of the ego’s neighbors and we chose the neighbor having the smallest value
of affinity degree. Such node is removed from the community if its removing
decreases the quality score; otherwise, we keep it and move on to the next neigh-
bor. Following this process, we noticed that the removing of nodes 26, 27 and
10 implies a decrease in the quality score unlike the other nodes. In Fig. 1, we
see that node 26 has been removed since it is loosely linked to the nodes of a’s
community. We also note that nodes 10 and 27 are more connected to the outside
as to nodes of a’s community, hence the reason for their removing.

After building the 2-steps a’s ego-community, the algorithm repeats the same
process to detect the ego-communities of nodes 10, 17 and 27. Figure. 2 shows
the detected ego-communities. Note that a node can belong to several ego-
communities as our algorithm supports overlap.

5.2 Tracking Ego-Communities Evolution

In this part, we illustrate our method of tracking the evolution of dynamic ego-
communities. To this end, we consider two snapshots captured, respectively, at
the time t and t + 1, represented on Fig. 3. The snapshot t represents the initial
state of the evaluation network already shown in Fig. 1 and whose communities
are presented individually on Fig. 2. We present on Fig. 3a all detected ego-
communities in snapshot t to highlight the overlap aspect.

On Fig. 3b, we find that the microscopic changes (relative to nodes or links)
that took place at time t + 1 are:
1 To select the ego’s neighbors, we proposed a new metric allowing to classify the

nodes based on the number of their neighbors in ego-community as well as on their
weights of adjacent links. This metric is detailed in another paper.
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Table 1. Illustration of the procedure of 2-steps a’s ego-community detection.

Community current nodes Selected node Affinity degree Quality score Decision

S{a,2} = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 26, 27, 30} 0.930 —

{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 26,
27, 30}

26 0.02 0.903 Removed

{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 27,

30}
27 0.025 0.876 Removed

{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 30} 10 0.173 0.809 Removed

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 30 0.166 0.842 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 9 0.261 0.144 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 7 0.111 0.922 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 8 0.305 0.940 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 6 0.057 0.938 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 3 0.208 1.004 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 2 0.2 1.513 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 4 0.15 1.051 Kept

{1, 2, 3, 4, 5, 6, 7, 8, 9, 30} 5 0 0.972 Kept

Detected ego-community: C{a,2} = {1, 2, 3, 4, 5, 6, 7, 8, 9, 30}

(a) 2-steps a’s ego-community.
(b) 2-steps b’s ego-community.

(c) 2-steps c’s ego-community. (d) 2-steps d’s ego-community.

Fig. 2. 2-steps ego-communities detected by our algorithm on the network evaluation.
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(a) 2-steps ego-communities detected in
network at time t.

(b) Dynamic network structure at time t+1.

Fig. 3. Two successive snapshots of our dynamic evaluation network.

– 03 vanishing nodes: 9, 14 et 17;
– vanishing of links (16, 27) and (10, 8) as well as all links that were adjacent

to vanishing nodes;
– 03 incoming nodes: 34, 35 et 36;
– 16 incoming links: (5, 1); (1, 4); (27, 26); (29, 35); (27, 28); (28, 33); (33, 36);

(35, 36); (34, 35); (27, 36); (35, 27); (34, 27); (20, 10); (10, 23); (21, 10); (19,
10).

As for the macroscopic changes, after having applied our dynamic ego-
community tracking algorithm, we found 3 ego-communities and 5 kinds of evo-
lution:

1. A contraction with C{a,2} loosing two nodes: 9 et 30;
2. A growth with C{a,2} gaining two new links (5, 1) et (1, 4). Thus, C{a,2} ={1,

2, 3, 4, 5, 6, 7, 8};
3. A death of C{c,2};
4. A growth with C{b,2} after gaining the nodes that were in the community of

C{b,2}. Therefore, C{a,2} ={10, 11, 12, 13, 15, 16, 18, 19, 20, 21, 22, 23, 24,
25, 30};

Fig. 4. 2-steps ego-communities detected by our algorithm in snapshot t + 1.
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5. A growth with C{d,2} thanks to the arrival of new nodes and links. Thereby
C{d,2} ={26, 27, 28, 29, 31, 32, 33, 34, 35, 36}.
In Fig. 4, we portray the new community structures of the snapshot t + 1.

6 Conclusion

The objective of this paper is to propose a new method able to track the evolution
of dynamic ego-communities in instant messaging networks. To this end, we
consider data from an instant messaging platform such as Facebook and build a
social network based on “who talk to whom” and/or “who is closed to whom”.
We aim therefore at finding out communities centered on special nodes due
to their characteristics or social positions. This is very useful since identifying
individuals that are closely exposed to a disease is a starting point for controlling
an epidemic. With this insight, finding out nodes that share a community with
an infected individual may help to point out who is exposed or not and where
it is more relevant to make specific actions to break down the disease spread.
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Abstract. The effects of a sub-Saharan coastal climate on PV modules degra-
dation was studied in this paper. A Mono and a polycrystalline-silicone solar PV
module exposed in Dakar, dry and coastal climate, at the extreme West of
Senegal was studied. As first inspection in this region, the electrical parameters of
two PV modules A and B operated during about 10 years, are measured under
standard testing condition (STC) and their I-V characteristics were fitted. The
initial I-V characteristics was performed under real conditions and translated to
STC and compared to the measured I-V characteristics at standard test conditions
(STC) obtained in PV Laboratory after exposition. After the operating years, the
main important parameters of the studied PV modules: short-circuit current ISC,
open circuit voltage UOC, maximum power PMPP, nominal current IMPP and
Voltage VMPP are evaluated and then compared to the initial parameters
obtained during initial exposition to estimate their degradation.
Moreover, the defects that affected the PV module are explored by visual

inspection, Electroluminescence (EL) and thermography (IR) imaging methods.
The results show absolute degradation of maximum power (DPMPP) nearing
−5.35% and −2.92% for the mono and polycrystalline silicon operating about 10
years. The inspection reveals many degradations in both modules. Most of the
degradations due to the climate are found in the mono and a very advanced ISC
mismatch is found with the IR image. The polycrystalline has many mechanical
defects that’s does not too much affect the performance characteristics.
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1 Introduction

The use of Renewable Energies becomes more and more necessary for the satisfaction
of the world Energy demand, with less negative effects on the environment. Global
warming and fossil fuels depletion force the world to seek for solutions to ensure our
survival and those of future generations. Africa in particular is facing a critical energy
scenario. According to the World Bank, 25 countries in sub-Saharan Africa are in
energetic crisis. Only 32% [1] of the population has access to electricity in 2012 with a
very high average price of US $ 0.13 [2] per kilowatt hour.

However, the continent can rely on its significant renewable energy resources to
improve its situation. Several renewable energy sources are available in different
localities. East Africa is known for its large geothermal deposit. The extremities are
marked by the presence of remarkable wind potential with an estimated power of
1,300 GW. Hydropower with an available capacity of 238 GW is the most exploited
clean energy in the continent. But solar energy remains the most abundant source on
the continent. Africa is the sunniest continent of the world. An average radiation of
2650 kWh/m2/year, with an estimated sunshine duration of 3500 h/year could enable
the continent to satisfy its energy needs.

Several energy projects based on solar photovoltaic are planned or executed on the
continent. Nevertheless, for better exploitation of solar resources, adaptation of tech-
nologies to the African environment is essential. The technical characteristics of the
existing solar panels are given under the standard testing conditions (STC) corre-
sponding to a mild climate of 25 °C and a sunshine of 1000 W/m2.

These conditions are totally different from the ambient exposure conditions of
panels in Africa. In this context, it is pertinent to identify, quantify and compare the
major defects or expected modes of failure for the various climates that can be
encountered in sub-Saharan Africa (arid, continental, wet or coastal monsoon) and
which are Very different from the climate of central Europe.

The study is about degradation of the performance of mono and polycrystalline
solar panels after about ten (10) years of exposure in a coastal climate precisely at the
Polytechnic superior school of Dakar (ESP).

The analysis focuses on data collected using electroluminescence (EL) and infrared
imaging methods.

2 Location and Platform Test Presentation

2.1 Presentation of the Experimental Environment

2.1.1 Temperature
The photovoltaic platform shown in Fig. 2 is used in this study. It is installed at Dakar
in Senegal. Dakar is located on the extreme western Africa with geographic coordinates
14.61° North latitude and 17.37° West longitude. In Senegal, the climate is of
sub-desert tropical type punctuated by damp summers and dry winters. On the other
hand, the DAKAR region, which has an advanced position in the Atlantic Ocean, is
characterized by a coastal microclimate. This is strongly influenced by the trade winds
and the monsoon coming from the sea. On average, the temperatures are always high.
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the average daily maximum temperature is 24 °C from January to March and between
25 and 27 °C in April, May and December. From June to October, temperatures reach
30 °C (Fig. 1) [3].

2.1.2 Radiation and Insolation
Radiation and insolation are key parameters, among others, in the quantification of the
producible energy but also of the effects of radiation on the photovoltaic material. The
radiation is expressed in kWh/m2 while the insolation is expressed in hours. High
radiation and insolation values correspond to very high temperatures and low values at
low temperatures and vice versa. The average sunshine varies from 7.3 h/d during the
rainy season when the sky is always cloudy at 9 h/d during the dry season when the sky
is clear [4]. The highest average monthly value for radiation is 6.92 kWh/m2/d and is in
the period from March to June, while the lowest is 4.57 kWh/m2/d corresponding to the
months from July to February.

2.1.3 Humidity
Variations in relative humidity depend in part on the air temperature and the hygro-
metric characteristics of the air masses. The annual evolution of the relative humidity of
the air is also tempered by the maritime influence and the annual average is around
70%. The highest values coincide with the heart of the rainy and low season in the
months of April-May and October-December-January. Main climatic characteries are
presented by Table 1 [5].

2.2 Platform and Modules Presentation

The platform used is composed of four (4) modules. Two monocrystalline manufac-
tured by WAAREE in the left. The Two polycrystalline modules in the left are BP
Solar products. One module on each technology have been chosen (A & B) to evaluate
and analyze the degradation affecter about 10 years of operation. The two modules A &
B fielded have been installed in same period 2007. The PV modules initial charac-
teristics have been measured using the analyzer IV-400. The obtained IV curve initially
designed and the characteristics obtained in exposition location and translated to STC
are detailed for each module.

Fig. 1. Average min & max temperature in Dakar.
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A monocrystalline solar panel of 106 WP (given by manufacturer) was used as a
reference model for experimentation and simulation. However, the data used for
degradation assessment are those measured on-site. The measurement cared out just
after the installation of the system on the site, have been done under local conditions
and automatically “translated” to the standard testing conditions (STC). The main
performance characteristics are extracted are gathered in following table. The maxi-
mum current and voltage have been used to obtain the PMPP. The maximum power
obtained initially is equal to 114 WP.

The second module used (B) is a polycrystalline also of 110 WP according to the
data given by the constructor. Like the module A, the initial measurements were
established using the IV-400 analyzer. These measurements on site and “translated” to

Table 1. Main climatic characteristics of Dakar.

Months Temperature Relative
humidity

Daily solar radiation-
horizontal

°C % kWh/m2/d

January 20.7 70.2% 4.89
February 20.7 74.9% 5.80
March 21.0 78.5% 6.57
April 21.4 83.0% 6.92
May 22.8 82.9% 6.71
June 25.6 82.3% 6.21
July 27.1 79.7% 5.60
August 27.4 83.0% 5.34
September 27.6 84.7% 5.34
October 27.6 81.8% 5.53
November 25.8 73.8% 4.98
December 23.4 68.6% 4.57
Annual 24.3 78.6% 5.70

Fig. 2. Photovoltaic platform installed in Dakar University.
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the STCs determine the different performance parameters grouped in Table 2. With its
36 polycrystalline cells connected in series, the measured power on site for the poly is
equal to 114 WP.

3 Data Acquisition and Analysis Methodology

3.1 Data Acquisition

The main objective of this work is to evaluate and analyze the degradation on two
crystalline modules exposed for about 10 years. But the main element in all that being
to have the effects of the environment on the panel and the consequences generated on
the electrical characteristics. For this, the main data used are: the electrical character-
istics initially obtained and after the years of exposure, the EL and IR images.

– The initial Electrical performance characteristics are obtained using the analyzer IV-
400. Photovoltaic module analyzer I-V 400 carries out the field measurement of the
I-V characteristic and of the main characteristic both of a single module and of
module strings. The acquired data are then processed to extrapolate the I-V char-
acteristic at standard test conditions (STC). Output current or voltage from the
module is measured with the 4-terminal method, which allows extending the
measurement cables without requiring any compensation for their resistance, thus
always providing accurate measures.

– IV curve and electrical characteristics obtained after exposition, have been mea-
sured using a lab solar simulator. The PASAN solar simulator is equipped with 4
Xenon flash tubes that generate a pulsed, calibrated and time-steady light. The light
travels through a black tunnel and illuminates the module, which is positioned 8 m
away on a uniformly illuminated 3 � 3 m surface. Different irradiance levels can be
reproduced, however in our case the teste was carried out under STSs. A tracer
records the electrical response of the module measuring up to 4000 points of the I-V
curve, along with other electrical parameters (Fig. 3).

Table 2. Technical characteristics of the PV modules.

Modules Technology Manufacturers References Characteristics Values

Module A Monocrystalline silicon WAAREE WS-110 Maximum power (PMPP) 114 W
Nominal voltage (VMPP) 16.22 V

Nominal current (IMPP) 7.04 A
Open circuit voltage (UOC) 21.41 V
Short-circuit current (ISC) 8.56 A

Fill factor (FF) 62.20%
Module B Polycrystalline silicon BP Solar WS-110 Maximum power (Pmax) 114 W

Maximum voltage (Vmax) 17.31 V
Maximum current (Imax) 6.59 A
Open circuit voltage (VOC) 21.76 V

Short-circuit current (ISC) 7.43 A
Fill factor (FF) 70.50%
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– The set-up for PV EL Imaging is simple, consisting of: shortwave infrared (SWIR)
camera with lens darkened enclosure solar cell/module Power Supply. An SWIR
camera with In GaAs sensor and a spectral range from 0.9 to 1.7 lm was used in
this study for capturing the EL image. Two different EL images have been made
using different current. The first with a current equal to ISC, the second was made
with just I = 10% ISC which allows to clearly identify the most affected surfaces
(Fig. 4).

– For IR Imaging, the measuring device is a thermal imaging camera with a surface
temperature measurement range of −20 °C to 250 °C and a 31° � 22.5° field of
view, the user can view and save a quick snapshot of temperature patterns in any
given area, thus quickly identifying unusual hot or cold spots. With � 80 mK
thermal sensitivity, temperature differences of just 0.8 °C are visualized on the 3.5″
cooler screen via the 160 � 120-pixel thermal sensor. Three different color palettes
give added functionality whilst hot and cold spots can be activated to immediately
highlight hot and cold spots in the field of view. A digital read out of the surface
temperature at the measurement point is shown alongside both the thermal image
and the visible-light picture from the camera (Fig. 5).

Fig. 3. IV measurements on the module.

Fig. 4. (a) Module during EL imaging - (b) Close-up of the EL camera.
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– The percentage of the surface affected by the different types of degradation is
obtained with the GeoGebra software. GeoGebra is a dynamic mathematics soft-
ware that combines geometry, algebra, spreadsheet, graph, statistics and infinites-
imal calculus into a single easy-to-use software. It allows, according to a chosen
scale, to quantify the selected surfaces and to put them in color. Thus, these surfaces
in comparaison with the total surface gives the percentage of the surface affected by
the degradation.

3.2 Analysis Approaches

In this study, degradation phenomena observed in PV modules operating in the field for
about 10 years are presented. Nondestructive diagnostic techniques including I-V curve
analysis, infrared (IR) thermography and electroluminescence (EL) are employed here
to assess PV performance and identify the defects. And the software Geogebra with the
EL image give important information on the percentage of affected surface. Two
Modules that have undergone different stages of degradation, from mechanical and
manufacturing defects to severe visual degradation phenomena due to environmental
effects, are analyzed, and performance characteristics degradation estimates are given
for the 2 different technologies tested, revealing the need for a deeper understanding of
PV degradation phenomena that occur under real conditions of operation. The diag-
nostic methodology of degradation is presented in Fig. 6.

Fig. 5. (a) Module during IR imaging - (b) Close-up of the IR camera.

Fig. 6. Degradation diagnostic methodology.
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4 Analysis of Electrical Characteristics

In this section, the aim is to assess, quantify and analyze the degradation of the two PV
modules that operated during nearly ten (10) years in the tropical climate of Dakar
located at the extreme west of Senegal. This locality, as described in Sect. 3 is marked
by a tropical and semi-arid climate. We investigated the degradation of the main
important electrical parameters (PMPP, ISC, UOC, IMPP, UMPP and the FF) of two PV
modules installed in the University of Dakar.

For further details in addition to the visual inspection, both modules were analyzed
by Electroluminescence (EL) and Infrared (IR) imagery. This inspection allows to
identify the different defects in the module, quantify the affected surface and analyze
the temperature distribution to understand the different performance characteristics
degradation that affected the two PV modules.

4.1 Photovoltaic Modules Degradation Assessment

4.1.1 Monocrystalline Module (A)
4.1.1.1 Characteristics After 10 Years of Exposure
After using the module for about 10 years, the performance characteristics were again
measured. These measurements obtained at PV LAB in Switzerland are carried out
directly in the STC with a simulator. The PASAN tester TC 1.1.3 used, is a pulsed solar
simulator, for current-voltage (IV) characterization of photovoltaic modules. The
results obtained are plotted in the curve IV in blue in Fig. 7 (Table 3).

Fig. 7. I-V characteristics of monocrystalline module (A). (Color figure online)

Table 3. Performance characteristics comparison after about 10 years.

Measurements PMPP [W] UOC [V] UMPP [V] ISC [A] IMPP [A] FF [%]

Initial - Measured at ESP 114 21.405 16.24 8.56 7.020 62.2
After 10 yrs - Measured at
PVLAB

107.905 21.44 16.178 7.750 6.670 64.9
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The realization of this curve IV in comparison with the initial curve already shows
degradation of certain performance characteristics. The short-circuit current ISC from
8.56 A to 7.75 A is the most affected characteristic. Therefore, the maximum power
current IMPP is affected. Initially the maximum power of 114 W obtained with IMPP of
7.02 A decreases by 6.095 W. The maximum power current thus becomes 6.67 A.

4.1.1.2 Degradation Assessment
The measurements initially carried out with the natural sunlight and translated back to
the STC with the IV400 analyzer; and those using a simulator in the STC conditions at
PV LAB made are used to evaluate the different variations that occurs during the
module exposition. The nominal (IMPP) and short circuit (ISC) current, the nominal
(UMPP) and the open-circuit (Uoc) voltage, and the PV module maximum power (PMPP)
degradation are evaluated by comparing each measured value after 10 years with the
reference value obtained with the initial measurements given in Table 2. The degra-
dation of these different parameters is expressed in percentage as a function of the
difference between the initial normalized values and the obtained after exploitation [3].

The results obtained from the degradation calculations are summarized in the fol-
lowing graph (Fig. 8).

From Fig. 8, it can be seen that the open-circuit voltage is not affected because the
calculated degradation is positive. The UMPP also expresses a very slight degradation of
just −0.38%. However, the nominal and short circuit current degradation is striking and
equal to −4.99% and −9.46% respectively, which is generally caused by mismatched
cells and increase sometimes series resistance increase. Such kind of IV distribution
and ISC reduction refer to irradiation decreases or shaded cells. In general, this is the
consequences of operating area reduction or cells properties inhomogeneity. Also, a
non-homogeneous temperature distribution could be expected by thermal imaging to
confirm the aging of this module. The considerable degradation of IMPP particularly
affects the maximum power which is degraded by −5.35%. The fill factor degradation
rate is also positive, meaning that the theoretical power degradation is more important
than the maximum power diminution.

Fig. 8. Performance degradation of module A.

Investigation of Degradation in Crystalline Silicon Photovoltaic Modules 31



4.1.2 Polycrystalline Module (B)
4.1.2.1 Characteristics After 10 Years of Exposure

After 10 years of operation in hot and semi-arid climatic conditions, the PV module
I-V curve were measured using pulsed solar simulator the comparison between mea-
surements made initially and after exposition (Fig. 9) showed that, the short circuit
current (ISC) and the open circuit voltage (UOC) did not change too much. However, the
trend of the IV curve obtained after the operation years shows a slight decrease in the
maximum power. In the literature [6, 7], such a change on curve IV is due to an
increase in the series resistance RS. This variation in resistance mainly affects the PV
module operating voltage.

The comparison between the performance characteristics initially measured and
that after the years of operation clearly shows that the nominal (IMPP) and short-circuit
(ISC) current have not been affected. However, even if the variation is not too great,
among all the parameters, voltage was the only electrical characteristic that deterio-
rated. The open-circuit voltage goes from 21.765 V to 21.5 V. The maximum power
voltage has experienced the greatest variation, with an initial value equal to 17.3 V, it
becomes 16.73 V, i.e. an absolute reduction of 0.6 V (Table 4).

Fig. 9. I-V characteristics of monocrystalline module (B).

Table 4. Performance characteristics comparison after about 10 years.

Measurements PMPP [W] UOC [V] UMPP [V] ISC [A] IMPP [A] FF [%]

Initial - Measured at ESP 114.01 21.765 17.311 7.429 6.586 70.5
After 10 yrs - Measured at
PVLAB

110.686 21.502 16.726 7.480 6.618 68.8
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4.1.2.2 Degradation Assessment
The results obtained are summarized in Fig. 10. As expected with series resistance
increase visible in the IV curve (Fig. 10), the maximum power voltage is the most
affected characteristic, its absolute deterioration is −3.38%. Indeed, for a PV module
exposed for almost 10 years, a degradation of only −2.92% of the maximum power is a
good compatibility sign of this technology within the climate. However, it is always
necessary to evaluate the different types of defects that affected the module to verify the
material defects caused by the tropical climate. The Fill factor (FF) degradation is
mainly due to the degradation nominal voltage degradation.

4.1.3 Comparative Study
The comparison between calculated degradation of the different characteristics for the
two PV modules are summarized in Table 5. For the monocrystalline PV module (A),
the short circuit current is the most affected characteristic with a degradation equal to
−9.46%. The polycrystalline module (B) characteristics are slightly affected, but it is
important to mention that the nominal voltage is the most affected parameter. This is to
say that the drop in the maximum power output in the two PV modules does not have
the same causes. The two modules than have different defects leading to such reduction
of the maximum power.

The PMPP degradation is equal to −5.35% for module A, and just −2.92% for
module B. Thus, electrically the monocrystalline is more affected under such a climate.

Fig. 10. Performance degradation of module B.

Table 5. Performance characteristics degradation for the two PV Modules.

PMPP [W] UOC [V] UMPP [V] ISC [A] IMPP [A] FF [%]

PV module A −5.35% 0.16% −0.38% −9.46% −4.99% 4.37%
PV module B −2.92% −1.21% −3.38% 0.69% 0.48% −2.40%
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5 Analysis by Imaging Techniques

5.1 Module A: Monocrystalline

5.1.1 Electroluminescence Analysis (EL)
5.1.1.1 Degradation Types Identification

Defects in the material of the cell, micro-cracks, broken metallization, shunts,
inactive regions are detected via Electroluminescence imaging in Fig. 11. This EL used
to identify the defects is made under ISC current. The fault types present in the modules
are identified with different colors.

15 cells (blue) have visual impairments such as discoloration and corrosion
identified during visual inspection. These types of defects are directly related to
climatic conditions mainly humidity.
2 cells with breakages which often occur during transport, packaging or instal-

lation of the modules. These types of mechanical damage are caused by insufficient
packaging and vibration/shock.
4 cells with casting defects better known by the Contact finger interruptions. These

types of defects are usually caused by insufficient screen printing during manu-
facturing. Because of their significant presence and non-uniform distribution, their
remarkable effects on cells productivity are clearly evident.
4 other cells have microcracks, these types of defects such as breaks often occur

during transport of the modules. The variation of the intrinsic manufacturing pro-
cess can also be the cause of cells microcracks. But they are less serious and mostly
invisible during visual inspection. However, they may cause deterioration in per-
formance after several years of operation.
3 cells have unspecified dark areas. Several assumptions can be made about the

origin of the dark shade: it may come from a local modification of the efficiency
favoring non-radiative recombination of the charges, modification of optical pro-
prieties of this zone and therefore the number of photons collected by the detector,
or a modification of the contact resistance.

Fig. 11. Module A EL image with I = ISC. (Color figure online)
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These assumptions mean that it is not possible to identify all the types of degra-
dation present in an EL image on the simple visual criterion [5, 8].

In summary (Table 6), most of the defects identified on the module are due to the
effects of the exposure climate conditions. 14 cells suffer from material degradation due
mainly to contact of water with the cells. This water often present in moist air causes
discoloration and corrosion. Given the climatic conditions of the operating site, it is
evident that the high humidity of the hot location has effects on the cells. Indeed, Dakar
is a very wet place with an annual average of 78.6%.

The rest of the defects are for the most part mechanical. 6 cells have either
microcracks or breaks due to poor handling during transport or laying. Manufacturing
defects are fairly present. 4 cells with metallic hits severely affected are identified.
3 other cells have unidentified defects but often come from manufacturing.

5.1.1.2 Affected Area Evaluation
The use of the GeoGebra dynamic mathematics software allowed to quantify the total
area affected by the different degradation types. The EL image used to determine the
surfaces is the one supplied with a current equal to 10% of ISC. An EL image taken at
about 10% of the rated current of the photovoltaic module is more suitable for isolated
cell parts quantification.

The maximum power (PMPP) that the PV module can produce depends strongly on
its productive surface as described in Sect. 1. Thus, the evaluation of the affected
surface by the different types of degradation makes gives the opportunity to analyze the
effects of productive surface decrease on the characteristics.

According to the chosen scale on the Fig. 12, the panel’s total area is 75 cm2. The
fifteen (15) degraded areas evaluation gives a total dark surface of 20.97 cm2 affected
by the different types of defects cited above. Thus, 27.96% of the module’s surface has
been deteriorated. This materiel degradation of the surface leaded to a degradation of
−5.35% in the maximum power (PMPP). Then, the degradation of 1% of the surface
causes a reduction of about 2% in the maximum power. Nevertheless, the black areas
should not be interpreted as a totally zero emission, a black zone emits very little
compared to the rest of the cell. And this is what causes electrical mismatches and
reduce the ISC.

Table 6. Defects observed in module A.

Degradation type Number of effected cells Percentage relative to the
total number of cell

Micro cracks 2 5.56%
Visual degradation 14 33.89%
Contact finger interruption 5 13.89%
Dark area 3 8.33%
Breakages 5 13.89%
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5.1.2 Analysis by Infrared Imaging (IR)
In a normal PV module, all the cells are considered identical. For a defect less module,
the temperature distribution is homogeneous because all the cells have the same
characteristics. Thus, PV module thermography image visualization is a very useful
tool to state a PV module. Infrared imagery specifically identifies hot spots and cold
spots. Hot spots indicate a decline in productivity in these areas, which dissipates the
surplus current from other parts as heat. This occurs when the cell is totally or partially
shaded, fractured or electrically defective. The severity of this degradation is directly
related the cell’s the temperature. The cold zones highlight the visual degradations. The
areas affected by these types of degradation act as insulators. The monocrystalline
module IR image in Fig. 13 shows a striking thermal disparity. Temperatures range
from 0 °C to 62 °C. Several hot points or surfaces are visible; Which proves that the
different types of degradations identified previously decrease the electrical current. The
cold parts identified represent the visual defects highlighted in the EL image. This
photovoltaic module exposed for about ten (10) years shows a great thermal inho-
mogeneity, meaning an advanced electrical mismatch. This justifies the significant ISC
degradation and the decrease of the IMPP.

Fig. 12. Module A EL image with I = 10% ISC.

Fig. 13. Module A IR Image
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5.2 Module B: Polycrystalline

5.2.1 Electroluminescence Analysis (EL)
5.2.1.1 Degradation Types Identification

The EL image for polycrystalline module was realized under the same conditions as
the previous analyzed monocrystalline. For defects identification, the EL image used is
realized under the short circuit current (ISC) with different colors pointing fingers at the
types of degradation present in the module (Fig. 14).

9 cells of the polycrystalline module experienced fairly extensive breaks which
isolated the broken cell parts.
6 cells have visual defects due to the effects of the environment. During visual

inspection, delamination of PV module’s encapsulat has been identified. This
probably justifies the presence of these dark surfaces indicating visual degradation.
5 cells have localized shunts. This type of defects is generally due to problems

during cell’s manufacturing (a particle, an anomaly in growth, etc.). It may also be a
consequence of an external event such as electrostatic discharge or mechanical
stress.
2 cells have micro cracks which elongated the list of mechanical defects.

For the polycrystalline module, mechanical defects due to physical constraints are
the most present defects. Nine (9) cells in total have breakages often very advanced,
and 2 others have micro cracks (Table 7).

Fig. 14. Module B EL image with I = ISC.

Table 7. Defects observed in module B.

Degradation
type

Number of
effected cells

Percentage relative to the total
number of cell

Micro cracks 2 5.56%
Visual
degradation

6 16.67%

Localised
shunt

5 13.89%

Broken cells 9 25.00%
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Concerning the material or visual defects often due to the effect of the environment,
they are present on 6 cells which are not nevertheless very affected. Indeed, since a
polycrystalline module is not homogeneous in nature, it is sometimes difficult to
identify the photoelectric effect. Manufacturing defects also are still present with many
localized shunts.

5.2.1.2 Affected Area Evaluation
Using the same software, and with the EL image of the polycrystalline at I = ISC, the
results obtained show that the isolated surface is not very important. Seven (7) zones
are isolated, representing a total area of 6.38 cm2. So only 8.5% of the module’s
surface was severely affected, causing a degradation of −2.92% of the maximum power
(PMPP). Thus 3.5% of the power decreased to 1% of affected area.

However, it has always been pointed out that these isolated areas represent the
consequences of all the defects identified. Similarly, they are not totally eliminated
from the module, even if their participation is weak they slightly participate in the
functioning of the module (Fig. 15).

5.2.2 Analysis by Infrared Imaging (IR)
The IR image of the polycrystalline module shows a more homogeneous thermal
distribution compared to the mono. Temperatures range from 29 to about 39 °C. The
maximum temperature is not then so critical because it is less than the NOCT of 45 °C.
the biggest part of the surface has a temperature of about 30 °C. Apart from 3 hot spots
identified and some cold areas, the thermal disparity is not significant enough. Thus, the
passage of the electric current is not too disturbed hence the low degradation of the
current compared to the initial characteristics (Fig. 16).

Fig. 15. Module B EL image with I = 10% ISC.

Fig. 16. Module B IR Image
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6 Conclusion

The evaluation of the degradation already proves that the modules were affected after
the years of exposure. The PMPP degradation is equal to −5.35% for module A, and just
−2.92% for module B. But it should be noted that the modules did not have the same
degradation behavior. Module A experienced a significant drop in its short-circuit
current (ISC), while module B had a slight decrease in its nominal voltage UMPP.

In this way, the visual inspection, EL and IR imaging allow to identify the different
defects leading to such kind of degradation for the two modules. Even if there is not
enough information on the degradation effects of each type of climate on the different
crystalline technologies; defects due to the environmental conditions found in this
study are much more present in the monocrystalline module than on the polycrystalline.
The mechanical defects on the polycrystalline module are too advanced and will
obviously be at the origin of most of the consequences on performance characteristics.
The surface monocrystalline module isolated surface by the identified defects is much
more important (27.96% of total area), compared to the poly (only 8.5% total area).
Finally, EL images of the two PV modules in this study show that with the technology
used, the environmental effects have been much more felt on the single-crystalline one.
However, the affected surface analysis shows that the effect of percentage of affected
surface on the PMPP are more important for the polycrystalline than the mono.

The IR image for the monocrystalline module well justifies extensive degradation
of the short circuit current and maximum power. The Module Isc mismatch clear
shown in the thermography with many hot spots means that those parts can no more
produce the short circuit current. So, the damage previously identified as corrosion and
discoloration decreased the electrical output of several cells. Indeed, in the IR image
analysis with a current equal to ISC shows a large rise in temperature which reached
60 °C. This means that a big part of the module no longer produces enough power and
transforms the surplus current coming from the healthy cells into heat. For the poly, the
IR image shows that productivity is not too affected. The temperature distribution is
almost homogeneous. We can then say that; the important mechanicals defects iden-
tified with the EL image do not affect too much the cells’ production. Thus, by
comparing the analyzes of the IR and EL images of the two modules it can be con-
cluded that the defects caused by the climate on the mono module affect much more the
production than the numerous mechanical defects on the poly.
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Abstract. Buildings account for a large proportion of total energy use in the
world and that has surpassed all the other sector of the economy of most
countries. There is a great need to gather better data on building energy per-
formance and to be able to compare performance across locations and building
typologies so that best practices can be more rapidly evolved. The question of
how much energy the average Nigerian building consume is still an open ended
one. This paper presents a synthesis of energy supplied and utilized in 105
buildings based on building energy audit, physical examination, onsite mea-
surements and discussions with relevant stakeholders, conducted in three cities
from different climatic belts of Nigeria. The aim was to draw a basic energy
consumption profile of residential, commercial and institutional buildings. This
survey found the preponderance of the use of energy inefficient products,
inadequate utilization of daylighting, complete absence of building energy
management systems, extremely low adoption of renewable energy systems and
orienting building without due consideration to bioclimatic factors. This paper
recommends policy changes that can be used to realise a large and feasible
energy saving in new as well as existing buildings in Nigeria.

Keywords: Building energy audit � Nigeria building code
Building energy consumption

1 Introduction

The precarious energy situation in Nigeria is not just that of shortage of power but also
that of gross end-use inefficiency and wastage. It was estimated by International Energy
Agency that this wastage is as high as 40% of the power generated [1].

The main concern here is that, the current Nigeria standards [2] for new conven-
tional construction result in buildings that are not energy efficient [3] and therefore use
significant amounts of energy to cool the buildings, which results in increased
greenhouse gas emissions nationwide. There is the need therefore, to evolve a new
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standard that set the minimum level that will take into account energy influential factors
in the life cycle of buildings [4].

One of the benefit of energy efficiency standard for buildings is that it will help to
stretch the availability of non-renewable energy resources to meet current demands
while also providing the time to develop renewable energy sources. Other benefit is that
it will reduce water and air pollution thereby improving health conditions of the people.

The objective of this paper is to provide information about energy consuming
factors in the selected buildings, develop an energy profile of various building types in
some selected towns and to make recommendation on the inputs for energy efficiency
in the propose amendment of the National Building Code to incorporate energy
efficiency.

2 Energy Audit of Buildings in Nigeria

Energy audit is the first step in increasing the energy efficiency of buildings [5]. It is
often said; if you cannot measure it, you cannot manage/control it. There are very few
energy efficiency studies in Nigeria. Community Research and Development Centre
conducted an energy efficiency survey to elicit information that will guide the devel-
opment of energy efficiency policy in Nigeria [6]. This study conducted in 3 cities of
Benin, Abuja and Lagos is an opinion survey rather than energy audit. Olayinka and
Oladele [7] conducted energy audit of food processing industry and Distillation and
Bottling Company in Ota, Nigeria. The study observed that electric motors were the
major consumer of electrical energy, accounting for 40–47% of total electric energy. In
the study by Oyedepo et al. [8], energy audit was conducted at Covenant University,
Ota to assess the pattern of electricity consumption in order to improve energy con-
sumption efficiency in the University. The paper by Babangida et al. [9] presents a
complete energy auditing for a student hostel in Ahmadu Bello University, Zaria to
ascertain the effectiveness of energy management in the building. Other energy audit of
educational buildings can be found in [10, 11]. Previous researches are made mostly on
educational buildings. The aim has always been to develop energy efficiency strategy
for a particular building. This energy audit involves visiting building facilities for a
walkthrough survey, undertaking measurement of the orientation and building extents,
material, size and orientation of openings, collection of electricity bills and interacting
with building owners to know the duration of use of appliances, to determine the fuel
type and the pattern of fuel use.

3 Materials and Methods

This work used the ASHRAE Level 1 and 2 energy audit method [12]. This entails
brief selection interviews with building operating staff or occupants to have an over-
view of the facility’s utility bills and additional data, and an abbreviated walk-through
of the building. The audit was carried out in the March and April of 2016. These
months are the hottest and driest months of the year with highest cooling demand as
shown in the temperature and CDD chart of Fig. 2. The audit focused on the
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identification of the potential for energy efficiency improvements, understanding the
overall building configuration, and defining the type and nature of energy systems.
Specifically, during the course of this work, data were collected from two major
sources which included; the use of Energy audit forms and interviews. The forms
consist of tables with the variables of interest alongside spaces for respondent’s
answers as well as enumerators’ measurements and observations. The enumerators
carried out measurements to determine orientation of the buildings, size of façade and
other building element of interest. The audit forms were subjected to thorough review
and testing before being administered to willing respondents. 105 pieces of detailed
audit forms were distributed to three towns in the Northwest representing the Semi-
desert climate, Southwest rain forest region and Northcentral savanna climatic zones of
Nigeria with slightly differing climate characteristics (see Figs. 1 and 2). Delineation of
Nigeria’s climate for architectural design purpose is still a work-in-progress.

The buildings selected were in the same area of each city so as to eliminate the
factor of climate. The buildings were either of residential, commercial and institutional
functions.

The enumerators ask questions from owners and/or occupants. The respondents
were asked these questions to extract information on energy use in their respective
buildings. The Interviews took care of questions that cannot be obtained from physical
measurement and observation. For example, asking about for the actual duration of use
of each appliance in the building. Other information such as year and nature of
refurbishment or conversion were also obtained.

Energy Audit Locations

Fig. 1. Map of Nigeria showing building of audit location. Source: (http://www.d-maps.com)
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Spreadsheets were developed and used to calculate and analyse the data gathered
from the energy audit. The spreadsheet results of the survey were then used to develop
the energy consumption pattern. The profile shows variations across building types as
well as across the region. Charts and graphs were used where appropriate to provide
pictorial information.

4 Results

4.1 Sources of Electricity

In all the buildings audited, sources of electricity were mainly from the national grid
which is inadequate and epileptic in all the cities considered. The supply of electricity
to households, commercial and institutional buildings averaged about 8 h per day
across the zones. The supply from the grid was often augmented by private generators.
The generators used petrol or diesel to produce power. Very few buildings have storage
batteries and inverters used to store power whenever is available from the grid for use
during the periods of outages. None of the building surveyed uses any form of
renewable energy although about 30% of Nigeria’s electricity comes from hydropower
stations.

4.2 Energy Supply Profile

About 45 residential buildings were audited in the three ecological zones of the South-
West, North-Central and the North-West. This number is a mixture of different types of
residential accommodation such as low income, medium income and high income. The
profile of energy consumption obtained from electricity bill and estimated fuel con-
sumption from generators in Kwh/m2/year is shown in Fig. 3 below.

Fig. 2. Comparing the climate variables of the audited cities
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A total of 30 commercial buildings were considered, 10 from each zone. The
consumption pattern was similar to that of residential and institutional buildings.

MINNA OSHOGBO SOKOTO

Fig. 3. Energy consumption profile of residential buildings

Fig. 4. Energy consumption profile of institutional buildings
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Fig. 5. Energy consumption profile of commercial buildings
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4.3 Energy Use by Sector

In order to analyse the energy use pattern for the buildings, energy consuming
equipment were categorized based on their functions as in Table 1. The number of such
equipment, their power ratings and hour of use per day was used to compute energy use
in kWh/m2/a.

From Fig. 6, energy consumption of appliances dominates. It also appears that
lighting contribution increases as one progresses southward of the country. Sokoto
(North West) 10% is least followed by Minna (North Central) and the highest con-
tribution from lighting (33%) comes from Oshogbo (South-West). Cooling energy

Table 1. Equipment categories

Category Appliances

Ventilation & cooling Air conditioners
Fans

Hot water & cooking Water heater
Boiling rings/kettles
Oven/microwave
Cooker

Appliances Fridge/freezer
Washing machine
Dish washer
Television/computer
VCR/DVD players
Iron/vacuum cleaner
Photocopiers
Printer/scanner
Water dispenser
Stabilizers decoder etc.

Lighting Energy bulbs
Conventional bulbs

0.0 20.0 40.0 60.0 80.0 100.0 120.0 140.0

Ventilation & Cooling

Hot Water/Cooking

Appliances

Lighting

kwh/m2/a 

Commercial Buildings

Minna Oshogbo Sokoto

Fig. 6. Energy use pattern of commercial buildings
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consumption per floor area of Minna is higher (33%) because the type of commercial
buildings surveyed comprise mainly of those with prestige air conditioning such as
banks, telecom companies and big restaurants (explain the reason for 13% for hot water
and cooking in Minna). In Sokoto and Oshogbo, the buildings comprise mainly of
small scale retail shops where cooling is mainly achieved by natural ventilation and the
use of fans.

From Fig. 7 lighting dominates the consumptions in residential buildings because
of the duration of use. In commercial and institutional buildings, lighting is smaller
because activities in those buildings occur mostly in the day time while occupancy for
residential buildings occur throughout the day.

From Fig. 8 below, appliances energy consumptions dominate in Institutional
buildings followed by ventilation and cooling. Lighting was smaller because period of
use of most institutional buildings was during the day when little or no daylight will be
required. Ventilation and cooling energy consumption was significant because appre-
ciable number of these buildings air-conditioning and all the buildings uses fans.
Expectedly hot water/cooking was the least energy consumer for most of the buildings
in this category.
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Residential Buildings
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Fig. 7. Energy use pattern of residential buildings
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Fig. 8. Energy use pattern of Institutional buildings

Building Energy Audit in Nigeria 47



4.4 Orientation of Building Major Façade

The orientation of the building’s major façade was considered. Selecting the most
optimal building orientation is one of the critical energy efficient design decisions that
could have impact on building envelope energy performance, as it can be used to
minimize the direct sun radiation into the buildings through windows, building
openings as well as external opaque walls. It will be most affected for full glazed
building. Buildings that are long should be oriented in the north to south direction. This
allows the avoidance of direct solar gain in to a greater path of the building. It also
helps to reduce areas subject to frequent energy fluctuations due to the rising and
setting of the sun. Solar heat gains from the east may be a least nuisance since it often
occurs in the morning after the cooler night compare to the gains from the west which
usually occurs after an already warm day (Fig. 9).

Nine (9) out of the 30 institutional buildings surveyed have the orientation of their
long axis facing East-West, and 14 out of the 30 buildings have their orientations in the
North -South direction. The remaining buildings surveyed have their orientations in the
North East-South West or North West-South West direction.

Similarly, except for 5 building with their long axis in the North -South direction,
the orientation of the remaining 25 buildings ranges from East-West, Northeast-
Southwest and Northwest-Southeast. Overall, most of the buildings long axis were not
oriented to offer protection to the façade against solar radiation.

4.5 Building Fabrics: Window, Roofs and Floor

The wall fabrics of all the building surveyed were made up of (from external to
internal) paint, plaster, hollow concrete block (6 or 9 inches thick), plaster and paint
resulting in very similar u-values, varies only according to the expertise of the builder.
The roofs materials range from galvanized roofing sheets, alloyed zinc roof sheets or
aluminum sheets and concrete slabs.

Window sizes are very similar; however, openings may differ from using sliding
windows (allowing 50% opening) to louvres (allowing over 80% opening). This is
significant because appropriate selection for windows orientation, optimal size of the
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Fig. 9. Orientation of Institutional buildings
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glass and applying natural ventilation system, can reduce the negative effect of solar
radiation in increasing indoor air temperature.

It was observed in the survey that majority of the rooms in the building types
surveyed had very poor ventilation, most of them being single sided ventilation. Most
buildings adopt the sliding window types which offers only 50% of the window area
for natural ventilation. Also, the glazing of most of the windows, even of those in the
major building façade were of single glazing and they had poor sealing quality. This
could increase energy consumptions of air-conditioning system.

The lack of appropriate natural ventilation and presence of fairly good sealing
quality of windows, could increase the use of energy in these commercial buildings.

5 Discussion of Results

Consumption level differs remarkably from house to house. From the chart in figure, it
may be concluded that Nigerian residential buildings are generally energy efficient
since more than half of the building falls below the 50 kWh/m2/a and none of the
buildings exceeded 750 kWh/m2/a This assumption can be erroneous because the case
with Nigeria is that of suppress demand. At the time of this survey, maximum number
of hours of electricity supplied from the grid to consumers ranges from 8 to 12 h per
day. The consumption for those that augment grid supply with private generation was
higher than those that rely exclusively on the national grid.

The same can be said for commercial and institutional buildings as shown in
Figs. 4 and 5. Institutional buildings comprise school, hospitals, libraries and gov-
ernment offices. 30 buildings were analysed. The results show that consumption ranges
from zero to 450 kWh/m2/a. The zero consumption comes from some public schools
that do have electricity at all and the highest consumers augment their electricity supply
from the grid with private generators.

6 Conclusion and Recommendations

This report is a basic building energy audit of some 105 buildings in three cities of
Nigeria from three different climatic zones earlier identified in the report. The report
studied energy supply and use pattern, orientation of major building façade, types of
wall, roof and window fabrics and their influence on energy consumption.

From the observations, physical measurements, and interview with occupants and
owners of buildings surveyed, the following conclusions were reached: It was obvious
that buildings are being constructed without deliberate recourse to energy efficiency
issues. Orientation of majority of the building does not seek to harness bioclimatic
factors of the building site.

Nigeria’s electricity is still predominantly sourced from gas thermal stations and
from petrol or diesel generators. Renewable energy uptake has remained remarkably
low in spite of the huge potentials. A policy encouraging the increase use of renewable
energy to power buildings will improve the environment, stretch the existing energy
capacity, introduce stability in supply of power and provide gainful employment.
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Although the buildings vary in size and outlook, they are about the same in terms of
the fabric layers. Across the region, there was no clearly discernible difference in the
features of the buildings to suggest that the differences in climate of the three cities has
any influence on the design of the building fabric, window, floor or roofing. A policy
encouraging climate specific design and construction could be helpful.

Appliances energy consumption in almost all the building types audited across the
three zones was high. A policy encouraging the use of energy efficient appliances,
switch offs of appliance when not in use and discouraging the use of second hand
electronics will have tremendous impact.

Although energy consumption of cooling and ventilation appears comparatively
low, it is a component with perhaps greater future implication. There is likely to be an
upsurge in the use of air-conditioning and refrigeration equipment as is the pattern in
other tropical countries. A policy laying emphasis on passive cooling, use of solar air-
conditioning, energy efficiency labelling and reduction in the importation of old fridges
and air-conditioners will be in the right direction. Discouraging the use of sliding
windows that leaves only 50% of the widow size for natural ventilation should be
implemented. Households should be encouraged to plant trees on the eastern and
western sides of their building to provide solar shading against morning and evening
sun heat as the sun rises and fall in the horizon respectively.

There are significant opportunities for energy savings in the area of energy man-
agement systems and renewable energy as none of the buildings surveyed used EMS or
has usable renewable energy system install.

Federal government should review the existing building code to incorporate
enforceable energy and resource efficiency provision. This is necessary to ensure that
energy efficiency is introduced right from the design stage and also in the event of any
refurbishment work.

Dissemination of best practice in energy and resource efficiency should be sup-
ported by constructing demonstration buildings such low or zero energy buildings and
passive house so that people can see that building energy efficiency is a verifiable
reality and not just some impractical concepts.

Energy and resource efficiency should be targeted in all major refurbishment across
all building typologies. Government should lead the way in ensuring that public
buildings during construction, refurbishment and operation are energy efficiency
compliant.

Energy efficiency should be made attractive and visible in the market place such
that building owners would see it as a viable alternative to conventional built forms.
These could be achieved through labelling, certification of building and appliances as
well as subsidies and tax rebate.

The huge advantage in traditional architecture in thermal mass, use of local
material, courtyard and shaded veranda system could be harnessed and improved upon
to evolve a new built form that is durable, functional and beautiful. The potentials that
lie in mud bricks, stone and straw bale may also need to be combined with modern
technology so as to produce a new generation of homes that require no mechanical air-
conditioning during hot days and nights.
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Abstract. The objective of this study is to evaluate the performance
of ICT indicators used to support education in formal secondary schools
in Rwanda. By examining related research papers, Rwandan ministerial
reports, and relevant journals, we were able to obtain secondary data for
analysis. Additionally, primary data were collected from 46 secondary
schools through a questionnaire. Overall, Rwanda has demonstrated sig-
nificant improvement over the course of just one year. The ratio of stu-
dents to computers increased from 27:1 in 2016 to 7:1 in 2017, and access
to electricity increased from 25% in 2016 to 95.7% in 2017. Additionally,
the number of ICT-trained teachers increased from 2.5% in 2016 to 43.7%
in 2017. However, there are still improvements to be made; only 43.5% of
schools have an Internet connection, and, of those, only 37.1% of students
actually use it.

Keywords: Information and communication technology · ICT
Policy · Indicators · Education · Rwanda

1 Introduction

The purpose of this project is to examine the procedures used in Rwandan
schools to measure and evaluate information and communications technology
(ICT) indicators in education. According to the Rwanda Ministry of Youth and
ICT (MYICT), the Rwandan government is following an ambitious twenty-year
plan to enhance its ICT services. “The revolution started when ICT was regarded
as a necessity, not a choice,” said the Minister of MYICT, Jean Philbert Nsen-
gimana, when Rwanda started structuring the 2020 National Information Com-
munication Infrastructure (NICI) plan. The plan aims to strengthen education
that eradicates the current ICT gap, among other goals.

Given the growing role of ICT in education, there is an increasing need
for monitoring the development of this integration and analyzing the reliability
and validity of the indicators used to determine this change. This will allow
policymakers to monitor the progress of the country relative to the national
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targets and other adequate benchmarks. This national focus generated a need
for analyzing the performance of ICT indicators in education in Rwanda, as it is
the main pillar for the development of the country. Thus, the objectives of this
analysis are as follows:

• Measure the accuracy of ICT indicators for the use of ICT in education in
Rwanda.

• Evaluate International Telecommunication Union (ITU) performance indica-
tors used in Rwanda to support the use of ICT in education.

• Identify and analyze any trends in the results and make recommendations.

1.1 Variables

The scope of this project is limited to educational institutions and their stu-
dents [1]. Both public and private educational institutions at International Stan-
dard Classification of Education (ISCED) [2] Levels 2 and 3 are included, and
the students are limited to those entitled to use school computers. This study
focuses on five of the nine ICT indicators in education based upon data available
for those five [3]:

• ED4: Learners-to-computer ratio in schools with computer-assisted instruc-
tion.

• ED5: Proportion of schools with Internet access, by type of access.
• ED6: Proportion of learners who have access to the Internet at school.
• ED8: Proportion of ICT-qualified teachers in schools.
• EDR1: Reference indicator: Proportion of schools with electricity.

1.2 Measurement of Performance Indicators by ITU and UNESCO

According to the United Nations Educational, Scientific and Cultural Organi-
zation (UNESCO), there are five main categories to focus on in performance
measurement and analysis of ICT indicators in education.

• Policy
• Technology Infrastructure and Access
• ICT Curriculum
• Teaching and Teaching Support Staff
• Learning Process and Outcomes

These indicators can be used at the international, regional, national, sub-
national, and individual school levels for monitoring and supporting policy for-
mulation, monitoring and evaluation, and decision making. The analysis also
assists in comparing ICT infrastructure, access, usage, and outcomes. Most of
the quantitative data required are collected from the educational institutions
during school censuses or surveys, and analysis is completed by calculation. The
following section outlines five of the indicators and how they are analyzed math-
ematically [3].
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ED4: Learner-to-computer ratio in schools with computer-assisted instruction.
∑3

h=2 LC
t
h

∑3
h=2 CP t

h

(1)

Where LCt
h is the number of learners entitled to use computer laboratories

at school as pedagogical aid at level of education h in school year t. CP t
h is the

number of computers available for pedagogical use at level of education h in
school year t.

In the absence of nationally defined norms by pedagogues, a ratio of one
learner to one computer indicates a perfect adequacy in the provision of a com-
puter to all learners officially entitled to benefit from it in schools that offer
computer-assisted instruction (CAI) [4].

ED5: Proportion of schools with Internet access by type of access.
This indicator is utilized to compare the number of schools with Internet

access with the total number of schools in a given academic year [4]. The following
expression is used to calculate the proportion of schools with Internet access:

∑3
h=2 EIIth,s

∑3
h=2 EIth

∗ 100 (2)

Where EIIth,s is the number of educational institutions with access to the
Internet at level of education h by type of Internet access in school year t and
EIth is the number of educational institutions at level of education h in school
year t. The indicator is expressed in percentages and the high expectation is
100% [4].

ED6: Proportion of learners who have access to the Internet at school.
The purpose of evaluating this indicator is to measure Internet accessibility

among learners for educational purposes. The expression used is:
∑3

h=2 LI
t
h,s

∑3
h=2 L

t
h

∗ 100 (3)

Where LIth,s is the number of learners entitled to use Internet at school as
a pedagogical aid at education level h in school year t and Lt

h is the number of
learners enrolled at education level h in school year t. The indicator is expressed
in percentages and the high expectation is 100%.

ED8: Proportion of ICT-qualified teachers in schools.
This indicator aims to measure the extent to which secondary school teachers

have the required ICT training to teach basic computer skills or computing
classes [4]. The expression used is:

∑3
h=2 TTB

t
h,s

∑3
h=2 T

t
h

∗ 100 (4)
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Where TTBt
h,s is the number of teachers trained to teach basic computer

skills or computing at level of education h in school year t and T t
h is the number

of teachers at level of education h in school-year t. The indicator is expressed in
percentages and the high expectation is 100% [4].

EDR1: Reference indicator: Proportion of schools with electricity.
This indicator measures the availability of electricity as a minimum, neces-

sary condition for ICT to be introduced to schools, although not all ICT tools
used in education require a permanent and sustainable supply of electricity. The
indicator is measured as the percentage of schools with electricity compared to
the total number of schools, with a high expectation of 100% [4].

∑3
h=2 EIEt

h,s
∑3

h=2 EIth
∗ 100 (5)

Where EIEt
h,s is the number of educational institutions with electricity at

level of education h in school-year t and EIth is the number of educational insti-
tutions at level of education h in school-year t.

2 Design and Methodology

The following steps were taken to provide appropriate context for the work and
collect and analyze data.

1. Review literature: Relevant research papers, governments, ITU and UNESCO
reports, newspapers, and journals.

2. Identify indicators: Collected from annual, country-level school censuses.
3. Collect secondary data: Collected from websites of the Ministry of Education

(MINEDUC) and Ministry of Youth and ICT (MYICT), newspapers, and
journals. MINEDUC provided important information about policies focused
on using ICT in education and updated reports and statistics, while MYICT
provided crucial information about ICT integration in education.

4. Collect primary data: Of the 2108 schools who received the questionnaire, only
31 secondary school administrators participated. Administrators, specifically,
were targeted as they have a better understanding of ICT tools than most
students. The survey was based on one used by ITU and comprises of both
open and closed questions. The survey was also anonymous to encourage
honesty and depth of answers.

3 Results

The following section details the results from the secondary data concerning the
ICT performance indicators collected.
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3.1 The Role of ICT in Education

The Rwandan government outlined the specific aims of ICT use in the education
sector as follows [1]:

• Improve administrative efficiency.
• Disseminate teaching and learning materials to teachers and students.
• Improve the ICT skills of teachers and students.
• Allow teachers and students access to sources of information from around the

world.
• Allow educators to share ideas on education and learning.
• Encourage teachers to collaborate on joint projects and conduct lessons from

a remote location.

3.2 Access to Electricity, Telephone, and Internet

Selected ICT indicators in education in Rwanda between 2006 and 2010 are rep-
resented in Fig. 1. As shown, between 2006 and 2010 Rwanda had accessibility to
electricity, computers, and the Internet and use of websites in secondary schools.
These elements are used as indicators of ICT integration in education, and the
status and change of each is analyzed.

Fig. 1. Accessibility to electricity, telephone and Internet by secondary schools in
Rwanda.

Figure 1 compares the percentage of schools with access to electricity (ES1),
the percentage of schools with telephone access (ES2), the percentage of schools
using computers (ES3), the percentage of schools with access to the Internet
(ES4), and the percentage of schools with websites in 2006, 2007, and 2010 (ES5).
There is a significant increase in electricity penetration in the country between
2006 and 2010, and there was adequate usage of telephones and computers.
However, this does not clearly highlight if computers were accessed by school
administrators or students. More sensitization on the use of websites is needed
in the country where less than 5% of schools had websites in 2010.
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3.3 Relevant Policies

One Laptop per Child. The One Laptop per Child program and other min-
istry initiatives have registered significant successes to date, with more than
200,000 laptops distributed in over 400 schools in 2015. However, with over 3
million students in Rwanda’s education system, only a small proportion of stu-
dents received the benefits of the use of technology in education. As a solution,
the government decided to partner with POSITIVO-BGH to assemble electronic
devices in Rwanda, including desktops, laptops, and tablets. This partnership
strives to make such devices readily available on the market at low prices to
serve both students and teachers.

One Laptop per Teacher. After the introduction of One Laptop per Child,
it became clear that most teachers who are expected to instruct the students
on ICT did not have computers themselves, or the capacity to use them. As a
solution, the government devised a plan to train all teachers in ICT and allocate
one laptop per teacher.

GiraICT. In addition to laptops, the GiraICT organization also gives teachers
Internet access for six months to enhance their laptop usage and skills. The
program is not only focused on supplying laptops, but it also ensures that the
beneficiaries use them to improve the quality of teaching.

Investment Implication. The implementation of ICT integration in education
is planned to be achieved through four phases from 2015 through 2019, with
specific investment levels for each phase as shown in Fig. 2.

Fig. 2. Budget for ICT integration in education in Rwanda.

Challenges of ICT Integration in Education

• Poor infrastructure: Only 47% electricity coverage in public schools.
• Only 6% of primary and 18% of secondary schools connected to the Internet.
• Limited ICT resources for education.
• Turnover in expertise at learning institutions.
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Fig. 3. Secondary school users to computer ratio in 2015 and 2016 in Rwanda.

The ratio of learners to computers and teachers to computers is high com-
pared to the ratio of administrators to computers as shown in Fig. 3.

The ratio of learners to computers increased in the Eastern Province from
35:1 to 25:1. The ratio also increased in Kigali from 18:1 to 15:1. There was
no change in the Northern Province, whereas in the Western and Southern
Provinces, the ratios decrease. The reports do not comment on the cause of
this decrease. There was a small change in computer accessibility in 2016 as
compared to the 2015 ratios. The ratio of the total number of teachers to the
number of teachers with access to computers in the country changed from 11:1
to 14:1 and the learner to computer ratio changed from 28:1 to 27:1. The change
in the ratio of teachers with access to computers might have been caused by
the recruitment of new teachers, while the change in learner to computer ratios
might have been impacted by the One Laptop per Child program.

According to the Rwanda’s national goals, the 2016/2017 target of electrify-
ing 65% of the country has not been achieved. As shown in Fig. 4, only 46% of
secondary schools have access to electricity through the national grid [5].

Fig. 4. Secondary schools with electricity in Rwanda in 2016.
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Primary Data. The analysis of data in this section is done mathematically and
discussion is given per indicator. The data collected are summarized in Table 1.

Table 1. Primary data collected

Total number of learners 22791

Number of computers 5719

Number of computers accessed by students 3730

Number of computers connected to Internet 3428

Number of learners owning computers 1357

Girls enrolled in ICT related fields 811

Learners entitled to use computers at school 22791

Learners entitled to use Internet at school 22791

Number of learners who have access to Internet 8450

Total number of teachers 817

Teachers trained to teach basic computer skills 357

Teachers who use ICT facilities 366

Teachers who teach basic computer skills 124

Number of teachers trained to teach using ICT facilities 464

Total number of schools 46

Schools with Internet 20

Schools with electricity 44

ED4: Learners-to-computer ratio in schools with computer-assisted instruction.
∑3

h=2 LC
t
h

∑3
h=2 CP t

h

=
22791
3730

= 7 (6)

In secondary schools in Rwanda, one computer is shared by seven students.
Although there is improvement compared to the year 2016, when 27 students
were sharing one computer, the number leaves room for further improvement.
The government of Rwanda has a vision of having one laptop per child.

ED5: Proportion of schools with Internet access by type of access.
∑3

h=2 EIIth,s
∑3

h=2 EIth
∗ 100 =

20
46

∗ 100 = 43.5% (7)

ED6: Proportion of learners who have access to the Internet at school.
∑3

h=2 LI
t
h,s

∑3
h=2 L

t
h

∗ 100 =
8450
22791

= 37.1% (8)
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Although about 44% of secondary schools have access to the Internet, it is
seen that only 37.1% of students use Internet as a pedagogical aid.

ED8: Proportion of ICT-qualified teachers in schools.
∑3

h=2 TTB
t
h,s

∑3
h=2 T

t
h

∗ 100 =
357
817

= 43.7% (9)

According to Fig. 5, only 43.7% of all teachers are trained in ICT, includ-
ing educators who teach computer science. This indicates a large gap in the
education potential of ICT facilities.

EDR1: Reference indicator: Proportion of schools with electricity.
∑3

h=2 EIEt
h,s

∑3
h=2 EIth

∗ 100 =
44
46

∗ 100 = 95.7% (10)

Of the secondary schools in Rwanda, 95.7% are electrified. This is a small step
toward implementing ICT curricula and facilities, since all ICT tools function
using electricity. The above performance indicators of 2017 are summarized in
Fig. 5.

Fig. 5. Summary of all questions represented on a histogram.

4 Recommendations

Based on the successes of Rwanda’s advancement of ICT, all East African coun-
tries should define and specify ICT integration in education and use ITU perfor-
mance indicators to evaluate their achievements. The significance of ICT war-
rants its own sector, budget, and policy. Rwanda should focus on Internet access
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and its usage in all schools in rural areas as well as in cities so that all schools can
progress at the same pace and provide better quality education. The government
of Rwanda should also focus on infrastructure and capacity building as well as
developing teacher awareness of the importance of the role of ICT in educational
development. In addition to this, the government should assist private schools in
obtaining ICT equipment. The government should focus on expanding off-grid
solutions to assist schools in rural areas to obtain electricity so that they can
make essential technological advancements.

5 Conclusion

By implementing clear ICT policies for integration in the education sector,
Rwanda has made significant strides toward technological advancement com-
pared to its neighboring countries, even though it still has a number of areas
in which to improve. All indicators measured in this paper show improvement
compared to the results of previous years as.
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Abstract. The telecommunication industry is facing constant changes
in its operations and business environment. One of the major causes of
these changes is the rise of Over The Top (OTT) service providers that
have developed and implemented innovative new business models that
are disrupting the traditional telecommunication industry. In this paper
we investigate the impact of OTT business models on Communication
Service Providers (CSPs) in the Rwandan telecommunication market.
We seek to understand the business models and strategies CSPs and
OTTs are employing to stay relevant in the market, the advantages and
disadvantages of each model, and to assess whether they are applicable
in the Rwandan telecommunications market. The findings and recom-
mendations highlight some of the major trends and business models in
the telecommunication markets, and can be used to provide insight for
CSPs and regulators to build strong business strategies and relevant
regulations.

Keywords: Telecommunications · Communication service providers
CSP · Business models · Over the top · OTT · Rwanda

1 Introduction

Companies operating in the global telecommunications market face vast chal-
lenges due to the pace of innovation. Companies in this sector traditionally pro-
vide data, Internet, and other value-added services, often delivered over mobile
networks. However, telecommunications business models are changing as con-
sumers of their products change their behavior. Telecommunications providers
are also being challenged by the arrival of over the top service providers (OTTs)
that provide similar services in a cheaper, easier and more innovative way. In
some cases, new service providers threaten the business models of traditional
communications service providers.
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The telecommunications industry has long been dominated by communica-
tion service providers (CSPs) offering services including voice, data and SMS
(short message service). Traditionally, CSPs like AT&T and Verizon relied on
voice and short message services (SMS) as a primary source of revenue. Mobile
phone development and mobile Internet are at the forefront of an innovation
drive that is transforming the market. Market transformation is also accelerated
by the decline in smartphone prices, growing access to the Internet, and an explo-
sive increase in user-generated content especially from social media platforms,
search engines, and other content service providers [1].

Over The Top (OTTs) players are service providers that offer content such as
voice, video, data, instant messaging, and other media to consumers. Providers
of OTT services include companies like Google, Netflix, and Facebook. They
are referred to as OTTs because they do not possess telecommunications infras-
tructure to deliver their content to the final consumer and they do not need
licenses to operate. OTT service providers rely on the CSPs existing infrastruc-
ture, including tangible assets like masts, ducts, and transmission components,
and intangible assets like spectrum licenses and rights of way [2]. The emer-
gence of OTTs has triggered a wave of transitions, causing many CSPs to adapt
their business models and strategies to remain competitive and profitable in the
market, mostly because OTTs offer similar products and services that include
voice and instant messaging [3]. In addition, there is a growing demand for OTT
services such as video and audio because of the high value placed on effective
communication, and improvements in service quality and pricing. However, this
kind of competition creates significant pressure on CSPs to provide new and
improved value-added services.

The objective of the paper is to analyze the existing models of OTTS and
CSPs in the market, then propose a business model that CSPs might adopt in
order to design strategies that will help them mitigate competition from similar
services being offered by OTTs. In addition, we cover emerging trends in the
technology industry and strategies that OTTs are developing that could pose a
threat to the stability of the telecommunication industry and CSP services like
mobile data and SMS. Further, we analyze the business models that are hybrid
(i.e. shared by OTTs and CSPs or by CSPs and other stakeholders) in the
telecommunication market and their impact on all stakeholders in the market.

2 Background

2.1 The Telecommunications Market in Rwanda

The telecommunication market in Rwanda is occupied by three major CSPs:
MTN, Airtel, and Tigo. They offer fixed (landline) telephone, mobile telephone
(mainly mobile calling and SMS), and Internet data. The market is regulated
by the Rwanda Utilities Regulatory Authority (RURA), which is responsible for
oversight countrywide [4], and the East Africa Communications Organization
(EACO), which is a regional organization that connects ICT stakeholders in
countries of the East African Community (EAC) [5].
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In the Rwandan telecommunication market, CSPs face pressure to provide
high quality services because of the increase in demand for data and broadband.
This rapid increase in demand is due to the growing penetration of mobile devices
and increasing demand for multimedia content and applications [3]. According
to a report by RURA, mobile telephone subscriptions increased from 7.7 million
in the fourth quarter 2014 to about 7.9 million in the first quarter of 2015 [4].
Growth in subscribers and demand is causing major shifts in the industry.

2.2 Over the Top Players (OTTs)

OTT growth is facilitated by advancements in technology, especially smart-
phones, fast Internet that can reach speeds up to 1 Gbps, new services like
WhatsApp, and consumer affinity for services like online gaming and video
streaming [6]. Services offered by OTTs are often free, or at least less expensive
compared to similar services from CSPs. OTTs have flexible business models
that have made them successful players in the industry. For example, OTTs like
Facebook, Google and Skype have managed to create successful business mod-
els without having to build their own infrastructure; instead, they are able to
take advantage of existing CSP infrastructure. By riding on the existing infras-
tructure, OTTs are decreasing the capital expenditures (CAPEX) necessary to
profitably offer new services. For example, in 2014, WhatsApp reached over 600
million global subscribers and generated over $1,289,000 in revenue. In the same
year, Netflix had 50 million subscribers with $5.5 billion in revenue [5].

2.3 Zero-Rating

There are currently more than one billion people who cannot afford access to
the Internet [7]. In many developing countries, CSPs work in partnership with
OTTs to provide their subscribers with free access to select websites or appli-
cations. Zero-rating occurs when communication service providers waive data
charges to these select services [7]. Consumers typically have access to a Free
Basics plan that allows them access to websites such as Facebook Zero, Google,
and Wikipedia alongside localized content and information ranging from Ebola
health advisories to women’s rights applications and job postings [7]. Propo-
nents of zero-rating argue that the practice of zero-rating increases innovation
and development and gives Internet access to people that would otherwise find it
unfordable. Customers gain access to a number of free services including health,
education, communication, sports, travel, jobs and local information [8]. Zero-
rating is offered under different plans; for example, under the “free website plan,”
users can access one website with limited access, e.g. Facebook Zero users only
access Facebook, but with no images [9].

In Africa, zero-rating is widespread. For example, MTN South Africa zero-
rates Twitter, in Kenya, Airtel zero-rates Facebook Free Basics, Safaricom zero-
rates Wikipedia, and MTN Nigeria partnered with Opera Mini and naij.com
for “1 million days of free Internet” [10]. In 2015, during the Transform Africa

https://www.naija.ng/
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Summit in Kigali, Facebook launched internet.org, a free basic platform in Kin-
yarwanda that offers free health care information, educational content, and infor-
mation about jobs and government [10]. Facebook has also partnered with some
cellphone operators like Airtel in Rwanda to offer zero-rated services to areas
that are hard to reach or underserved [8].

3 Analysis of Business Models

We adopted a qualitative approach wherein we analyzed secondary data from
academic papers, online articles, and journals in order to understand the exist-
ing OTT and CSP business models, their importance, and the advantages and
disadvantages in order to give an in-depth recommendation concerning adoption
in the Rwandan Telecom market.

After reviewing the gathered information, we formed conclusions on the rel-
evance of recommendations in the telecommunications market. Procedurally, we
first determined which of the data collected to associate with the project. Sec-
ond, we interpreted the relevant data to better understand the business models
of both OTTs and CSPs and the possible impact on the market. Third, we cross-
analyzed the data to evaluate the impact of OTTs on affordability and adoption
of telecommunication services, and to determine if the existing model is positive
or negative in relation to the competition. Lastly, we provide recommendations
and ideas for the evolution of OTT models in the Rwandan market.

OTTs and CSPs have traditionally been linked to different kinds of business
models. CSPs in Africa are well known for their “pay as you go” business model,
while most OTTs are known for their “freemium” and “advertising” business
models. The business models covered in this paper are grouped into two cat-
egories: OTT business models, and business models between CSPs, users, and
OTTs (hybrid business models).

3.1 Over the Top Service Provider Business Models

These are some of the business models that were traditionally exclusive to over
the top players. They include: freemium, cloud services, and advertising business
models.

Freemium Business Model. As the usage of smartphones and the Internet
continues to increase, OTTs are now focusing on services that are offered on
mobile platforms. Many OTTs build on the freemium business model. In the
freemium model, companies offer a basic service for free and charge a subscription
fee for premium services with advanced features [5]. For OTTs to profit from the
freemium business model, they need to have a large customer base where even
a small percentage of customers paying for the premium service will generate
enough revenue to sustain the OTT. Well known examples of companies who
have leveraged this model include Skype and LinkedIn. Skype and LinkedIn have
over 600 million and 500 million users respectively, most of whom are using their

https://info.internet.org/en/
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services for free. However, the small percentage of users who pay for premium
services is enough to generate around a billion dollars in revenue for each of these
companies [11]. The cost-free tier attracts many users, which in turn places a
huge burden on telecom operator networks. Many users switch from using CSP
services like SMS and voice calling to OTT services like WhatsApp and Skype,
mainly due to their low cost. CSP data traffic has increased due to the increase in
OTT service users. In 2015, Skype had around 250 million users per month [12].
This has a negative impact on CSP voice revenue, which is estimated to continue
decreasing in the next few years. Studies show that telecom operators can expect
fierce competition in the future from freemium-model services [1].

While CSPs in developing countries face issues of infrastructure upgrades and
reduced revenue in voice calls, some CSPs are also benefiting from the freemium
business model. According to a 2015 ITU report, four billion people (more than
66% of the world population) from developing countries do not have access to the
Internet [7] and only 89 million people in the least developed countries use the
Internet, representing a 9.5% Internet penetration rate. These statistics demon-
strate a potential market for CSPs to target underserved customers. In Rwanda,
for instance, MTN, Tigo and Airtel use the OTTs’ freemium business model to
reach out and gain new customers. OTTs also enable new capabilities for CSPs.
For example, customer comments or complaints are passed on to CSPs cheaply
and efficiently through OTT services like Facebook posts. CSPs are then able
to get instant feedback from customers through Facebook or Twitter, increasing
the efficiency and responsiveness of CSPs. There is also improvement in service
due to customer rating and reviews on OTT services. Besides CSPs using OTT
services, some have adopted similar business models. In Rwanda, for example,
Airtel gave customers who bought a new SIM card 500 MB of data for free,
which enabled Airtel to acquire more subscribers. Although this is not a typical
freemium business model, it was inspired by the popularity of freemium services.
The freemium model has proven to be popular in the Rwanda telecommunica-
tion market, and CSPs have built on it to start other business models such as
“bundling,” explained in Sect. 3.2.

Advertisement Business Model. OTTs like Google and Facebook provide
their services for free and then sell advertising space to businesses that want to
target the same audience [5]. Since the services are free, these OTTs usually have
many users who feed them critical information from which they can profit. A
typical example is Google search, where users of the Google search engine type in
their key search words and businesses interested in the search terms then place a
bid with Google to have their products displayed to customers on the first page.
Google then uses an algorithm to determine which advertisement to post to the
first page of user search results. Advertisements, therefore, are tailored to the
exact interests of the user at the time they are displayed. Facebook’s business
model is also built around this concept, with over 85% of revenue coming from
advertisement.
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The rise of services like Facebook, Twitter, and Google has had a significant
impact in the Rwandan telecommunications industry. First, CSPs are able to
market their products and services and reach more customers through OTT
services at a very low cost. In Rwanda, CSPs formerly had to put up billboards
from district to district and province to province to advertise their products, but
through Facebook, WhatsApp, Twitter, YouTube, and other OTT platforms,
CSPs reach customers with ease. Secondly, customer satisfaction has increased
because there are more ways for customers to communicate with CSPs. Customer
care lines are no longer the sole means to file a complaint or place inquiries, as
consumers can also use OTT services. When a customer asks a question on
MTNs Facebook page, there is no need to wait for MTN to answer the question;
any user on the page who knows the answer can respond.

Free OTT services that use the advertising business model have increased
CSP traffic as more people use various forms of OTT services. The increase in
traffic can have two major impacts on the CSP network. One, CSPs may profit
from the increase in data traffic, seen particularly in Rwanda where there is
still low market penetration and CSPs are looking for users. Or, two, the traffic
may place a burden on the CSPs infrastructure. As there are no reports of CSPs
complaining about the burden of data traffic in Rwanda, this suggests that CSPs
actually benefit from their customer’s use of OTT services. An increase in data
traffic increases CSP revenue under metered or pay-as-you-go plans.

Cloud Services. OTTs like Google and Amazon are providing cloud services
to both businesses and individuals all over the world. They provide services
like storage, applications like enterprise resource planning (ERP) that include
accounting and customer management software, computer networks, and server
space. These services are helping businesses reduce expenditures on initial instal-
lations, such as paying for technical labor and expensive equipment, thereby sav-
ing cost and deployment time. Business employees have the luxury of working
from anywhere in the world and can collaborate easily with coworkers. Busi-
nesses need not bother with equipment maintenance, as this service is provided
by CSPs. The cloud model has helped CSPs increase revenue by providing cloud
services to many businesses in Africa. The ability to reduce the cost of initial
investments and scale easily to match growth has led to the popularity of cloud
services, particularly for small and medium enterprises.

In Rwanda, CSPs like MTN are offering cloud services to small and medium
businesses. Cloud solutions include voice and data services. CSPs offering cloud
services are able to increase their own revenue by reaching more businesses with
extended service offerings. Customers have the opportunity to work with local
service providers, and gain benefits including services that are tailored to their
needs and the ability to pay in their own country currency to access these ser-
vices. In Rwanda, the success of the cloud model has been facilitated by devel-
opment of an optical fiber backbone network that serves around 90% of the
country.
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3.2 Hybrid Business Models

CSP Business Models After the Rise of OTTs. With the rise of OTTs,
some of which offer similar services as CSPs, telecom operators have had to
change the way they operate, such as changing the structure of their loyalty
programs, and even partnering with OTTs. CSPs partner with OTTs to provide
services to consumers, and allow them to win prizes or earn rewards for using
a particular service [13]. For example, a content provider offering e-commerce
services might award consumers different points for using the service. The loy-
alty points can then be converted into data credit for the consumer to use, or
converted into M-Pesa, a mobile phone based money transfer service that allows
users to deposit, withdraw, send, and pay for goods through a mobile device. The
intent is that consumers continue to use these services to make online purchases
even after the promotion ends [13]. The CSP continues to provide reliable data
for the consumer, which creates an engagement, and both the CSP and the OTT
benefit from the consumer purchasing more data and buying more products [14].

Bundling: CSP Bundling Before OTTs. Bundling is a marketing strat-
egy whereby entities (CSPs) providing several products/services separately offer
users a discount for using the same products grouped as a single, combined
package [15]. Bundling can include products offered by a single company or ser-
vices from different companies put in a single package [16]. There are variations
of bundling: pure bundling, mixed bundling, and intermediate bundling. Pure
bundling occurs when a user buys the full bundle. Mixed bundling occurs when
a consumer purchases separate parts of the product; either one, two, or all of
the products included in the bundle. The intermediate bundle allows users to
benefit from the second product only if the first product is purchased [15].

Over the years, CSPs have bundled services in the same package in order
to satisfy their customers. However, they typically only bundled services that
they offered directly like voice and SMS, voice and data, or voice, SMS, and
data. With the rise of OTT services like WhatsApp and Skype, which have
billions of users all over the world, CSPs began to lose revenue from voice and
SMS. According to Dorflinger, revenue development growth in relation to traffic
development growth shows that data traffic is increasing exponentially while
voice revenue is decreasing [13]. However, the data revenue is not enough to
cover the investment in infrastructure needed by CSPs. Most CSPs have had to
adopt bundling as a business model to accommodate the impact of OTTs. CSPs
are not only bundling their traditional services, but also adding OTT services
in their bundles to attract more customers. Some CSPs have added OTTs as a
marketing strategy for their services.

Bundling CSP Services with OTT Services, the Rwandan Context.
The bundling of services has become an essential component of CSP business
strategies. These bundling services are usually targeted towards specific groups
of customers: low, medium, or high income classes, or corporate or residential
customers. Bundled services help to bridge the rising gap between the usage of
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OTT services and traditional telecom services like voice and SMS. Traditional
telecom companies have usually offered voice, SMS, and data separately, but
have now adopted a bundling model whereby voice, SMS, and data are clustered
into a single package and sold to subscribers at a lower price than what they
would sell for as individual packages.

Tigo-Rwanda packages different services in a single service bundle named
the “Cyizere pack,” which costs 100 Rwandan francs (0.11 USD). With this
pack, a customer receives 800 s of Tigo-to-Tigo voice calls, 13 SMS messages to
other Tigo customers, and 3 MB of data. Customers only have 24 h to use these
services. This type of service bundle costs less than the individual sum of each
of the services when purchased separately.

Changes in Interactions and Targets. Under this business model, telecom-
munication operators have changed the way they interact with their customers.
Traditionally, the telecommunications operator would install the infrastructure
and wait for clients to join by subscribing for service. Using this strategy, oper-
ators have a significant amount of investment in infrastructure and other services
like technical support and customer service, without a rapid return on investment.
A telecommunication operator in Norway, Lyse, piloted a project to provide dis-
counts to users who physically dug trenches for the final connections in fiber to the
home projects [17]. The project improved connectivity for the local area, created
a bond between Lyse and its customers—who felt that they were participating in
the growth of the company—and created financial benefits for both.

In Rwanda, another alternative business model was used. The government of
Rwanda partnered with Korea Telecom (KT) to provide fiber optic and 4G wireless
network coverage across the whole country. Other telecom operators act as mobile
virtual network operators (MVNOs) to KT, who provides 4G wholesale service.
This model has resulted in improved coverge and quality of service, and a reduc-
tion in consumer prices. Incumbent operators such as MTN, Tigo, and Airtel now
focus on the different value added services that they can offer their subscribers,
rather than the quality of their infrastructure. The telecommunication operators
are able to take advantage of the popularity of content providers to provide ser-
vices to the final consumers. In return, the content providers benefit from the fact
that subscribers are using their services and contribute user-generated content.

4 Discussion and Recommendations

We observe that telecommunications companies in Africa need to place innova-
tion and collaboration with OTTs at the core of their business strategy. CSPs
need to understand the needs of different customer segments and offer unique
and affordable solutions. As the penetration rate of mobile phones continues
to grow in Africa, CSPs must pursue continued partnerships with OTT players
to provide consumers with services that are relevant to their needs. This part-
nership is likely to increase the growth of local content and contribute to the
growth of small and medium enterprises, private content producers, and even
machine-generated sensor information.
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4.1 Business Model Recommendations

The global population now stands at over 7 billion people. Of these, there are
3.2 billion Internet users in the developed world and 2 billion users in developing
countries [7]. About 2 billion people do not have access to the Internet [7]. Many
OTTs understand that there is a large community of people who are not yet
connected to the Internet, and that for them to expand their services to these
people, they need to increase accessibility.

We propose a business model where CSPs collaboratively build infrastructure
with OTTs as a service. Under this model, CSPs and OTTs form strategic
partnerships to share resources and infrastructure in order to reduce the cost
of deployment. This can create low CAPEX potential for CSPs who are now
able to offer relatively cheaper services or affordable data bundles to customers.
For example, in the US, Google has partnered with Sprint, T-Mobile, and US
Cellular to create a Mobile Virtual Network called ProjectFi that provides phone,
messaging, and data services to consumers [9] using 3G/4G technology. The
mobile subscriber’s devices are able to select the carrier with a stronger signal.
It is important that CSPs partner to build and share infrastructure because of
the reduction in required initial capital expenditures [2].

CSPs should also consider developing mobile applications that are built
around the freemium business model. These applications can provide current
services such as airtime top-up and mobile money, and can include extra fea-
tures which are relevant to consumers. For example, they can create an event
announcement application where users can check for free what events, such as
concerts and games, are happening in their area, while at the same time allow
them to buy tickets using the CSPs online mobile money payment system. If
this model was implemented, it has the potential to enable service providers to
reach new classes of customers, increase mobile subscriptions by offering unique
services, and drive demand for existing and new services.

5 Conclusion

The telecommunications market is changing quickly due to the emergence of
OTTs, who are able to offer services without the bounds of regulation and infras-
tructure investment. They are providing services sought by customers and are
improving connectivity, particularly among the underserved. CSPs have three
choices: (1) to do nothing and proceed with declining traditional business mod-
els, (2) to move to block OTT services from using their infrastructure without
a direct tariff, or (3) to adopt the strategies of OTTs to better serve market
demand and ensure their competitiveness in the market. CSPs can also learn
by benchmarking against the success of OTTs to assess and optimize the best
strategies. There are opportunities for CSPs, OTTs, and consumers as long as
service providers are willing to predict, innovate, reduce cost, and partner with
other stakeholders.
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5. Dőrflinger, T: The OTT butterfly effect—small companies with big influence. Pre-
sentation, Detecon, Bonn, Germany, February 2015

6. Sujata, J., Sohag, S., Tanu, D., Chintan, D., Shubham, P., Sumit, G.: Impact of
over the top (OTT) services on telecom service providers. Indian J. Sci. Technol.
8(S4), 145–160 (2015)

7. Ard, B.J.: Beyond neutrality: how zero rating can (sometimes) advance user choice,
innovation, and democratic participation. Maryland Law Rev. 75(4), 984–1028
(2016)

8. Niyitegeka, T.: Rwandans to benefit from free web access as Airtel part-
ners with Facebook, July 2016. http://www.en.igihe.com/business/rwandans-to-
benefit-from-free-web-access-as.html. Accessed 15 Mar 2017

9. Springham, J.: Mozilla and Tigo zone in on zero-rating, July 2016. https://www.
mobileworldlive.com/m360-2016-africa-article/mozilla-and-tigo-zone-in-on-zero-
rating/. Accessed 15 Mar 2017

10. Chair, C: Africa supply side assessment of zero-rating. Presentation, Research ICT
Africa, Cape Town, South Africa, November 2015

11. McGrath, R.G.: Business models: a discovery driven approach. Long Range Plan.
43(2), 247–261 (2010)

12. Barot, T., Oren, E.: Guide to chat apps. Tow Center for Digital Journalism, Novem-
ber 2015

13. Joshi, S., Dalal, R., Egbert, R., Chaudhary, A.: Telecom-OTT partnership: gener-
ating new revenue sharing models. Telecom Bus. Rev. 9, 21–31 (2016)

14. National Institute of Statistics of Rwanda (NISR): Statistical yearbook: edition
(SYB2016), Gov Report 1-216, National Institute of Statistics of Rwanda (NISR),
Kigali, Rwanda, p. 2016, November 2016

15. Garcia-Mariñoso, B., Martinez-Giralt, X., Olivella, P.: Bundling in telecommunica-
tions. Working Paper 356, Universitat Autònoma de Barcelona, Bellaterra, Spain,
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Abstract. Electroencephalography (EEG) is a non-invasive method of mea-
suring electrical signals from the brain. However, traditional clinical EEG uses
only 10–40 electrodes for diagnosis which limits its potential as an imaging
modality. High-density (HD) EEG, as well as the more recent Ultra-High-
Density (UHD) EEG, are imaging platforms that can be used to image the brain
using various techniques to solve inverse problems. These platforms comprise a
measurement device and algorithms for data analysis. Recent studies have
provided promising evidence that increasing the density of electrodes can
improve resolution up to at least approximately 1,000 electrodes for whole-scalp
coverage. Both HD and UHD-EEG can be made inexpensive and portable;
therefore, perhaps most importantly, accessible to many parts of the world.
However, there are remaining challenges that can hinder HD- and UHD-EEG
development and use. Here, we discuss these challenges and present the
approaches our research program has developed to overcome them.

Keywords: High-resolution brain imaging � Neural inference
High-density EEG

1 Introduction

Electroencephalography, or EEG, is a technique used to measure electrical signals
produced by activity in the brain. EEG measurements are made by a technician, and
have classically been used to diagnose neurological disorders (e.g. epilepsy, brain
injuries, stroke, sleep disorders, etc.), interface machines with the brain, as well as
study the brain activity noninvasively. The miniaturization of electronics has allowed
EEG systems to use more electrodes, and has opened the possibility of using EEG as a
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portable imaging technology, even if the obtained spatial resolution is lower than that
of less portable technologies (e.g. Magnetoencephalography, MEG, and functional
Magnetic Resonance Imaging, fMRI). Roughly, a system that packs 64–256 electrodes
on the scalp is referred to as a high density (HD)-EEG, and even higher-density
systems, reaching as many as 1,000 electrodes, are possible and considered Ultra-High-
Density (UHD)-EEG. Recently, our research has established, both theoretically [1, 2]
and experimentally [3], that a UHD-EEG system provides higher spatial resolution of
neural signals than its lower density counterparts.

HD-EEG systems are non-invasive, and require only inexpensive sensors and
electronic circuits, making them a low-cost solution for diagnosis of neural disorders,
interfacing with the brain, and neuroscientific studies. On the spectrum of available
imaging technologies, shown in Table 1, there are three main parameters that we
consider for comparison: temporal resolution, spatial resolution and cost. For instance,
fMRI provides very high spatial resolution images, but these are obtained very slowly
(>1 s), making conditions such as seizures hard to detect and/or localize. On the other
hand, MEG has the same temporal resolution as EEG and a high spatial resolution, but
MEG systems cost millions of US dollars; and only a few hundred machines are in use
across the world. Moreover, both fMRI and MEG systems are non-portable because
they require bulky shielding from earth’s magnetic field and, typically, supercon-
ducting subsystems that necessitate coolants such as liquid helium. In contrast, HD-
EEG can be made relatively inexpensively and portable, and thus can be accessible to
many more communities around the world.

While HD-EEG demonstrates a great deal of promise as a viable brain imaging
modality, there are a number of emerging obstacles that limit the scope of its use in
clinical settings, particularly in developing countries with limited resources. In this
paper, we do not intend to provide a comprehensive survey of how HD/UHD-EEG has
developed. Instead, it is a biased perspective on how our team has been pursuing

Table 1. Available imaging technologies versus high density EEG (HD-EEG)

Imaging Modality
Cost of the
Machine 
(USD)

Temporal 
Resolution 
(seconds) 

Spatial
Resolution 

(mm)

Magnetic Resonance Imaging (MRI) $0.5M - $3M 200 - 1000 0.5 - 2.8
Functional MRI (fMRI) $0.5M - $3M 0.05 - 5 2 - 4

Computed Tomography (CT) $50,000 - $0.5M 0.1 - 1 0 - 1.5

Positron Emission Tomography (PET) $100,000 - $0.5M 10 - 1000 2.5 - 5 
Functional Near Infra-Red Spectroscopy (fNIRS) $15,000 - $0.2M 0.1 – 1 5 - 10

Magnetoencephalography (MEG) $1M - $2M 0.5m – 1m 5 - 28

Electroencephalography (EEG) $3000 - $10,000 0.5m – 1m 55 - 120
High Density-EEG? (anticipated) $3000 - $10,000 0.5m – 1m 5 - 20 
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research and advancement of high-resolution EEG inference, and understanding its
implications in clinical science. We provide an overview of some of the challenges we
observed in instrumentation and platform development of HD/UHD-EEG, and briefly
discuss how we have addressed or are trying to address these issues. More detailed
literature review on HD/UHD-EEG can be found in [1, 3].

2 Background

2.1 Origin, Measurement and Uses of EEG

EEG signals primarily originate from synchronized synaptic activity of neurons in the
brain. The signal that is measured by an electrode placed on the scalp is the sum of
positive and negative charges within the brain. A typical clinical EEG measurement
system is non-invasive and uses anywhere from 10 to 40 electrodes spread across the
scalp. Commonly, these systems use “wet” electrodes (i.e., where electrode-skin
contact is gel-based) to reduce impedance of the electrode skin contact. EEG recording
electrodes in clinical settings often involve abrasion of the skin to remove the epi-
dermal layer because it has a higher impedance than the underlying tissue. Disinfection
as well as sterilization is required for EEG electrodes because of the abrasion under
CDC guidelines.

EEG systems are used for observing different types of brain signals such as tem-
poral EEG signatures, frequency-domain signatures, event related potentials (ERP) [4],
and steady-state visually evoked potentials (SSVEPs) [5]. A common use-case of EEG
is in the detection of epileptic seizures which appear as rapidly oscillating waves;
indeed, EEG is the gold standard in epilepsy diagnosis. Further, source localization
techniques using EEG are used to identify the foci of seizures, so that they can be
surgically removed. In neuroscience, EEG is used to study the neural mechanism
underlying cognitive processes such as attention, learning, reading, memory, etc. ERPs
and SSVEPs are recorded from the continuous stream of EEG data which allows
characterization of brain processes triggered by the specific events. More recently, the
use of EEG has become prevalent in Brain Machine Interfaces (BMI) [6]. In this
section, we briefly describe existing methods of EEG measurement and the applications
of high-density EEG.

2.2 High-Density EEG

EEG signals propagate through cerebrospinal fluid, skull and finally the scalp, where
they are measured. Low electrode count EEG systems do not measure high spatial
frequency signals from the brain because they get severely attenuated through these
layers, which act as spatial low-pass filters [1, 7] (Fig. 1).
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The main advantage of EEG over other imaging systems such as fMRI and fNIRS
(functional Near InfraRed Spectroscopy) is that EEG has a much higher temporal
resolution. By increasing the number of electrodes, we aim to improve the spatial
resolution as well, thereby creating a new neuroimaging modality in HD/UHD-EEG.
The combination of high temporal and spatial resolution allows a myriad of new
applications. For instance, HD-EEG may allow improved reliability of detecting a
phenomenon known as Cortical Spreading Depolarization (CSD). CSDs are waves of
neural silencing that spread slowly across the brain surface and manifest in the presence
of a traumatic brain injury, stroke, hemorrhages, and even migraines [8].

A typical HD-EEG system is shown in Fig. 2. There is considerable effort involved
in designing electrodes, the high-density head cap, scaling the active electrodes to a
wireless portable system, and designing effective algorithms for studying the measured
data. In Sect. 3, we briefly discuss some of the impediments that limit the development
of HD-EEG, as well as a description of our approach to address each of these
challenges.

Fig. 1. Computer simulations of a spherical head model depicting the low pass filtering of
spatial high frequency signals that originate in the brain. High-density EEG increases the number
of electrodes over scalp to reliably reconstruct high spatial frequency signals from within the
brain.

Fig. 2. High Density Electroencephalography platform design: the EEG signal is measured from
a high density cap (A) consisting of more than 500 electrodes. These electrodes are modularized
into patches (B). Each electrode needs to have a low impedance interface to the scalp (C). The
signal-to-noise ratio of the measurement increases if the electrodes are active (D). Once the signal
has been acquired, anomalies are detected using novel algorithms (F).
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3 HD-EEG: Implementation Challenges

Designing HD-EEG systems should be holistic, invariably involving an interdisci-
plinary approach. Our research simultaneously approaches issues fundamental under-
standing, algorithms, neuroscientific validation, instrumentation, and scalability.

3.1 Electrodes and Gel Developments

In order to measure electrical signals from the brain, electrodes should have good
contact with the skin [9]. The range of EEG voltage is small (order of 10 lV), and for a
high signal-to-noise (SNR) ratio, the electrode-skin impedance must be low (order of
5 kX). Because the skin is a hydrated material, a low impedance is often obtained by a
combination of abrading the skin, and using a conducting gel between the electrode and
the scalp. Dry metal electrodes that are often used in many consumer EEG systems
have high impedance and hence low signal-to-noise ratio.

Wet Electrodes Dry Up for Chronic Use. Conditions such as epilepsy require long
term EEG monitoring to detect the onset of a seizure. One of the main challenges here
is the frequent drying up of the electrode gel, resulting in a non-conducting crystalline
residue at the electrode-skin interface. Because there is an increase in impedance, the
measured signal is unreliable. With HD-EEG, it is impractical to repeatedly apply gel
to 500+ electrode locations.

Our Approach: We believe this is one of the most underappreciated research chal-
lenges for practical, long-term use of low and high density EEG systems, and requires
bringing together expertise from several disciplines. Our research has explored the
development of new materials that can remain hydrated for extended time.

Different Hair Types Prevent Reliable Measurement. The goal of HD-EEG is to
have an easily accessible diagnostic imaging modality. Therefore, it is important to
consider the social aspects of getting a reliable EEG measurement. While patients in
critical care might have their heads shaved in order to get access to the scalp, patients
who have come for a preliminary EEG measurement may not wish to do so. Exist-
ing EEG systems do not work reliably with thick, coarse, curly, or long hair. Moreover,
strands of hair between two electrodes can enable gel flow between them through the
capillary effect, thereby shorting two electrodes. A high-density EEG makes the hair
issue more of a challenge.

Our Approach: Our research is trying to look at the problem of hair under the EEG
electrode from a different perspective. Instead of only designing an EEG device that
works with the hair, we can also modify the hair to work with the device. The key idea
is to maximize the contact made by the EEG electrodes with the scalp by altering the
position of the hair (Fig. 3).
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Identification of Bridged Electrodes for High Densities. One major problem with
high-density electrode arrays and caps is the bridging that occurs between adjacent
electrodes, implying that these two electrodes electrically behave as one large elec-
trode. It is pertinent to identify which electrodes are bridged during measurement so
that there is no loss of spatial information from the EEG signal.

Our Approach: We have been able to successfully prototype arrays with pre-load our
high-density arrays with high viscosity conductive gels (Ten20 Conductive paste).
These instrumentation methods are supplemented with algorithms to identify bridged
electrodes after data acquisition through correlation studies [10].

Electrode Configuration and Caps for high Density Arrays. Traditional EEG
locations are based on the 10–20, 10–10 or 5–10 electrode placement protocols [11].
With high-density EEG, individually preparing 300+ electrodes with these protocols is
impractical. Moreover, injured parts of the head cannot be covered up by an electrode
cap. There also needs to be a way to apply pressure on the scalp so that the electrodes
do not move. If there is movement, that could mean shorting of adjacent electrodes,
lowering spatial resolution.

Our Approach: Away to approach this is through modularization over existing elec-
trode locations. Designing high-density electrode patches will ensure that areas of the
scalp that do not need to be measured can be left out, as in the case of a brain injury. An
interlocked grid pattern allows us to fasten different portions of the cap quickly, and
these modules can be pre-loaded with high viscosity electrode gels. Moreover, our
research has shown that using hierarchical referencing techniques within these elec-
trode modules [12] enables low power active circuitry at the electrode site (Fig. 4).

Fig. 3. Traditional EEG gel based EEG methods do not work satisfactorily with different hair
types (left). Modification of hair structure can provide reliable methods of obtaining stable EEG
measurements.
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3.2 Algorithm and Neuroscientific Development

We have thus far highlighted the most relevant obstacles that stands in the way of
instrumenting a high-density EEG measurement device. The device by itself is limited
in its use without the accompanying algorithms that process the data obtained from the
EEG sensors, using validation from neuroscientific studies.

Design of Detection Algorithms with HD-EEG. Traditional EEG and MEG imaging
systems use a combination of algorithms to analyze data. It is often useful to project
data in brain space (instead of sensor space) by use of one of many “source local-
ization” or imaging algorithms. Use of “surface Laplacian,” a spatial filter that
approximately projects scalp signal on to the dura has been shown to be useful [7].
However, the precision of these techniques is limited, particularly for lower density
systems.

Our Approach: For high-density EEG, our simulation-based results [1] demonstrate
that increasing sensor count will increase resolution and narrow the region of uncer-
tainty, i.e., the width of the point-spread-function in reconstructing a single dipole [2].
It is plausible that to best exploit the information provided by HD-EEG, novel algo-
rithms would be needed, and this warrants further study.

Neuroscientific Validation of HD-EEG. Traditionally, EEG has been used for low-
spatial precision measures such as event-related potentials (ERPs), frequency-domain
power (e.g., power in alpha, beta, gamma, delta bands and their ratios), coherence
measures, steady-state visually evoked potentials (SSVEPs), etc. While source-
localization and imaging techniques have been around for many decades, only recently
have they been adopted in practice, and their use continues to be limited. Scientifically
validated research with high-density EEG and ultra high-density EEG are limited
(Fig. 5).

Fig. 4. Hierarchical referencing for HD-EEG electrode arrays: modularization of EEG electrode
arrays enables the use of hierarchical referencing [9]. The method decreases the length of wires
routing from the electrode to the back-end circuit, thereby increasing the signal-to-noise ratio of
the measurement.
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Our Approach: Our recent work [3] has established that HD-EEG, with sub-cm
spacing of electrodes, offers higher spatial resolution than existing systems, super-
seding even those with 128 or 256 electrodes in 10–20 arrangement. Our simulations
also reveal that HD-EEG’s localization accuracy will increase with greater electrode
counts. Further experimental validation is needed to quantify limits of HD-EEG in
practice.

Clinical Adaptation of HD-EEG in Hospitals. Although research studies have used
higher densities (72–128 electrodes), there are few validated studies for the clinical use
of HD-EEG.

Our Approach: Our aim here is to identify disorders that can benefit from higher
spatiotemporal resolution monitoring. Disorders such as epilepsy, migraine, stroke,
subarachnoid hemorrhage, and traumatic brain injury, can benefit from such moni-
toring. For example, for epilepsy, improved source localization, detect multiple seizure
foci, or even improved depth inference, can alter treatment approaches [13]. For other
disorders as mentioned above, detecting wave of Cortical Spreading Depolarizations
(CSDs) can help understand the severity of the disorder, and also help manage and treat
it [8]. CSDs are narrow waves of neural silencing that spread slowly on the cortical
surface, and only recently was it shown that they can be detected using low-density
EEGs, although the reliability of this detection was low [14], especially for narrower
waves. In a recent study, our team demonstrated through rigorous simulations that even
narrower CSDs can be detected reliably using HD-EEGs by stitching together data
across time and space [15]. We expect other such biomarkers to be discovered in near
future where HD-EEG is applicable, which can lead to novel HD-EEG designs and
solutions for diagnoses and treatments.

Fig. 5. High-density EEG improves classification of high spatial resolution images beyond
different configurations of Nyquist rate spatial sampling [3]. Here, SND denotes Super Nyquist
Density implying a higher density of electrodes when compared to Nyquist Density (ND).
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3.3 Scalability and Accessibility

A successful technology platform needs to be scalable to be useful to society. One of
the most attractive features of HD-EEG is that it can be made low-cost and portable.
Miniaturization of electronics has made scalability complex, but not impossible.

Design of a Wireless HD-EEG Device. Traditional EEG devices attach long shielded
lead wires to each scalp electrode, and the wire bundle extends back to instrumentation
with amplifiers and analog-to-digital converters (ADCs). Some newer EEG systems
utilize small pre-amplifier circuits on top of each electrode to boost the EEG signals
before sending them through the wires, reducing the effects of noise [16]. But all of
these systems require the subject to be tethered to the measurement system, and restrict
movement.

Our Approach: We are developing a wearable EEG system with wireless data transfer
capabilities. Wearability requires miniaturized electrodes, amplifier and ADC circuitry,
wireless radio, power, and packaging, while maintaining costs that are competitive with
existing EEG systems. We are using off-the-shelf amplifier, ADC chips, off-the-shelf
wireless radios, and utilizing our group’s experience in ultra-small circuit boards and
assembly techniques to make the overall EEG system lightweight, wearable, and cost-
competitive.

FDA Device Classification. Although the HD-EEG portable platform is non-invasive,
it can be used to diagnose significant brain illnesses, and introduces an element of
criticality to its device classification.

Our Approach: Because it is non-invasive, it will likely be a Class II device according
to the US FDA. Our initial discussions with regulatory consultants regarding this
device suggest that it may qualify for a 510(k) clearance, i.e., it is substantially
equivalent to a similar legally marketed device. However, it remains to be understood
what clinical trials may be necessary.

4 Discussion and Conclusions

The development of a new medical technology is exciting because of the potential it
has to improve the quality of life to the people who use it. Electroencephalography
(EEG) is a classical and well accepted modality used for brain imaging. For example, in
the case of epilepsy, which affects 1 in 17 people in developing countries [17], EEG is
one of the three pillars that guide its treatment (along with structural MRI and patient
semiology). Our research has shown that traditional EEG is limited in its scope because
only 10–40 electrodes are regularly used in clinics. Increasing the spatial resolution to
about 500+ electrodes, while utilizing the high temporal resolution of EEG is the
reason to advance to High Density EEG (HD-EEG).

HD-EEG is a non-invasive, low-cost and portable imaging technology that can be
used globally to diagnose disorders such as epilepsy, stroke and traumatic brain dis-
orders. These conditions often go unnoticed early on due to lack of resources, only to
become more severe later. Other imaging techniques such as (functional) Magnetic
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Resonance Imaging (fMRI), Magnetoencephalography (MEG) are very equipment
intensive and expensive and are not easily accessible to a large section of world
population. HD-EEG can be made portable and inexpensive because the accompanying
electronics is a well-matured field, and has been applied judiciously in several
biomedical devices such as pacemakers and fitness monitors. Scaling a 40 electrode
system to a 500+ one, while maintaining the same surface area (i.e., the human scalp) is
a challenge we are addressing through both engineering and algorithmic improvements.
This paper highlighted a few pertinent points of interest that arise when designing a
HD-EEG system. We described factors in electrode and gel design - which included
issues such as having a portable HD-EEG device work with different types of hair
without bridging. We also emphasized a critical need for simultaneous development of
algorithms and neuroscientific verification to process the data that is acquired.

The study of EEG measurements for diagnostics is embedded in clinical training all
around the world. Subsequently, HD-EEG is conducive to massive adoption as com-
pared to other modalities because of familiarity, training, immense historical knowl-
edge and data, while delivering resolutions comparable to or even superseding
competing modalities. Development of HD-EEG is an immense interdisciplinary effort
by engineers, clinicians and neuroscientists. The challenges outlined in this article are
not fundamentally insurmountable, and ongoing research continues to make significant
strides in overcoming them to achieve unparalleled efficiency for low-cost imaging
platforms.
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Abstract. Telemedicine is developing at high speed. In this context, patient’s
privacy and security is of great importance. Therefore any physiological signal,
needs to be encrypted before their transmission over any channel. In this paper,
we have developed an encryption system using chaotic synchronization to
encrypt and decrypt information. The system was used for secure transmission
of electrocardiograms signals as example.
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1 Introduction

E-medicine uses information technologies to deliver health services. Its goal is to widen
the access to medical services. As communication costs are growing cheap, e-medicine
is becoming widely affordable (Moore 2002). Recently, advances in telecommunica-
tions networks have led to many successful e-medicine experiences around the world.
Kontaxakis et al. (2000) developed an e-medicine workstation to acquire process and
transmit ultrasonic images while Sachpazidis and Hohlfeld (2005) proposed a com-
munication system for medical applications. The vast indian subcontinent has wit-
nessed telemedicine success stories (Ayyaga et al. 2003; Pal et al. 2005; Deodhar
2001). Remote monitoring of patients is more and more common due either to an aging
patient population, long distances to cover to find well equipped health centers or the
need to decrease healthcare costs. These informations often transit through public
channels with risk of being hijacked, intercepted, etc. This makes the need for
encryption or other protection techniques crucial. Unfortunately, the works mentioned
above and others in the field of telemedicine have not addressed the concern over
protection of patient health information. We intend to do it in this paper.

Electrocardiograms (ECG) have a dual nature in the fact that they are used for both
medical and identification purposes (Sufi et al. 2011; Almehmadi and Chatterjee 2015).
A literature review on ECG encryption reveals methods including permutation
encoding, wavelet anonymization, and noise-based obfuscation, just to name a few.
Chaos-based encryption has an advantage over the other schemes because it is appli-
cable to continuous signals, possesses a highly unpredictable nature, is sensitive to
initial conditions and other key parameters.
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To the best of our knowledge, secured ECG signal transmission with chaotic
oscillators of different natures at emission and reception ends has not been studied. In
this paper, we bridge this gap. Firstly, we develop an active control based strategy to
synchronize a Colpitts and a Hartley oscillator. Secondly, we carry out encryption of
ECG signal by the Colpitts oscillator, send it through the channel and decrypt it using
the Hartley oscillator. The block diagram of the proposed system is given in Fig. 1.

1.1 Presentation of the Encryption System

The encryption/Decryption system is made of the ECG source, two chaotic generators
and a transmission system (line). The signal from the ECG source is multiplied by the
output of chaotic generator 1, modulated then transmitted. At the reception end, the
output of chaotic generator 2 which is synchronized with chaotic generator 1 is used to
decrypt the signal by simple division of received signal after it has undergone detec-
tion. The different elements of the system are described below.

1.2 Chaotic Oscillators

In this work, we use two different chaotic oscillators, namely, Colpitts (generator 1) and
Hartley (generator 2) oscillators. These are drawn in Figs. 2 and 3 below.

KE Transmission               KD

Synchronization

Encrypted 
Signal

ECG

Decrypted 
Signal

Chaos 
generator1

Chaos 
generator2

Fig. 1. ECG secured transmission system

Fig. 2. Hartley oscillator
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1.3 Oscillators Dynamics

Applying Kirchoff voltage law to the circuit in Fig. 2 and changing variables, we
obtain dimensionless equations:

_x1 ¼ y1 � z1 � ax1;
_y1 ¼ q� x1 � by1 � F z1ð Þ;
_z1 ¼ dx1 � ez1 þF� z1ð Þ:

8
<

:
ð1Þ

with

F z1ð Þ ¼ � 1
VTH

hþm� z1ð Þ; z1 � lamda
s; z1\lamda

�

and F� z1ð Þ ¼ 0; z1 � lamda
f gþ a1z1ð Þ; z1\lamda

�

Then, when we apply the Kirchhoff voltage law to the circuit in Fig. 3 and carry out
a change of variables, we obtain the following:

_x ¼ y� a2# zð Þ;
_y ¼ c� x� z� b1y;
_z ¼ e y� d1ð Þ:

8
<

:
ð2Þ

where

# zð Þ ¼ � 1þ zð Þ z\� 1;
0 z� � 1:

�

Solving (1) and (2) numerically using 4th order Runge-Kutta, yields the dynamics
of the oscillators. The phase portraits obtained are shown in Figs. 4 and 5.
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Fig. 3. Colpitts oscillator
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Fig. 4. (a) 2D phase portrait for Hartley oscillator. (b) 3D phase portrait for Hartley oscillator.
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The phase portraits of Figs. 4 and 5 are strange attractors and indicate the possi-
bility of chaotic behavior. A common method to confirm chaotic dynamics is to
compute Maximum Lyapunov Exponent (MLE). The dynamics of MLE below (Figs. 6
and 7) confirm the chaotic nature of the oscillators.

2 Synchronization

Simply put, synchronizing the two oscillators is making sure that their output have the
same values with time. Ideally, the difference should be zero. But practically, a “very
small” error is enough. The first oscillator is the drive, while the second is the response.
The controller U is the system that ensures the synchronization while the synchro-
nization error is e.
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Fig. 6. Dynamics of Lyapunov exponents for Hartley oscillator

Fig. 7. Dynamics of Lyapunov exponents for Colpitts oscillator
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For the drive system:
_x ¼ y� a2# zð Þ;
_y ¼ c� x� z� b1y;
_z ¼ e y� d1ð Þ:

8
<

:
ð3Þ

And the response system:
_x1 ¼ y1 � z1 � ax1 þU1 tð Þ;
_y1 ¼ q� x1 � by1 � F z1ð ÞþU2 tð Þ;
_z1 ¼ dx1 � ez1 þF� z1ð ÞþU3 tð Þ:

8
<

:
ð4Þ

U(t) = [U1(t), U2(t), U3(t)]
T being the controller.

The synchronization error is: e1 ¼ x1 � x; e2 ¼ y1 � y; e3 ¼ z1 � z.
Let’s choose the controller described by Eq. (5)

U1 tð Þ ¼ �e2 þ z1 þ ax� a2# zð Þ
U2 tð Þ ¼ �y b1 � bð Þþ e1 � zþF z1ð Þ

U3 tð Þ ¼ �dx1 þ ezþ e y� d1ð ÞþF� z1ð Þ

8
<

:
ð5Þ

Simulations were then carried out based on this controller and the state variables for
drive and response respectively. The error was evaluated and the system was finally
used to encrypt then decrypt the ECG signal, when the computed error converged
towards zero. The following section presents some results yielded by the system.

3 Results and Discussion

In this section we shall present results from the synchronization, encryption and finally
decryption.

3.1 Synchronization

The decrypted signal will be as close to the original one as far as the synchronization is
accurate.
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Figure 8 is a plot of the variable, the error when there is no controller and then the
error when the oscillators are synchronized. We can see the error converging towards
zero in event of synchronization.

3.2 Encrypted and Decrypted Signals

Figures 9 displays a visual example of encrypted, then decrypted signals.

We can see from Fig. 9 that the ECG signals are first encrypted, then decrypted
correctly by the proposed system. Visually, these first results are satisfactory but will
need in future works to be confirmed by some metrics like signal over noise ratio
or/and mean square error.

4 Conclusion

In this work, we have designed and proposed an encryption and decryption system
based on synchronization of chaotic oscillators. This was applied to the secured
transmission of ECG signal. Results yielded by our system are encouraging and we
hope to implement the experimental version in our future works.
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Abstract. Limited access to electricity in rural Africa impedes the
human and economic development in these areas by restricting access to
information. In addition, data collection in this region remains a costly
and time consuming endeavor. However, recent developments in solar
energy and the fast adoption of mobile phones present new opportuni-
ties to reach people living in African villages. In this paper, we present an
innovative solution that combines a relatively inexpensive, solar-powered
movie projection kit with a simple USSD based mobile application to pro-
vide entertainment in villages, while collecting data in a cost effective,
real-time manner. The results from a pilot project in 8 villages where
we deployed this solution highlight the possibility of obtaining detailed
and instantaneous market data for advertisers, whilst simultaneously
entertaining audiences with high quality content. We also discuss addi-
tional possible uses for the solution in other sectors such as health and
education.

Keywords: ICT innovation · USSD · ICTD · M4D
Rural entertainment

1 Introduction

According to the World Bank, more than 82% of the populations living in rural
Sub-Saharan Africa lack access to electricity [1]. While access to electricity is
critical for many basic human activities, such as lighting, refrigeration, operat-
ing equipment, etc., the absence of electricity also impedes another important
human need, namely access to information. This information is today perceived
as crucial to human and economic development, and as having the ability to
increase empowerment in rural areas through greater levels of community con-
nectivity [3].

In spite of this challenge, countries in Sub-Saharan Africa have witnessed
rapid growth in mobile phone subscriptions, which have climbed from a paltry
0.5% of the population in 2000 to 71.3% in 2016 according to data from the
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International Telecommunication Union (ITU). This mass adoption of mobile
phones presents a major opportunity for access to Digital Media. At the same
time, the development of a Digital Media industry in Africa, and in Rwanda in
particular, is constrained by the limited number of distribution outlets. Indeed,
according to the Demographic and Health Survey conducted by the National
Institute of Statistics of Rwanda (NISR) in 2014 and 2015, only 10% of house-
holds in Rwanda owned TV sets. This number is even lower in rural areas, where
only approximately 4% of households owned TV sets [6].

We attempted to address these challenges in two ways. First, we built a video
projection kit that is robust, relatively inexpensive and powered by solar energy.
Second, we developed a mobile application to collect feedback from viewers. This
mobile application used the Unstructured Supplementary Service Data (USSD)
communication technology in order to be accessible by virtually every mobile
phone, including feature phones. In this paper, we present the results of a pilot
study, called the “Village Mobile moVie (VMV)”, that we conducted in 8 villages
in Rwanda. Here, we projected movies using the video kit and collected feedback
from viewers through the mobile application. We discuss the implications of these
results and avenues for future work below.

2 Background

2.1 Media Distribution in Rural Rwanda

Rural Rwanda remains relatively disconnected from the mainstream audiovisual
media distribution channels. For example, the government reported that in 2014
and 2015, only 4% of rural households owned a television set, whereas 52%
owned a radio receiver [6]. This limited adoption of media receivers contributes
to the isolation of rural dwellers as well as impeding the development of a local
Digital Media industry. To address the low rate penetration of television sets,
a small number of entrepreneurial people in rural communities may purchase
television sets that they use as a sort of cinema, where people can watch movies
and shows for a fee. However, the small sizes of the television sets offer poor
viewing conditions to the relatively large audience, who require a big screen.

Other efforts to project movies in rural areas include the annual Rwanda
Film Festival held in July, which uses a large inflatable screen and a professional
projector powered by a diesel generator. Nonetheless, the high cost of the equip-
ment used (around $30, 000 per kit) severely restricts the spread of this type of
initiative in the country. Therefore, there is a need for a projection kit that is
relatively inexpensive in order for it to be affordable to entrepreneurs in villages.

2.2 Unstructured Supplementary Service Data

Unstructured Supplementary Service Data (USSD) is a GSM communication
method that enables fast exchange of text between a mobile phone and an appli-
cation on the network. Unlike the Short Message Service (SMS), USSD is a
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session-oriented service that provides “minimal delay between the sending and
receiving of queries” [9]. These characteristics allow the creation of menu-based,
interactive applications that can enrich the user’s experience.

Perrier et al. argue that USSD is a better suited method for data collection
in regards to ICTD [7]. Like voice and SMS, USSD is a universal service and is
accessible from any phone as it is part of the GSM specifications. Data collec-
tion through SMS presents a number of constraints such as the requirement to
send text in a specific format in order for it to be understood by an SMS appli-
cation. This creates a need for external systems, such as paper-based systems,
that support the creation of well-formatted SMS messages [10]). However, USSD
improves the user’s experience during data collection in a number of key ways.
Firstly, it provides forms that guide the user. In addition, it removes the need
for multiple messages when providing multiple answers. Finally, USSD allows
for the immediate validation of data during the collection process.

These advantages have made USSD an effective platform for building mobile
applications that can reach virtually every mobile phone user. They have also
enabled it to be used in a number of different domains such as the health sector
[5], mobile money services [4], and even in mobile crowdsourcing where workers
are paid for completing tasks [2].

3 The VMV Projection Kit and USSD App

The setting of this study was 8 villages spread across three rural districts in
Rwanda. The low electricity penetration and relatively high ownership of mobile
phones (mostly feature phones) informed the requirements for the design of our
system. Our proposed system combined a relatively inexpensive video projection
kit with a USSD application for data collection (Fig. 3).

3.1 Movie Projection Kit

A key specification of the movie projection kit was its suitability for use in
rural areas. To achieve this, we aimed to build a system that would (1) rely
on solar energy for power; (2) be robust, small in size, and transportable; (3)
be easy to assemble, without requiring significant training; and (4) be relatively
inexpensive, with a total cost of $1, 000 or less for all required hardware. We used
an iterative design method, building prototypes, testing them and thereafter
making changes.

The first prototype of the projection kit used solar energy and batteries
that could support 2 to 3 h of operation (Fig. 1a). The entire system, including
the solar panel and battery, one speaker with built-in amplifier, and a large
custom-made screen met our initial target cost of $1, 000, could fit in a standard
travel bag and weighed approximately 35 Kg (Fig. 1b). However, this prototype
was complex to build since we had to connect, and in some cases solder, all
the components together. Hence, a significant amount of specialized labor was
required to assemble the system, resulting in the prototype being neither robust
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nor easy to set up. Moreover, the power of the single speaker was not enough
for outside projections with a large audience.

(a) First kit prototype
(b) First prototype being transported

Fig. 1. First prototype of the projection kit

To build a more robust and easy to assemble system, we decided to use off-
the-shelf components, particularly in terms of the solar energy equipment. Thus,
our second prototype included a “pico” portable projector, two 800 W speakers,
a complete solar power unit with solar panels and a battery, a microphone, and a
custom made portable screen (7 m by 3 m) for a total cost of about $2, 000. The
battery could provide up to 3 h of continuous projection and could be charged in
a day by the solar panels. Though this prototype went beyond our cost require-
ment, it was nonetheless more robust and required less effort to assemble.

3.2 USSD Application

We built a USSD application for data collection, choosing to use USSD over SMS
for two main reasons. Firstly, USSD allowed us to keep the overall cost lower
for our viewers as, unlike SMS, USSD sessions are free for users. Secondly, it
allowed us to reduce incorrect and invalid data by using the interactive forms that
USSD provides. This application also meant that viewers were not required to
remember the short codes to dial as these were projected on the screen with the
adverts. Additionally, prepaid customers of telecommunication providers were
able to load airtime and check their available balance through USSD. Crucially,
since more than 98% of the Rwandan mobile service subscribers are prepaid
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customers [8], the vast majority of mobile phone users are familiar with using
USSD applications.

Finally, our USSD application allowed the person in charge of a projection to
register viewers by collecting the viewers’ location (village name), age, gender,
phone number and the household size. These data points allowed us to obtain
basic demographics regarding our audience. We could then share this information
with advertisers to give them a clearer understanding about their customers.

4 Movie Projection and USSD App Deployment

In March 2015, we projected movies in 8 villages in Rwanda, spread across three
districts. We had initially planned to target 9 villages, however we had to cancel
a show in one village due to heavy rains and a lack of access to an indoor facility.
Similarly, we faced various other issues that impeded our data collection in two
more villages. Therefore, we present the data obtained from the projections in
six villages.

We selected these villages based on the presence of a market that attracts
people from nearby villages. Indeed, we set our projection dates to coincide
with market days so as to attract the maximum number of viewers. The movie
projections were completed using our projection kit. We also built our own USSD
application for data collection.

Fig. 2. Number of tickets sold vs estimated
audience

We projected the movies in the
evenings as our projector performed
poorly in the daylight. During the
day, our operatives visited the mar-
kets informing people of the upcom-
ing movie projection. To pay the wages
of the operatives, we charged RWF100
per ticket (about $0.12). However,
since the projections were made in
open areas, many more people watched
the movies than had initially bought
the tickets (see Fig. 2).

Prior to starting the movie projection, we asked the viewers to use our app
to signal their presence in the audience. We projected the code they could dial
(e.g., ∗868∗1#) to achieve this. This enabled us to know the approximate num-
ber of viewers who had access to a mobile phone, allowing us to compute the
effectiveness of our data collection method. During the movie projection, we had
a number of advert breaks, similar to a number of local TV stations. However,
we limited the number of advert breaks to three in order to minimize interrup-
tions. At the end of each advert, we asked questions which were projected on
the screen regarding the viewers’ feelings towards the advert and/or product
advertised. For example, we projected messages such as: dial ∗868∗1∗1# if you
liked this advert or if you would buy this product. If you do not like this advert or
product, dial ∗868∗1∗2#. The first part of the code (868) represented our USSD
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short code. The second part of the code identified the number of the question
being asked. For example, 1 was used to indicate the first question, whereas 2
indicated the second question. The third and last part of the code identified the
answer of the viewer. For example, 1 was used by the viewer to indicate approval
of the advert or product. Those answers were sent via the cellular network to
our server, where they could be monitored and analyzed in real-time using a
web application (see Fig. 3). To encourage people to respond with their mobile
phones, we informed them that there would be a random drawing of phone num-
bers that had responded to questions. The owners of these phones could then
win various prizes including vouchers for phone airtime, various products from
advertisers, local food and drinks.

Fig. 3. System design, with video projection and USSD app

Figure 4 shows the average number of responses by projection to the question
relating to audience presence and the three advert questions. This figure shows
that the number of people answering questions gradually reduces over time. We
posit that this may be due to a fatigue in answering questions. This reduction
in the number of answers could also indicate a decrease in the number of people
present, as we noticed that a number of women would leave the site early to
go attend to house chores. However, we believe further research would need
to be conducted in order to determine the ideal number of adverts. On one
hand, possible viewer fatigue may reduce the optimum advertisement number,
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on the other hand, it is likely that advertisers would like to ask viewers as many
questions as possible.

Fig. 4. Average number of answers per
questions

Our system also enabled us to con-
duct simple experiments with adverts
to determine which was best received
by the audience. For example, one
company had created two adverts for
the same product and wanted to test
their popularity with a real audience.
We projected both adverts and asked
the audience to text the number of
their preferred advert. Figure 5 shows
the result of this test.

The data analysis shows that, in
general, the audience was more receptive of the second advert (Pub 2) than
of the first advert (Pub 1). Women were more receptive than men; people aged
1–20 and 31–40 were less receptive; and people from smaller households (less
than 9 people) were more receptive. More in-depth analysis could be obtained
by combining our collected data with public economic and social data from the
census for those particular villages, emphasizing the effectiveness and efficiency
of our system.

Fig. 5. Experimenting with two adverts

5 Discussion

In this paper, we have demonstrated how we can offer entertainment in remote
parts of a developing country and collect data by using simple, low-cost technolo-
gies. We described how we built a robust and relatively inexpensive movie pro-
jection kit using off-the-shelf equipment. More importantly, we have highlighted
how the use of solar energy to power the projection kit increased usability in
remote Rwandan locations that do not have access to electricity. Additionally,
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we have described how we created a custom-built application for data collection.
The application used the Unstructured Supplementary Service Data (USSD)
technology, making it accessible to virtually every mobile phone.

By using simple code displayed on the projection screen, our USSD applica-
tion enabled the viewers to provide feedback to advertisers in an easy and speedy
manner at a minimal cost. Therefore, the design of the USSD app enabled vir-
tually any viewer with a mobile phone to provide quick feedback to advertisers
allowing the latter to obtain an almost instantaneous picture of their target
market’s feelings towards their products.

The simplicity of the USSD app design makes it portable to other media
as well. For example, advertisers could display similar short code on their TV
ads, billboards and posters to receive real-time market insight regarding their
products.

Additionally, the projection kit together with the USSD application provide
a powerful method for reaching people who are otherwise outside the domain of
mainstream audiovisual media. For example, it may be possible for governmental
or non-governmental organizations to use the projection kit to educate people
on relevant local issues, such as best practices in the health, or new agricultural
techniques. After the training through video projection, the organizing entity
could then ask questions to the audience and collect answers through the USSD
app. In this way, the organization can get real-time feedback on the effectiveness
of their training material.

6 Challenges and Conclusion

During the implementation of this project, we met with a number of challenges
that we discuss below:

– Obtaining locally-made films:
In order to make our viewers relate more with the movies projected and watch
them longer, we sought locally-made movies. Indeed, our project showed the
average number of responses to advert questions sent through the USSD
application remained constant when locally-made movies were projected, but
reduced when other foreign movies were projected. For this study, we secured
two movies: a locally-made and a foreign-made movie that was translated into
the local language. When the local movie was projected, the average number
of responses to the last advert question was 61.6% of the responses to the
presence question. This number dropped to only 35.8% when we projected
the foreign movie, indicating that more people stayed longer to watch the
locally-made movie and they remained engaged throughout the projection.

However, we faced significant challenges when trying to procure locally-made
movies as the Rwanda’s movie industry is still in its infancy and the cost of
films still prohibitive. With a large scale deployment of the movie kits across
many villages, we could help foster the movie industry by providing a bigger
audience. This would help bring down the movie cost.
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– Working with mobile service providers:
To implement the USSD application, we had to work with mobile service
providers to leverage their network infrastructure. Partnering with these com-
panies proved difficult as this study did not have the ability to generate signif-
icant revenue for them. Despite the fact that only one of the three telecommu-
nication service providers agreed to work with us, it still took approximately
five months to connect our application to their network. Fortunately, this
provider was the dominant market player with more than 50% of mobile sub-
scribers at the time. The other two companies did not officially refuse us the
connection, but had pricing terms that were out of our budget.

– Finding suitable rooms for projection:
Though we built our projection kit for the outdoor environment, sometimes
strong weather conditions, such as rains and powerful winds required that
we conduct our movie projection indoors. However, this proved difficult in a
number of villages where there was not a room large enough to host all the
viewers. Thus, we were at times forced to cancel some projections.

– Local authorities were sometimes not supportive:
We learned from experience how important it was to contact local authorities
in advance in order to explain the benefit of the project for their communities
and obtain their buy-in.

Despite these challenges, this project was successful and demonstrated that a
low-cost video projection kit, powered by solar energy, can be an effective media
distribution channel. If distributed across thousands of villages and combined
with an easy to use and simple mobile data collection application, this solution
could revolutionize data collection and analysis in rural areas for advertisers in
Africa.

Compared with traditional surveys that are costly, labor intensive, and time
consuming, our solution offers an effective and more efficient approach to data
collection with the following two main advantages:

– During in-person surveys, interviewees are sometimes influenced by the inter-
viewer. By using our USSD application, this potential bias is removed as the
user directly provides answers through their mobile phone, without revealing
them to an interviewer.

– The answers are collected in real-time and can be analyzed automatically for
quick information provision to the advertisers.

Our USSD application is more effective at collecting answers for closed-ended
questions that give respondents a fixed set of options to choose from. Closed-
ended response choices can be simple yes/no options, multiple choice options
and rating scales options.

Finally, as the projection kit was to be used only in the evening on market
days, the concept was to have the projection kit managed by the village school
allowing them to use it to project educational videos during class time, thereby
enabling the use of multimedia educational content in rural classrooms.
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Abstract. This paper focuses on the assessment of wind energy potential in the
three climatic zones of Chad: the Saharan (north), the Sahel (center) and the
Sudan (south) zones. For each zone, three representative meteorological loca-
tions were chosen and assessed based on satellite data provided by NASA. The
data comes from MERRA (Modern-Era Retrospective Analysis for Research
and Applications) and covers the period 2005–2014. The wind speed frequency
distribution of locations was found by using Weibull distribution function. From
this statistical data analysis, we found that the wind regime is different in the
three regions. It is higher in the Saharan region (with annual mean wind speed of
5.78 m/s) followed by the Sahel (4.32 m/s) and Sudanian (3.7 m/s) regions.
There are two distinct seasons in Chad: the dry and the rainy seasons with
varying periods, with respect to the regions (2 months of rain in the Saharan
zone vs 7 months in the Sudanian zone). For all regions the mean wind speed is
higher in the dry season. Diurnal variations of mean wind speed show two
regimes characterized respectively by high values in the early morning and the
night and low values during the day. The corresponding power density was 193
w/m2, 76.15 w/m2 and 29.0 w/m2, resp. for the Saharan, Sahelian and Sudanian
regions. The wind regimes are globally stable with dominant directions North-
East (for Saharan region), East (Sahelian), South-Southwest (Sudanian).

Keywords: Wind energy � Wind potential � Chad climatic zones
Weibull � Power density � Turbulence index

1 Introduction

Chad’s ability to achieve increased energy access and poverty reduction is constrained by
significant challenges in the power sector. It currently only has about 125 MWof installed
generation capacity to serve a population of 14.5 million people. As a result, Chad’s
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government is working to expand its electricity supply and encourage investment in the
energy sector to stimulate the economy. Chad is endowed with the tenth-largest oil
reserves inAfrica, aswell aswind and solar resource potential. Themajority of its existing
capacity comes from diesel and HFO generation [1]. Usage of fossil energy resources can
create new problems environment and natural resources (NR). In addition, high oil prices
and the growing depletion of existing sources, will require new and renewable energy
sources to replace fossil energy. One of new and renewable energy resources is wind
energy. Wind is a solar energy formation which occurs when the sun heats the air and
causing air to rise and form a vacuum, then vacuum down to the cooler air form the wind.
Wind occurs because of uneven heating by the sun. Experts estimate that the energy of
sunlight received by the earthmay be converted intowind kinetic energy of nearly 2% [2].
So, wind energy appears as a clean and good solution to cope with 11 a great part of this
energy demand [3]. Meanwhile exploitation of Wind energy need precious evaluation of
potential in the desired location. This means to have good database for minimal one entire
year with a good time resolution. Recently, many researchers [4–10] have studied the
wind energy resources in the sites all over the world. Government of Chad strategy
involved the use of Renewable energy for rural electrification and income activities. So,
the contribution of this paper is to evaluate the wind power potential in the three climatic
zones of Chad: Sudanian, Sahelian and Saharan zones to undertake it, the paper is
arranged in three sections; in Sect. 2, we present the material (data) and mathematical
models of the underlying theory and statistically analyze the data set. Section 3 is dedi-
cated to discussing the results of our findings and we end with a conclusion in Sect. 4.

2 Material and Method

2.1 Description of the Sites and Used Data

Chad is located between the 7th and 24th degrees North and the 13th and 24th degrees
East. It is divided into three (3) major bioclimatic zones, namely the Saharan, Sahelian
and Sudanian zones.

The Saharan zone covers an area of 600’350 km2 or 48% of the land area. Its
climate ranges from isohyets 0–200 mm and is characterized by low annual rainfall
(less than 200 mm).

The Sahelian zone covers an area of 490’570 km2. It extends between isohyets 200
to 600 mm.

The Sudanian region, is the wettest part of the country and is characterized by a
rainfall of 600 to 1200 mm.

For our study we selected nine (9) cities; three (3) in each climatic zone. The
geographical positions of these cities are shown in Table 1 below.

Due to the lack of data from meteorological stations during period and with good
time resolution, we use the MERRA (Modern-Era Retrospective Analysis for Research
and Applications) satellite data from NASA. Data have tested and validate using field
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truth. Data have been sampled hourly that includes wind speed, relative humidity,
pressure, and temperature and wind directions. It covers the period 2005 to 2014 that is
ten year, with 87648 records for each site. Data are available at 10 m of altitude above
Sea level.

The duration of the rainy season in Chad decreases from South to North. There are
seven (7) months of rainfall in the Sudanian zone, around 4–6 months in the Sahelian
zone and 0–2 months in the Saharan area.

2.2 Approach and Theoretical Models

The estimation of the wind potential is based essentially on the determination of the
mean wind speed, the power density, the turbulence index, the shear coefficient,
allowing the extrapolation of the wind speed at altitude, as well as the determination of
the wind rose to indicate the dominant wind direction.

As part of this paper, the average of these parameters was determined for each year,
each month and for each season. This work was done for each of the three regions of
Chad. The analysis of the influence of the hourly variation of these parameters on the
quality of the potential was also carried out. The model to calculate the last parameters
is given the following seven equations.

2.2.1 Mean Wind Speed
In the present study, the wind speeds data measured every hour for ten years in each
site were used to calculate the wind potential. The annual, monthly and seasonal mean
wind speed values were calculated by using Eq. (1), [11].

vm ¼ 1
n
�
Xn
i¼1

vi ð1Þ

Where n is the observation number and vi is the wind speed in time stage i.

Table 1. Geographical position of the selected sites

Zones Cities Latitude Longitude Altitude (m)

Saharan Bardaï 21.3544 17.001 1088
Fada 17.1667 21.55 588
Faya 18 19.1667 235

Sahelian Abéché 13.85 20.85 628
Bol 13.4667 14.7167 281
Ndjamena 12.1333 15.0335 296

Soudanian Moundou 8.5667 16.0853 423
Pala 9.3667 14.9667 460
Sarh 9.1333 18.3833 363
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2.2.2 Weibull Distribution
Weibull distribution has been commonly used in literature to express the wind speed
distribution and to estimate the wind power density. The Weibull distribution is a good
match with the experimental data. The probability density function of Weibull is given
by Eq. (2) [16]. In the case of this study the Weibull distribution was determined and
for every year, month and season. The Weill parameter (C and K) was calculated.

f vð Þ ¼ K
C
� v

C

� �K�1
exp � v

C

� �K
� �

ð2Þ

Where C and K are respectively the scale and the shape parameters of Weibull,
which can be determined by using the Maximum likelihood method Eqs. (3) and (4)
[17].

K ¼
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0
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1
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0
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1
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0
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1
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ð3Þ
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i¼1

vKi

n

0
BB@

1
CCA

1
K
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Smaller k values correspond to more variable (more gusty) winds and the higher A
values correspond to a good potential.

2.2.3 Wind Power Density
The long-term wind speed distribution f (v) is combined with the available wind power
to give the average wind power density, which can be expressed as follows [18]:

�P ¼ 1
2
� q � C3 � C 1þ 3

K

� �
ð5Þ

Where C(x) is the gamma function of (x) given by:

C xð Þ ¼
Z1

�a

tx�1e�tdt ð6Þ
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2.2.4 Turbulence Index
The turbulence index is defined as the ratio of the standard deviation to the wind-speed
(Eq. 1) [38]. It provides information on the turbulence of the site and can be used to
explain the effects of the tower on the quality of the measured wind-speed data.

In ¼ r
vn

ð7Þ

r: the standard deviation of the wind-speed (m/s)
vm: mean wind-speed (m/s)

3 Results

It was observed that between 01 h am and 05 and 08 pm to -11 Pm, the mean wind
speed quite the highest. The values of mean wind speed become the lowest between
10 am and 03 Pm. This implies that all the nine, the wind potential was higher during
the nighttime compared to the daytime. Notice that the curves of the three sites of the
Sudanian zone are in the bottom, followed by the curves of the Sahelian sites in the
middle and the curves of the Saharaian sites that are at the top of the figures. It should
also be noted that the wind speeds of the Bardaï are similar to the speeds of the sites
located in the Sahelian zone. The mean wind speed collect was also used to calculate
the level of turbulence site by determine the turbulence index given using Eq. 7 this
parameters was determined for the all data, seasonal period and every hour on during
2005 to 2014. Figure 2 illustrates results for the hourly variation of turbulence index. It
can be seen that the curves are decreasing from 01 am to 05 am and then between
04 pm and 12 am. It was the higher between 01 pm and 03 pm. While, the site of
Bardaï has a pseudo periodic variation within the period of the day and the turbulence
index reaches the higher value between 10 am and 11 am. This shows that on the 9
locations, the turbulence index was the lowest during the night time and the highest
during the day-time.

A wind rose diagram is a representation of the frequencies of directions from which
the wind blowing, on a given site and for a given observation period. The wind
direction collected on the sites (every hour, for the period of 10 years) was used to
determine the wind rose on the located site. Results for the all sites are illustrated by
Fig. 1. It can be noted that the sites of Bol, Ndjamena, and Faya-Largeau have North-
Est dominant direction. The dominant direction was Nort-Northwestern for Abéché,
Fada and Bardaï, Est for Moundou, It is Sourth-sourthwertern for Pala and South-
western for the site of Sarh (Fig. 3).
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Fig. 1. Hourly variation of wind speed

Fig. 2. Variations times of turbulence index.
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4 Conclusion

This study has allowed us to have a better understand of the wind potential in Chad. It
has shown that wind speeds on the nine selected sites are more important during the dry
season than during the rainy season. We have also seen that during the 12 months of
the year, there is a favorable month and an unfavorable month for each site. In addition
it was found that the wind speeds are higher during the night than during the day. As
for the wind roses, the most dominant directions oscillate between north and east
during the dry season, and between south and west during the rainy season. However,
we have noticed that the sites of Bardai and Faya-Largeau are not influenced by the rise
of the monsoon; their dominant directions oscillate throughout the year between north
and east. This means they often remain above the ITF (Intertropical Front) and under
the domination of the Harmattan. This informs us on why this Saharan region remains
suffers from scarcity of rain for the entire year. Still, the site of Bardai deserves special
attention. In fact, despite being in the Sahara, its wind speeds are similar to those of the

CBA

FED

IHG

Fig. 3. The wind rose diagrams at an altitude of 10 m over 10 year period; A-Bardaï, B-Fada,
C-Faya, D-Abéché, E- Bol, F-Ndjaména, G-Moundou, H-Pala and I-Sarh
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Sahel zone. As such, this site requires a deep study with data measured on the ground,
to understand its peculiarity vis-à-vis to other sites. Apart from this site, wind speeds
are increasing going from the Sudan zone to the Sahara region. Finally, it is to be noted
that the site of Faya-Largeau is windier than all the other sites, with an average speed of
5.78 m/s at altitude 10 m, a scale factor (C) of 6.5 m/s, and a form factor (K) 2.62.
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Abstract. A gender-differentiated data collection approach is an essential step
toward understanding gendered perspectives in climate change research. Inno-
vative institutions like group-based approaches provide opportunities to improve
socio-economic, political or environmental situations with positive outcomes in
the midst of climate change. However, little is known on the potential of gender-
differentiated group-based approaches in the context of improving men’s and
women’s welfare outcomes under climate risk. The study shows that husbands
and wives associate in different groups, hence acquire different gendered ben-
efits. Econometric analysis shows that participation in group-based approaches
is influenced by both gender-specific factors such as level of education, per-
ception of climate change and institutional factors, which in turn influence
welfare outcomes of participating in social groups. In the wake of climate
change, innovative institutions present important pathways to strengthen the
ability of men and women to manage risks and improve their welfare. Hence,
there is a need for enabling policies that nurture social capital and group-based
approaches at the local level.

Keywords: Gender-differentiated group-based approaches
Intra-household analysis � Welfare outcomes � Climate change
Kenya

1 Introduction

Climate change is a global challenge that threatens livelihoods and undermines efforts
for overcoming hunger, poverty reduction, gender equality, and environmental sus-
tainability. Sub-Saharan Africa (SSA) is extremely susceptible to adverse impacts from
climate change and variability, attributable to low adaptive capacity, low investment in
infrastructure, low levels of physical and human capital, high rates of poverty, over-
reliance on rain-fed agriculture and lack of a coherent climate policy (IPCC 2014;
African Union 2014). However, climate change may also present an economic
opportunity for Africa that can be exploited through institutional and technological
innovations. In this paper, we argue that in the wake of climate change, social capital
created through group-based approaches (GBA) and community-based organizations
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present important pathways to strengthen the ability of men and women to manage
risks under climate change. Ngigi (2017) shows that social groups often divert from
their main mandate to address challenges of climate change and risks through sharing
of adaptation information and options and facilitating non-traditional livelihoods that
build assets and abilities especially for women.

An institutional innovation is a process of changing norms or generating social
change in order to improve a challenging situation like climate change with a positive
welfare outcome. Group-based approaches consist of participation in social and
political groups that create risk awareness and offer risk managing strategies. Group-
based approaches imply a forum for people or communities to participate in decision-
making processes in a collective ruling for solutions to difficulties, risks, and shocks
facing them (Ngigi 2017). Recent studies suggest that borrowing through group-based
approaches is crucial for tackling shocks such as health shocks and market shocks and
enhancing food security for the households (Ngigi 2017; Bonfrer and Gustafsson-
Wright 2016). Social capital is a valuable post-shock recovery tool that empowers
households to rebuild assets (Mawejje and Holden 2014), builds resilience of rural
communities or individuals against extreme events (Bernier and Meinzen-Dick 2014;
IFAD 2016) and fosters adaptation to climate change (Ngigi et al. 2017). Hence, social
capital promotes economic development, poverty reduction and rural transformation
even in the face of accelerating climate change.

In spite of vast literature on social capital, there has been little attention to gender-
differentiated roles regarding group-based approaches in the context of improving
men’s and women’s welfare outcomes even in the wake of challenges like climate
change. There is inadequate quantitative and qualitative information about the actual
benefits individuals derive from gender-differentiated groups and about the determi-
nants of such benefits. There is even less information about how group participation or
even how social capital is accumulated and how the derived benefits differ across
gender. A research gap exists on the potential of gender-differentiated group-based
approaches in protecting and accumulating welfare or empowering men and women in
the face of fast-track climate change. Men and women are likely to accumulate different
forms of social capital that would apparently have different impacts on adaptation to
climate change and their well-being. To bridge this knowledge gap, the study examines
determinants for formulation of gender-differentiated group-based approaches and how
they in turn influence adaptation and welfare outcomes for husbands and wives. The
study contributes to the existing literature on the role of social capital in risk man-
agement by applying a gender-disaggregated data set that allows for a more nuanced
gender analysis in order to shed light on intra-household decision-making on partici-
pation in group-based approaches. This paper hence represents a valuable contribution
to the debate concerning strategies for coping and adapting with and benefiting eco-
nomically from climate change.
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2 Data and Sampling Procedure

Data for this study was collected from three agro-ecological zones (AEZs) of rural
Kenya. These include semi-arid regions (Mbeere South and Nakuru districts), sub-
humid regions (Gem and Siaya districts) and humid regions (Mukurweini and Othaya
districts). The study included 75 villages. A mix of qualitative and quantitative data
collection techniques was used. The survey involved individual- and intra-household
level data through interviewing husbands and wives separately. Intra-household
interviews were carried out on parallel time, whereby couples were not allowed to
consult or communicate with each other. Overall, a random sample of 156 pairs of
spouses was interviewed, resulting in 312 respondents in total. Qualitative research
involving gender-disaggregated focus group discussion where seven women focus
groups and eight men focus groups were conducted, resulting in 15 focus group dis-
cussions in total. Narratives from qualitative data were used to supplement quantitative
information as well as to interpret and discuss selected results of the quantitative
analysis.

3 Descriptive Results of Intra-household Analysis

3.1 Intersection of Gender and Group-Based Approaches

Table 1 presents summary statistics of husbands and wives differentiated by group
membership. The cross-tabulation analysis of gender and membership in social groups
shows that husbands and wives who belong to different kinds of social groups have
more access to extension services, farmer field schools, early warning information,
credit facilities and bargaining power than non-group members.

Table 1. Relations between gender, group membership and key variables (mean)

Key variables Wives Husbands Households

Non-group
members

Group
members

Diff. in
mean
(t-test)

Non-group
member

Group
members

Diff. in
mean
(t-test)

Non-group
members

Group
members

Diff. in
mean
(t-test)

Adaptation
crop†

0.71 0.83 −0.12* 0.53 0.76 −0.23** 0.59 0.80 −0.21**

Adaptation
livestock†

0.57 0.51 0.06 0.43 0.56 −0.13 0.48 0.54 −0.06

Adaptation
decision†

0.71 0.86 −0.15* 0.63 0.79 −0.16* 0.66 0.83 −0.17**

Intensity of
adaptation

2.57 2.42 0.15* 1.43 2.48 −1.04** 1.80 2.45 −0.65*

Year of
schooling

4.14 6.39 −2.25* 6.57 8.30 −1.74* 5.80 7.29 −1.49*

Farming
experience

41.29 30.91 10.38** 30.40 32.09 −1.69 33.86 31.46 2.40

Entrepreneurial
experience

0.43 3.16 −2.73* 3.97 2.38 1.59 2.84 2.79 0.05

Credit access† 0.21 0.49 −0.27* 0.30 0.56 −0.26** 0.27 0.52 −0.25**

(continued)
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Wives belonging to social groups have more access to consumer durable assets and
higher entrepreneurial experience than non-group members. Results further show that
social groups improve wives’ access to consumer durable asset through collective
purchase of household appliances, cooking stoves and pots that augment their asset
portfolios. Husbands and wives belonging to social groups are more likely to adjust
crop production system as well as to make a decision to adopt several strategies to
climate change influenced by their roles and responsibilities, social norms, risk per-
ceptions and access to resources as elaborated in Ngigi et al. (2017). Intensity of
adoption of climate-smart technologies was considered as the number of adopted
practices/strategies aggregated at the household level, where groups influence intensity
of adoption of these strategies.

3.2 Formulation and Accumulation of Group-Based Approaches
by Husbands and Wives

Table 2 shows how husbands and wives form and accrue their social capital by being
involved in various group-based activities. The study applied Principal Component
Analysis (PCA) to compute a group-based approaches index that consisted of variables
on trust, reciprocity, group participation and social support. Husbands have a higher
social capital index (0.71) as compared to the wives (0.68), a difference that is sta-
tistically significant at 10% (t-test P value < 0.10). However, a higher percentage of
wives (91%) belong to social groups than husbands (81%). This could be explained by

Table 1. (continued)

Key variables Wives Husbands Households

Non-group
members

Group
members

Diff. in
mean
(t-test)

Non-group
member

Group
members

Diff. in
mean
(t-test)

Non-group
members

Group
members

Diff. in
mean
(t-test)

Information
sources

1.36 1.90 −0.54* 1.60 1.98 −0.38* 1.52 1.94 −0.42*

Information
trust index

0.76 0.70 0.06 0.60 0.66 −0.06* 0.65 0.68 −0.03

Extension
services†

0.14 0.41 −0.27* 0.33 0.57 0.24* 0.27 0.49 0.21**

FFS† 0.29 0.44 −0.15* 0.23 0.21 0.03 0.25 0.33 −0.08

Early warning† 0.07 0.28 −0.21* 0.23 0.42 −0.19* 0.18 0.35 −0.17*

Weather
forecast†

0.71 0.63 0.09 0.60 0.41 0.19* 0.64 0.53 0.11

TLU 3.01 4.61 −1.59 5.91 4.45 1.46* 4.99 4.53 0.45

Consumer
durable assets

0.22 0.29 −0.08* 0.28 0.32 −0.04 0.26 0.30 −0.05*

Agricultural
durable assets

0.47 0.51 −0.04 0.58 0.52 0.06 0.54 0.52 0.03

Bargaining
power†

0.29 0.35 −0.06 0.10 0.26 −0.16* 0.16 0.31 −0.15*

N 14 142 30 126 44 268

Note: Superscripts † present variables in binary format. ***p < 0.01, **p < 0.05, *p < 0.1
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the fact that husbands are more willing to participate in community activities, mostly
belong to community-based organizations (CBOs) hence having wider networks and
political capital than wives. In contrary, wives are more active in women’s groups and
micro finance groups.

Husbands and wives affirm that they are willing to participate in disaster man-
agement activities, contribute both time and labor in group activities as well as are
willing to participate in other group activities. Besides, a higher percentage of wives
than husbands are willing to participate in group-based activities and have received

Table 2. Formulation of group-based approaches for husbands and wives

Proxy of group-based
approaches

Wives
(% Yes)

Husbands
(% Yes)

Difference
in % point

Significance x2

(P-value)
Agreement
(%)

Kappa Significance
Kappa
(P-value)

Group-based
approaches index
(mean)

0.68 0.71 −0.03 †0.060*

Belong to any social
group

91.17 80.81 10.36 0.018**

At least one group is
a mixed-gender
group

48.08 75.64 −27.56 0.000***

Duration of group
membership in years

10.12 11.91 −1.79 †0.285

Number of groups
belonging to (mean)

1.26 1.15 0.11 †0.087*

Willing to participate
in disaster
management

91.67 98.08 −6.41 0.010** 91.03 0.10 0.056*

Willing to contribute
labor

89.10 97.43 −8.33 0.003*** 89.10 0.16 0.005*

Willing to contribute
funds for community
work

78.85 93.59 −14.74 0.000*** 75.00 −0.01 0.536

Involvement in group
activities

90.38 83.33 7.05 0.065* 80.13 0.14 0.034*

Work with others in
community work

35.90 67.31 −31.41 0.000*** 49.36 0.08 0.119

Witnessed sanction 64.10 66.03 −1.93 0.722 62.18 0.17 0.017*

Support from
neighbours

36.54 35.90 0.64 0.906 53.21 −0.01 0.563

Support from friends 29.49 17.31 12.18 0.011** 59.62 −0.10 0.915

Trust neighbours
with your kids

74.36 78.21 −3.85 0.525 64.10 0.01 0.450

Most people in the
community are
trustworthy

46.15 50.00 −3.85 0.497 56.41 0.13 0.054*

N 156 156

Notes: Superscript * presents significance at the 10% level, ** at the 5% level, ***at the 1% level. † indicates t-test
estimates of population-level mean comparisons.
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support from members of social groups in the occurrence of extreme events (Pearson
x2 < 0.001). Further, husbands and wives slightly agree that most people in the com-
munity are trustworthy (56% in agreement) (Kappa P-value < 0.05)1 and they affirm to
have witnessed sanctions to those community members who are not willing to par-
ticipate in group-based approaches and community activities (62% in agreement)
(Kappa P-value < 0.05). The findings suggest that, compared to wives, husbands are
more willing to cooperate in community activities (67% and 36%, respectively)
(Pearson x2 < 0.05).

3.3 Gendered Benefits of Group-Based Approaches Under Climate
Change

Gender-differentiated group-based approaches benefit husbands and wives in different
ways as shown in Table 3. Husbands mainly acquire climate information, adaptation
ideas, and access to farm inputs through social groups. For example, farmers belonging
to social groups are more likely to change crop variety and types, supported by group-
based seed acquisition.

On the other hand, women’s groups often assist women to diversify their sources of
livelihood and managing climate (as well as non-climate) risks. These benefits are often
not the main mandate of groups but diversified to address various challenges arising
from climate change. Women’s groups often help them diversify livelihoods through
innovative pathways such as group-based savings, micro-credit and income generating
activities. Groups also help women build their welfare and assets and manage sudden
events such as illness. Women collectively hire land, use it for production thus
increasing income and food security for the household. They also pull resources and
buy food in bulk and sub-divide among themselves hence reducing cost of food and

Table 3. Gender-differentiated linkages of group-based approaches to risks under climate
change

Benefits acquired through
group-based approaches

Wives
(% Yes)

Husbands
(% Yes)

Difference
in % point

Significance
x2 (P-value)

Access to climate information 22.44 38.46 −16.03 0.002***
Advice on adaptation options 32.05 46.79 −14.74 0.008***
Access to agricultural inputs 32.05 49.36 −17.31 0.002***
Diversify sources of
livelihood

73.72 64.74 8.97 0.086*

Manage risks 80.77 68.59 12.18 0.013**
N 156 156

Notes: Superscript * presents significance at the 10%, ** at the 5%, and ***at the 1% level.

1 The Kappa statistics are often used to examine the significance in inter-rater agreement of two or
more groups.
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promote food and nutritional security. These findings suggest that climate change
presents an opportunity for growth and strengthening of innovative institutions such as
group-based approaches that promote non-tradition livelihoods and foster ability of
men and women to manage risks.

4 Econometric Results

4.1 Empirical Strategy

The study aims to examine contributing factors to gender-differentiated group-based
approaches index for the households and individually for husbands and wives. This
study goes beyond membership and considers several factors that contribute to group-
based approaches besides group membership. Hence, the study applied ordinary least
squares (OLS) to assess factors that influence formation of group-based approaches as
follows

GBAi ¼ Xibþ ei ð1Þ

Where GBAi presents GBA index for household i, husband i, and for wife i, and Xi

is a vector of explanatory variables, including household and individual characteristics,
socioeconomics, climate variables and institutional factors, where beta represents the
coefficients to be estimated. The regression ei refers to unobservable errors.

The study goes beyond participation to examine welfare effects of group-based
approaches towards assets accumulation for households and individually for husbands
and their spouses. GBA index is likely to be endogenous because participation in social
groups faces self-selection or is not likely to be a random participation. (As such the
study adopts a control function approach where first OLS residue of GBA and inverse
Mill’s ratio (Heckman 1979; Wooldridge 2010) are used in the OLS model of welfare
effects of group-based approaches such as

Ai ¼ b1GBAi þXib2 þ ki þ qêi ð2Þ

Where Ai presents asset or asset indices for household i, husband i, and for wife i,
GBAi is the index for group-based approaches, Xi is a vector of explanatory variables,
where betas represent the coefficients. The regression ki corrects for selection bias in
the model and êi yields consistent estimates. We applied assets as a measure of well-
being because different kinds of assets are built up over time and provide a better proxy
for welfare than income or expenditure measures (Johnston and Abreu 2016).

4.2 Factors Affecting Formulation of Group-Based Approaches

The findings show that variables associated with a spouse are likely to influence an
individual decision to participate in group-based approaches. Participation of a wife in
a social group is likely to influence the husband’s participation in group-based
approaches and vice versa. Years of schooling of wives positively influence formu-
lation of GBA index, while this is not the case for formulation of GBA index for the
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husbands or for the households. This suggests that wives with higher education levels
are more knowledgeable on benefits of group-based approaches that boosts their social
capital and social engagement. Access to farm visits and farmer field schools (FFS) as a
mode of extension service influence the GBA index of husbands. A notable finding is
the influence of trust in information acquired from various sources on formation of
GBA for wives and for the households, which implies that reliable information can
strengthen group-based approaches. Access to credit influences positively the GBA
index of husbands and their spouses as well as of that of household levels. Interest-
ingly, perception of climate change - especially worry about the impacts of climate
change - influences positively husband’s participation in GBA. The findings also show
that assets held by the households are likely to influence the GBA index. Household’s
tropical livestock units (TLU) and consumer durables are likely to influence wives’
GBA index, while land size influences the GBA index for wives and that of the
households (Table 4).

Table 4. Results of ordinary least squares on determinants of formulation of group-based
approaches

Determinants of
individual GBA

Determinants of
household GBA

Wives Husbands Wives Husbands

GBA of wives 0.161**
(0.064)

1.161***
(0.644)

GBA of husbands 0.171*
(0.091)

1.171***
(0.084)

Years of schooling of husbands – 0.003
(0.003)

– 0.002
(0.005)

Years of schooling of wives 0.041*
(0.005)

– 0.004
(0.004)

–

Number of information sources of husbands – 0.021**
(0.011)

– 0.022*
(0.022)

Number of information sources of wives 0.014*
(0.015)

– 0.032*
(0.020)

–

Trust index- information of husbands – 0.058
(0.057)

– 0.123
(0.011)

Trust index- information of wives 0.074
(0.071)

– 0.055**
(0.073)

–

Worried about Climate change of husbands – 0.047*
(0.025)

– 0.054**
(0.024)

Worried about Climate change of wives 0.05
(0.032)

– −0.040
(0.048)

–

Farm visits of husbands – 0.042**
(0.024)

– 0.042**
(0.024)

Farm visits of wives 0.025
(0.036)

0.047
(0.051)

(continued)
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4.3 Beyond Participation: Welfare Effects of Gender-Differentiated
Group-Based Approaches

The findings show that group-based approaches are likely to influence accumulation of
assets owned by wives and by the households. Group-based approaches are likely to
increase consumer durables of wives, but this is not the case for the husbands. These
findings are supported by cross-tabulation analysis, which shows that wives and
households belonging to social groups are more likely to own more assets than non-
group members. This implies that even under climate change households or individuals
can protect their assets through participation in group-based activities especially
dealing with risk management and diversification of non-traditional livelihoods. Other
factors that affect welfare of households include access to credit, access to numerous
sources of agricultural and climate information, livestock and land size. Level of

Table 4. (continued)

Determinants of
individual GBA

Determinants of
household GBA

Wives Husbands Wives Husbands

FFS of husbands – 0.059**
(0.027)

– 0.142**
(0.025)

FFS of wives -0.005
(0.037)

– -0.008
(0.050)

–

Access to credit of husbands – 0.050**
(0.025)

– 0.103**
(0.026)

Access to credit of wives 0.047*
(0.029)

– 0.032*
(0.045)

–

Household’s decision on land use 0.039
(0.030)

0.049**
(0.029)

0.058*
(0.045)

0.042*
(0.027)

Household land size (acres) 0.034**
(0.001)

0.019
(0.016)

0.050***
(0.00)

0.004*
(0.002)

Household’s agricultural asset index 0.067*
(0.037)

0.019*
(0.035)

−0.132
(0.053)

−0.066
(0.060)

Household’s consumer durable assets 0.023*
(0.037)

−0.425
(0.032)

−0.008
(0.055)

0.049
(0.056)

Household’s TLU 0.002
(0.002)

−0.009**
(0.003)

0.013*
(0.003)

−0.007
(0.006)

Household’s rainfall*temperature 0.459*
(0.310)

0.144
(0.328)

0.543
(0.485)

0.982**
(0.05)

Constant −3.960*
(3.043)

0.267
(3.268)

−3.960
(3.063)

0.267
(3.268)

R-squared 0.257 0.314 0.680 0.761
Prob > F 0.006 0.000 0.000 0.000
Number of observations 156 156 156 156

Notes: Corrected and robust standard errors in parentheses ***p < 0.01, **p < 0.05, *p < 0.1.
Selected variables presented.

Beyond Participation 119



education of wives, access to credit, land size, collective decision on use of land are
likely to influence positively and significantly assets owned by wives. Further, per-
ception of climate change, tropical livestock unit (TLU), access to extension services
and land size positively influence assets owned by husbands (Table 5).

5 Discussion

While most studies on participation in social groups tend to neglect gender aspects, this
study applied a gender-differentiated analysis and examined factors that influence
formulation of group-based approaches and how these in turn influence welfare out-
comes of husbands and their spouses and of the households. Husbands and their
spouses belong to different social groups and accrue different benefits. These findings
could be explained on the basis of pre-existing gender and social norms determining
women’s roles in the household, including cooking and taking care of kids, which is
limiting their mobility and discourages them from joining inter-village social groups
and CBOs. Similar studies in Sub Saharan Africa (SSA) show that men possess more
social and political capital, hence having greater access to supporting interventions than
women (see Katungi et al. 2008; Pérez et al. 2014; Ngigi et al. 2017).

The econometric findings show that gender-specific factors influence the formu-
lation of group-based approaches and social capital. Interestingly, participation of one
spouse in a social group is likely to influence the other spouse’s participation in group-
based approaches. Years of schooling of wives boost their social engagement unlike

Table 5. Two-step estimation of welfare effects of GBA under climate change

Individual welfare
effects

Household welfare
effects

Wives Husbands Wives Husbands

GBA index of husbands – 0.142
(0.178)

– 0.192
(0.278)

GBA index of wives 0.037*
(0.116)

– 0.023*
(0.225)

–

Residue (husbands/wives) −0.115
(0.213)

−0.105
(0.216)

−0.464
(0.457)

−0.103
(0.342)

Mills ratio (husbands/wives) 0.119
(0.159)

0.268
(0.218)

−0.037
(0.279)

0.279
(0.326)

Constant 0.755
(3.327)

8.194
(3.792)

11.018*
(5.495)

7.281
(6.486)

R-squared 0.331 0.322 0.312 0.329
Prof > F 0.000 0.000 0.000 0.000
Number of observations 156 156 156 156

Notes: Corrected and robust standard errors in parentheses ***p < 0.01,
**p < 0.05, *p < 0.1. We only present the variables that are of interest for
the study.
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men. Contrary, Rakib (2015) shows that the education of household heads, who are
often men, influences participation in social groups in Bangladesh. Further, assets
owned by individuals or households are likely to influence accumulation of social
capital and participation in group-based approaches. Group-based approaches are likely
to help individuals building and protecting their assets under climate change. Evidence
shows that social groups are a crucial pathway particularly for women and asset poor to
protect their assets and smoothen consumption in occurrence of climate and non-
climate shocks21. Men mostly benefit from social groups by acquiring agricultural
information, inputs and climate adaptation, while women diversify their non-traditional
livelihoods and manage climate and non-climate risks as well as other shocks that they
face. Further, social groups help households to enhance food security, rebuild assets
and deal with post-shock recovery as well as build resilience against extreme events
(IFAD 2016). This study contributes to the literature that gender-differentiated group-
based approaches can build and protect assets for wives and of the households. Recent
studies support our finding that social and political capital created by group-based
approaches contribute to households’ assets and consumption expenditure (See Yusuf
2008; Rakib 2015). However, while some literature shows that extreme events such as
drought can weaken social capital and networks (Fuente 2007; Ngigi 2017), a certain
degree of shocks could strengthen association in social groups (Gebremedhin et al.
2010).

6 Conclusions and Recommendations

This study presents unique intra-household findings of the potential of gender-
differentiated group-based approaches in enhancing welfare under climate change. It
suggests that gender-differentiated social groups benefit men and women differently
based on differential gender needs, opportunities, roles and responsibilities. The find-
ings suggest that climate change presents an opportunity for growth and strengthening
of innovative institutions such as group-based approaches that promote non-traditional
livelihoods and foster ability of men and women to manage risks. The study found that
gender-specific factors such as level of education, access to extension services, access
to credit and trust in information influence the formulation and accumulation of group-
based approaches, while household factors such as land size and decision-making
influence wives’ and husbands’ social capital. This in turn influences accumulation of
assets of husbands and wives and of the households. Gender-differentiated group-based
approaches are essential for enhancing welfare outcomes through accumulating
essential individual and household assets. They are also essential pathways towards
protecting assets in occurrence of shocks through offering alternative risk managing
tools and alternative consumption smoothing strategies under climate change. This
suggests a need for policies that nurture social capital and group-based approaches for
men and women at both household and community levels. Possible pathways towards
this goal include capacity building programs and training in basic entrepreneurship and
in risk management skills as well as in effective measures for coping and adapting to
climate risks for both men and women. Further research should focus on understanding
dynamics of gendered innovative institutions through use of panel data and the
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opportunities they present in fostering resilience to climate and non-climate risks, while
empowering men and women. It could be interesting to examine the economics of
group formulation and participation in innovative institutions in terms of costs and
benefits that are accrued by either men or women in attempts to foster their livelihood
resilience.
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Abstract. This study provides an overview of the impact of a statistical bias
correction based on histogram equalization functions on a set of high resolution
climate simulations over the Senegal River Basin. Regarding the future changes
of extreme precipitation (greater than 50 mm), the models diverge in predicting
heavy rainfall events in the majority of the basin. However, an increase of
extreme precipitation is found around the Guinean Highlands. The results show
also an increase of dry day’s length and a decrease of wet days spells by all the
RCMs, except one model that shows an opposite change of these climate
indices. The bias correction affects mainly the magnitude of the climate change
signals of extreme precipitation. Changes under the Representative Concentra-
tion Pathways (RCP8.5) are the most pronounced with uncorrected data. Bias
corrected RCMs data are potentially useful for climate change impact studies
over the Senegal River Basin. This study highlights a convergence of all RCMs
(except for RCA RCM) in projecting a decrease of wet days and an increase of
dry days over the Senegal River Basin.

Keywords: Climate change � Bias correction � Signal � Regional climate model
Senegal Basin

1 Introduction

Climate change over rural areas has led to considerable impacts on critical sectors such
as water resources, agriculture, health, etc. Due to its weak capabilities, Africa is highly
affected by these impacts, and this is likely to be exacerbated in the future by extreme
events (such as flood, drought) and the high population growth which increases its
exposure and vulnerability. Moreover, the changes in extreme precipitation and tem-
perature are predicted by many global climate models as a response to greenhouse gas
increase and such changes will have significant environmental and social impacts [1].
The well-known droughts during the three last decades of the 20th century over West
Africa were the most severe consequences ever seen in Africa. Nowadays, climate and
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hydrological models are the most powerful tools available at our level to address the
issues of climate change on water resources. Among these climate models, GCMs
output are not suitable for impact studies due to their coarse resolution and systematic
biases [2]. Therefore multiple efforts in improving the quality of climate models output
made by the international scientific community has come to an international project
known as the COordinated Regional climate Downscaling Experiment [3].
The CORDEX purpose is to provide higher regional climate simulations for climate
change impact studies and decision making at the regional level [4]. The finer spatial
resolution of RCMs when compared to GCMs can be an added value while simulating
regional climate features such as precipitation over mountainous areas [5]. However, it
is pointed out that RCMs output are associated with systematic biases that can affect
hydrological simulations [6]. Previous studies over West Africa, have shown an
increase in the frequency of extreme rainfall events from the end of 20th century to
early 21st century over the Sahel by using observed stations data [7]. In addition, a
probable intensification of droughts events is found by [8] through an increase of dry
days and the frequency of their occurrences. [9] by analyzing trends in extreme rainfall
indices over Senegal from 1950 to 2007, suggested that modest to significant increases
in daily wet days intensity. Projected changes of four RCMs indicated a decline in
mean precipitation except for one RCM over one region in Senegal [10]. Furthermore,
[11, 12] found that despite the projected decreases in total rainfall, the proportion of
total annual rainfall that falls in heavy events tends towards increases in the ensemble
projections. Moreover, an assessment of plausible regional trends associated to the
return period, from the hazard maps of annual mean of daily rainfall by [13], showed a
general rise, owing to an increase in the mean and the variability of extreme precipi-
tation over the Senegal River basin. The future evolution of extreme precipitation dwell
unclear at the basin scale where more detail information are needed by water resources
managers and users. Hence, to our knowledge there is a lack studies and understanding
that account for the removal of RCMs biases and the effect of the statistical bias
correction on the climate change signals of extreme precipitation at the basin scale. For
this reason, post processing of climate model output known as bias correction is often
used for bias removal. However, bias correction cannot improve the misrepresentation
of physical processes and transient response to greenhouse gas emissions [14]. In
recent impact studies, quantile mapping or histogram equalization methodology is
commonly used due to its skills, effectiveness and less parameters to fit, and also
because it improves both mean and variance of precipitation fields (as seen in [14–18]).
These authors have modified/used the methodology developed by [19] that is also
applied in the present study. This study aims to assess the potential changes of climate
change signals of extreme precipitation at the basin scale by using bias corrected data
and uncorrected data from CORDEX RCMs.

The paper is structured as follows. The data and the methods are briefly given in
Sect. 2. Section 3 presents the results of the projections of precipitation characteristics.
The discussion of the results is detailed in Sect. 4. Finally, Sect. 5 delivers the
conclusion.
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2 Data and Methods

2.1 Senegal River Basin

The Senegal River Basin (SRB) is situated in West Africa (Fig. 1). The basin’s
catchment is about 300,000 km2 and it is shared by four countries such as Guinea,
Mali, Mauritania and Senegal [20]. The basin is subject to a large south–north rainfall
gradient with maximum in the south (up to 1800 mm/year) and minimum in the north
(150 mm/year) as like most West African countries. In addition, the northern basin
(sahelian part) has the hottest temperatures.

2.2 Data

Rainfall simulations from five regional climate models (REMO, HIRHAM5, RAC-
MO22T, CCLM4, and RCA4) that are involved in the COordinated Regional climate
Downscaling Experiment [3] under the Representative Concentration Pathways (RCPs
4.5 and 8.5) are analyzed. Some characteristics of the models are described briefly in
Table 1. Additionally, gridded precipitation data from the EMBRACE forcing data
based on ERA-interim known as WFDEI [21] are used for observational datasets. Due
to the well-known biases of RCMs output, a statistical bias correction is applied to
correct models biases following the method of [19]. The WFDEI data are used to bias
correct RCMs simulations during the training period (1979–2005) where transfer
functions are derived (details in [22]).

2.3 Bias Correction

The bias correction is based on fitted histogram equalization where the corrected
variable is a function of the modeled counterpart (Vcor = F(Vmod)). The statistical bias
correction technique is described in detail in [19], and the method is widely used in
several studies [14–16, 18, 22], etc. Therefore, we give only a short summary of the
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Fig. 1. Senegal River Basin
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method as follows. Transfer functions (TFs) of daily rainfall data are generated. To
obtain the TFs, observed and corresponding simulated time series of the same length
are sorted according to their magnitude, from smallest to largest. A transfer function
maps the cumulative probability distribution function of the modeled data onto that of
the observed. The bias correction transfer functions are derived for the training period
1979–2005 between RCMs and WFDEI data and applied to 1971–2000 for the his-
torical and to 2071–2100 RCMs simulations for both scenarios.

2.3.1 Precipitation Bias Correction
The following transfer functions (TFs) were used:

Pcor ¼ aþ bP ð1Þ

Pcor ¼ aþ bPð Þ 1� e �ðP�P0ð Þ=sÞ
� �

ð2Þ

Where Pcor represents the bias corrected precipitation, P is a given value to be
corrected and, a, b, P0 and s are fit parameters. In the linear Eq. (1), the coefficients a,
and b are respectively additive and multiplicative correction factors. P0 is the value of
precipitation below which modeled precipitation is set to zero. Equation (2) is com-
posed by an exponential that tends to a linear asymptote (a + bP); s is the rate at which
the asymptote is approached and P0 is the dry day correction term. For high intensities
the TF of Eq. (2) tends to the linear term as Eq. (1), and it presents a systematic change
of slope at the lowest intensities [18].

Table 1. Some characteristics of the RCMs

MPI-
REMO

DMI-
HIRHAM5

CLMcom-CCM4-
8-17

KNMI-
RACMO22T

SMHI-RCA4

Institution Climate
Service
Center

Danish
Meteorological
Institute

Climate
Limited_area
Modelling
Community
(CLM-Community)

Royal
Netherlands
Meteorological
Institute

Swedish Meteorological
and Hydrological
Institute, Rossby Centre

Short name REMO HIRHAM5 CCLM4 RACMO22T RCA4
Driving model MPI-

ESM-LR
ICHEC-EC-
EARTH

MPI-M-MPI-ESM-
LR

ICHEC-EC-
EARTH

NOAA-GFDL-GFDL-
ES2 M

Resolution/projection 0.44◦

Rotated
pole

0.44◦

Rotated pole
0.44◦

Rotated pole
0.44◦

Rotated pole
0.44◦

Rotated pole

Advection scheme semi-
lagrangien

semi-lagrangien Fith order upwind
[23]

semi-lagrangien eulerian

Convection scheme [24] [24] [24] [24] [25, 26]
Vertical
coordinates/levels

Hybrid/27 Hybrid3.1 Terrain
following/3.5

Hybrid/40 Hybrid/40

References www.
remo-rcm.
de

www.dmi.dk/
dmi/tr06-17

www.clm-
community.eu

http://www.
knmi.nl/
research/
regional_
climate/models/
racmo.html

http://www.smhi.se/en/
research/research-
departments/climate-
research-rossby-centre2-
552/rossby-centre-
regional-atmospheric-
model-rca4-1.16562
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2.4 Simulations Analyses

The following climate indices are used to assess the climate change signals: the
maximum number of consecutive wet days (cwd), maximum number of consecutive
dry days (cdd). A day is considered as wet/dry when the precipitation is greater/less
than 1 mm/day. Additionally, days where rainfall is higher than 50 mm is computed as
extreme rainfall events in JAS season. The changes represent the difference between
the scenario period (2071–2100) and the reference period (1971–2000).

3 Projections of Precipitation Characteristics

The changes in the number of extreme rainfall days are displayed in Fig. 2. Uncor-
rected REMO and RACMO22T output show a decreasing tendency of extreme rainfall
events with RCP8.5 (−35 days) particularly in the eastern basin for RACMO22T and in
the majority of basin for REMO. However, for these same models and scenario, the
bias correction seems to alter the climate signal for RACMO22T; as for REMO the bias
correction decreases the signal. With RCP4.5, the changes are similar to those found
with RCP8.5 for RACMO22T. For REMO, the north-western part of the basin depicts
the highest changes with RCP4.5. Furthermore, the southern basin exhibits an increase
of extreme rainfall in all data and scenarios for REMO and RACMO22T. For HIR-
HAM5, it is found a clear increasing tendency of heavy precipitation for both datasets
and scenarios (up to 35 days in the southern basin). As for RCA4, corrected and
uncorrected data show identical spatial patterns with RCP4.5 where the Guinean
Highlands depict a decrease of extreme precipitation by contrast above 12◦N, slight
increase (5 to 10 days) is found in the majority of the basin. In case of RCP8.5, both
RCA4 simulations have similar spatial patterns where in some parts show a slight
increase and others show a decrease. In addition, the basin is likely to experience
generally an increase of heavy rainfall events with RCP4.5 (raw and corrected RCA4
data). As with RCP8.5, both CCLM4 simulations show an increase below 13◦N;
however, above this latitude, decreased high rainfall events seem to dominate the
changes that are more pronounced with uncorrected data.

The changes of the maximum consecutive dry days are displayed in Fig. 3. Con-
siderable increases of dry days (up to 60 days particularly in the northern basin) are
found in REMO, HIRHAM5, CCLM4, and RACMO22T in both scenarios. However,
this later model shows slight decrease of dry day length in the south-eastern basin.
Moreover, RCA4 model shows considerable decrease of cdd to more than 20 days in
the majority of the basin, except around the mountainous areas where a slight increase
of cdd is found. For all models, both simulations show similar spatial patterns.

Figure 4 shows the changes in the consecutive wet days. All the models except
RCA4, project a general decline of wet days (up to more than 20 days). RCA4 model
exhibits an increased pattern of wet days length. RACMO22T model also show slight
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increase in the southern basin. These findings are consistent with above results for the
dry days spells. Bias corrected and uncorrected data show similar spatial pattern even
though some differences exist in the magnitude of the projected signals.

4 Discussion

The projected changes of extreme precipitation (Fig. 2), RACMO22T shows a decrease
particularly in some localized parts of the basin and a possible alteration of the climate
signal due to bias correction. This finding shows the limitation of the correction and its
impact on the climate change signal as suggested by [15]. As for REMO, the decreased
extreme rainfall is also marked up by a reduced bias corrected signal.

However, heavy rainfall is projected in the wettest part of SRB (e.g. Guinean
Highlands) that benefit to orographic precipitation; as well as CCLM4 that depicts also
similar findings in this part of the basin. Additionally, it is only with HIRHAM5 that
the basin is likely to experience a very noticeable increase of extreme rainfall. The
differences between models are mainly due their physical parameterizations.

Fig. 2. Changes in the number of daily rainfall greater than 50 mm [UC: uncorrected, BC: bias
corrected]
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The changes of cdd and cwd as displayed in Figs. 3 and 4, respectively, show
considerable increase of dry days and decrease of wet days by all models, except, RCA4
which shows increased wet days. This increase of dry days spells will lead to a drying of
the basin that is likely to be more acute in the north. These RCMs divergence is mainly
due to the convection scheme used within the models as it was suggested by [4].

Moreover, there is a consistency between these two climate indices in all models;
this means that while cdd increases, cwd decreases. The drying of the basin as pro-
jected in most of the RCMs can be due to the results of low rainfall intensity and low
high rainfall events. This drying is more pronounced with RCP8.5 than with RCP4.5
suggesting the influence of the chosen radiative forcing. In case of the impact of the
bias correction, it affects mainly the magnitude of the signals even though some
alterations may occur in localized parts of the basin.

Fig. 3. Changes in the consecutive dry day [UC: uncorrected, BC: bias corrected]
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5 Conclusion

In this study, an analysis of the implicit effect of statistical bias correction of five RCMs
output on extreme precipitation over the Senegal River Basin was provided. During the
present day climate (not shown here), the applied bias correction technique shows
generally considerable added value over SRB by successfully removing the RCMs
biases during the evaluation part. With respect to the projected climate change signals
on extreme precipitation uncorrected and bias corrected data depict substantial changes
by the end of 21st century. Divergence was found between models in predicting
extreme precipitation over the basin where some models project a decrease and others
show an increase. Moreover, the basin may experience substantial drying due to
increased number of dry days and decrease of wet spells by four RCMs by contrast to
RCA4 which shows more rainfall events. The differences between models output
changes were mainly due their different convection scheme. The northern basin is
subject to the more pronounced drying. As regard to the radiative forcing, the extreme
scenario (RCP8.5) exhibits the higher changes. However, with the most troublesome
variable which is precipitation in climate modeling over West Africa, the bias cor-
rection may change the signal in specific areas. The main findings of this work is a

Fig. 4. Changes in the consecutive wet days [UC: uncorrected, BC: bias corrected]
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drying of the basin due to a likely decrease of wet days and an increase of dry days as it
is projected by all RCMs (except for the RCA RCM). Therefore the projected changes
over the SRB have to be carefully interpreted due to the various sources of uncertainties
that are associated, especially those arising from the choice of the bias correction
methodology, the various RCM models and their driving GCMs. To reduce these
uncertainties, it would be desirable to conduct analogous analyses with more different
RCMs output, different bias correction techniques which would enable uncertainty
analyses in future investigations.
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Abstract. The impact of expanded woody biomass co-firing in electric power
production on global climate stabilization is studied using the Global Biosphere
Model (GLOBIOM) and the World Induced Technical Change Hybrid
(WITCH) model. The study finds that, even with a ratio of biomass to total
feedstock less or equal to 10%, biomass co-firing can help achieve the climate
policy goal of 2 °C temperature increase above the pre-industrial level by the
end of the century at a lower cost. The policy cost can be further reduced if the
ratio of biomass to total feedstock increases via technical progress or biomass
supply increases. The study also shows that there is enough biomass potential
from agriculture and forestry to progressively replace current nuclear energy
supply with bioenergy from co-fired plants. However, replacing current nuclear
energy supply with bioenergy produced from co-firing in order to deal with
nuclear energy production safety concerns will lead to a high policy cost in
terms of total GDP loss. The study finally reveals that future biomass trade from
sub-Saharan Africa & Latin America to Europe, North America, and China may
be needed for climate policy goals to be reached via biomass co-firing.

Keywords: Global woody biomass supply � Global food price
Nuclear energy phase out

1 Introduction

It is well acknowledged in the literature [1] that mitigation in agricultural and forestry
(AF) sector can occur through changes in crop management practices, improvement in
livestock management, alteration of crop mix, promotion of good forest management
practices, and expansion of bioenergy production as substitutes to traditional fossil
energy sources for transportation (via liquid biofuels) & electric power production (via
biomass co-firing with coal). While it is desirable that all the above AF mitigation
options be deployed to increase mitigation potential, co-firing woody biomass (from
short rotation tree plantations and industrial forest logging residues) with coal appears
to be an obvious option for short and medium run mitigation for technological and
environmental reasons. Technologically, biomass co-firing requires only modest
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incremental investment to retrofit existing coal-fired plants or building new biomass co-
firing plants [2, 3]. Environmentally, supply of perennial short rotation trees for woody
biomass (e.g. Poplar and Eucalyptus) requires little or no tillage before planting and
may require scant fertilizer usage to reach maturity [4]. Hence, landscape level envi-
ronmental impacts such as soil erosion and nutrients loss into surface and groundwater
are minimized with woody biomass feedstock production as compared to biomass
feedstock production from annual crop residues [4–6].

Alternative uses of woody biomass for energy production which includes con-
verting woody biomass feedstock into second generation liquid biofuels has been a
disappointment [7]. Furthermore, woody biomass co-firing is recognized to have high
greenhouse gas (GHG) mitigation potential. In fact, Life-cycle analysis (LCA) studies
demonstrate that when the quantity of fossil fuels displaced is accounted for, the
mitigation potential from woody biomass co-firing could reach up to a carbon sink rate
of 400 g CO2e-C.m

−2 [8, 9]. Climate change mitigation through agricultural and for-
estry (AF) sector, particularly through biomass co-firing with coal, could be a bridge to
the future for short and medium run GHG emissions reduction [10]. For significant but
not immediately available investments in low carbon technologies (e.g. wind and solar)
are needed to stabilize the global climate by the end of the century. These investments
are expensive and may occur late in the century because of the slow capital turnover in
the energy sector and the cost ineffectiveness of the current low carbon technologies.
Given the current and the future potential threats of climate change [11], there is
urgency for short and medium run mitigation actions to reduce GHG emissions.

The objective of this paper is to evaluate the impact of biomass co-firing on global
climate stabilization at the CO2 concentration level of 450 parts per million (ppm) by
the end of the century. Specifically, the study does the following: (a) estimate the world
economic potential for forest residues production from industrial forest logging and
short rotation tree plantations for biomass, (b) evaluate the implications of woody
biomass production on land use change, food price increase, and land use CO2

emissions, (c) measure the impact of the woody biomass co-firing on global CO2

emissions and GHG abatement. To reach these objectives, three fundamental research
questions are to be addressed: (i) what are the drivers of woody biomass production
from short rotation tree plantations and forest logging residues?, (ii) what are the
implications of such biomass production activities on land use change, food prices and
land use CO2 emissions?, (iii) what is the contribution of such biomass utilization to the
climate stabilization goals?

To address these fundamental research questions, this paper proceeds by linking
two global models. The Global Biosphere Management Model (GLOBIOM), an
agricultural and forestry sector optimization model that includes global crops, livestock
and biomass production activities is used to estimate the global potential woody bio-
mass production. The impact of the woody biomass co-firing on emissions reduction
and the global climate stabilization is analyzed using the World Induced Technological
Change Hybrid (WITCH), an integrated assessment model. This study departs from the
previous literature (e.g. [12]) in that: (a) land use has been implicitly modeled to
minimize competition between woody biomass production and food production by
including forest logging residues in the stock of biomass feedstock, (b) Cellulosic
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grasses such Switchgrass and Miscanthus are not included in the feedstock potential to
consider only hard wood with high energy content for coal-fired power plants system.

2 Materials and Methods

2.1 Description of GLOBIOM

The Global Biosphere Management Model (GLOBIOM) is a global agricultural and
forestry sector optimization model built to tackle several global policy challenges
related to bioenergy, food security and environmental management [13]. The structure
of the model is similar to the U.S agricultural and forestry sector optimization model
[14] and it maximizes the total welfare from agricultural and forestry sector under
several resource constraints. Crop yields are simulated from the Environmental Policy
Integrated Climate (EPIC), a biophysical crop growth model [15]. The model has a
total of 17 crops modeled through EPIC based on fertilization level and irrigation.
Other crops not simulated by EPIC are in number of 17 as well. These latter crops are
modeled according to two management systems (irrigated or rain fed). In addition, two
types of woody biomass sources including short rotation trees and residues from
industrial forest logging are simulated.

The structure of land management allows short rotation trees to be grown on land
that are marginal to crop production and therefore minimizing direct competition
between cropland and short rotation tree plantations. However, minimal land compe-
tition may occur when areas cleared through deforestation are reconverted into short
rotation tree plantation instead of food crops. This land competition occurs only if the
marginal value of biomass production is superior to the marginal value of crop pro-
duction. To further make sure that land competitions between food crops and biomass
crops is minimized, the model requires that food be produced to dynamically satisfy
minimum predetermined food calorie demand constraints up until the last simulation
year (2100). The model is calibrated so as to replicate the base year (2000) data as
reported by the Food and Agriculture Organization (FAO). GLOBIOM is a recursive
model which runs up to 2100-time horizon with 10 years’ time steps. The model is
flexible for outputs to be aggregated into sub-regional dataset of interests to be passed
on to energy models such as WITCH.

2.2 Description of WITCH Model

The World Induced Technical Change Hybrid (WITCH) model is an integrated
assessment model (IAM) built on the optimal growth modeling framework. Con-
sumption is assumed to be maximized under the constraint that it must equal pro-
duction net of investments [16]. Production and investment functions are defined to
represent a medium complexity energy sector. A build-in climate module allows
accounting for GHG emissions throughout the whole economy. Emission caps are
defined for various climate stabilization policy targets. One feature that distinguishes
WITCH from other IAM is the game theoretical framework that is utilized to find the
equilibrium for the 13 regions of the model. The 13 regional aggregations are CAJAZ
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(Canada, Japan and New Zealand), CHINA (including Taiwan), EASIA (East Asia
including Indonesia), INDIA, KOSAU (South Korea, South Africa, and Australia),
LACA (Latin America, Mexico and Caribbean), MENA (Middle East and North
Africa), WEST EUROPE (Old EU countries), EAST EUROPE (new EU countries),
SASIA (South Asia), SSA (Sub-Saharan Africa), TE (Transition Economies which
includes non-EU Eastern European countries and Russia), and the USA.

In WITCH, energy is an input to good and services production and comes as non-
electric (NEL) and electric (EL) energy. Non-electric energy is from oil, gas and first
generation liquid biofuels as well as traditional biomass. Electric energy comes from
hydroelectric, nuclear, wind, solar, and fossil fuels nest (coal, oil, and gas). Woody
biomass and coal are modeled as one electric energy nest with infinite elasticity of
substitution. Each can operate under two technologies that differ by costs. Coal/biomass
can be pulverized (ELP) or gasified through integrated gasification combined cycle
(IGCC) with carbon capture and storage (CCS) to produce electricity. The original
WITCH model functions with separate combustion of coal and biomass feedstocks. Co-
firing coal with biomass can improve the efficiency of the mix (40%–50%). The original
WITCH model is then modified to simulate two biomass co-firing technologies [2]. The
first consists of directly co-firing coal with woody biomass in a single boiler. As a result,
a mixture above 10% of biomass would reduce the efficiency [17]. The second consists
of indirectly co-firing biomass by first converting it into a gaseous fuel before burning it
with coal. In this case, there is no physical limit to the percentage of biomass in the
mixture. Any excess of biomass not co-fired in the model is used in a stand-alone
biomass plants even though the efficiency is reduced. A brief description of biomass and
coal nest for electric power production in WITCH with the newly added co-firing
technologies (in dash) is given in Fig. 1.

3 Data and GLOBIOM Simulation Results

3.1 Industrial Forest Logging Residues Biomass

Biomass from forest logging residues originates from managed forests around the globe.
In GLOBIOM, forest is managed for saw logs, pulp logs, other industrial logs, traditional

Biomass & coal

Pulverization 
Gasification 

ELP 
Biomass 

ELP 
Coal 

ELP 
Co-fire

ELIGCC 
Biomass

ELIGCC 
Coal 

ELIGCC 
Co-fire

Fig. 1. Coal and biomass electric power production technology (all technologies function with
carbon storage and capture technology).
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fuel woods and biomass for bioenergy. Biomass price is simulated from $7 US/GJ to $40
US/GJ. The world potential biomass supply from forest logging residues varies from 0
EJ in 2000 to about 146 EJ by 2100. While this supply function is less sensitive to time
trend (because of the fixed managed forest areas) it is sensitive to prices. The highest
potentials could be reached when price incentives are at their highest levels. Policies that
encourage utilization of biomass feedstock in co-firing (e.g. the renewable fuel standard
(RFS) policies in several states in the U.S. and in Europe) could increase market
incentives for woody biomass production and trade. The group of regions including
LACA, SSA and EASIA are the big producers and regions such as CHINA, USA,
INDIA and WESTERN EUROPE may be potential future importers because of their
high dependence on coal for electric power supply. This may open future biomass trade
businesses across continents for low carbon electric power production.

3.2 Short Rotation Trees Biomass Production, Land Use and World Food
Prices

Biomass from short rotation trees is obtained through plantation of poplar trees on land
areas previously covered by natural vegetation, grassland and unmanaged forests.
Natural vegetation land cover and grassland are marginal to agriculture crop produc-
tion. However, since biomass from short rotation trees is grown on land areas previ-
ously covered by other existing vegetation and grasses, indirect land use emissions may
occur from such biomass production activities. Biomass supply potential from short
rotation tree plantations varies from 1.2 EJ in 2000 to about 158 EJ in 2100. In contrast
with the supply schedule of biomass from forest logging residues, biomass from short
rotation trees is less sensitive to price but more sensitive to time. This means that the
full potential could not be reached based on price incentives alone. More time is needed
for full conversion of available land areas into short rotation tree plantations. Of course,
the potential estimated for short rotation trees biomass is linked to yield assumptions.
Gradual increases in yield over the simulation period due to technical change could
increase the supply potential.

To reach the economic potential of short rotation tree plantations, the land area
needed will vary from 0 ha in 2000 to 5.6 billion ha in 2100. This land area is more
than three times the current global crop land areas. Therefore, significant dedicated land
areas will be required to reach high biomass supply potential from short rotation tree
plantations unless yields improve significantly. Given the weak substitutability between
land use from crops and short rotation trees in GLOBIOM, the potential impact of
biomass production on food price is reduced. It is important to notice that the group of
regions such as LACA and SSA which are not big coal users are endowed with more
land areas for biomass production than other regions in the model. Therefore, other
may need to import biomass processed into chips from LACA and SSA to implement
significant co-firing policy. These land use changes have no significant effects on food
prices. The world food prices index increases to reach 1.2 in 2020 due significantly to
first generation biofuel mandates in various parts of the world including the U.S and
Europe. The model assumes that first generation biofuel mandates are not continued
after 2020. Prices decrease slowly to reach their pre-mandate levels by the end of the
century.
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3.3 Land Use CO2 Emissions and Co-firing Technical Data

WITCH does not have endogenously estimated values of land use CO2 emissions.
They are computed in GLOBIOM based on emissions from deforestation, afforestation
and indirect land use change emissions. To capture the relationship between land use
CO2 emissions, carbon price, and woody biomass production; higher order polynomial
functions with interactive terms and time trend have been econometrically estimated to
predict the level of land use CO2. This allows land use CO2 levels to be endogenous in
WITCH and reflected in climate change policy scenarios. To implement the co-firing
experiments in the WITCH model, several parameters related to the investments in
retrofitting existing coal plants as well as the operating and maintenance costs are
drawn from the literature [2, 18].

4 WITCH Model Simulation Results

The paper conducts four policy experiments all based on the climate policy target of
2 °C above the pre-industrial level by 2100. In the first policy experiment, coal-fired
plants producing electricity using pulverization and gasification technologies are set to
progressively phase out by constraining investments in these technologies to zero
starting from 2020 with 10% biomass in the feedstock mix (Experiment 1). In the
second experiment, the ratio of biomass to total feedstock is progressively increased up
to 30% for pulverized plants and up to 100% for gasified plants (Experiment 2). In the
third experiment, the supply of woody biomass is allowed to increase by doubling land
areas dedicated to short rotation trees (Experiment 3). In the fourth policy experiment,
nuclear energy is allowed to progressively phase out by setting investments in that
technology to zero starting from 2050 (Experiment 4). Simultaneously with this last
experiment, the supply of woody biomass for co-firing is increased by setting land use
for all years at the predicted 2050 level (an average of 3.8 billion ha). This fourth policy
experiment is justified by safety concerns of nuclear energy production due to past
nuclear accidents (Chernobyl in 1986, Fukushima in 2011, etc…). Also, in the last
three experiments, progressive pure coal fired plants phase out by 2020 is maintained.
The obtained results in the four policy experiments are presented in terms of changes in
CO2 emissions in electric sector, total GHG abatement, and policy costs measured as
the total world GDP loss relative to the situation without the co-firing policy in place.
Note that the base scenario functions via a cap-and-trade to meet climate policy targets
without biomass co-firing.

4.1 Changes in CO2 Emissions from the Electric Sector

The progressive replacement of pure coal plants by biomass co-firing plants is expected
to lower in average CO2 emissions in the electric power production sector. However,
progressive replacement of nuclear energy production plants by biomass co-firing
plants is expected to increase on average the total CO2 emissions from the electric
sector. The results are presented in Fig. 2. The graphs in Fig. 2 show that the policy
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experiment 3 in which biomass feedstock supply is increased via doubling of land use
dedicated to short rotation trees has produced on average the lowest CO2 emissions
from the electric power production sector. The reason behind this result is that many
countries in Europe, North America and Asia who rely on pure coal plants for electric
power production do not have enough woody biomass feedstock to implement the
policy. Therefore, an increase of biomass supply is necessary to reach the objectives of
the co-firing policy. Hence, the main limitation of the first two policy experiments is the
unbalance between the supply and the demand of biomass in many regions. As a
consequence, the trade of biomass between regions can solve the biomass supply-
demand unbalances.

4.2 GHG Abatement

The total GHG abated is expected to increase as CO2 and other GHG (e.g. SO2)
emissions drop in average with co-firing policies in place. The GHG abatement tra-
jectories are given in Fig. 3. Significant GHG abatement will only occur starting from
2045 for both the policy experiment 3 where biomass supply is increased through land
use and the policy experiment 4. However, the abatement occurring under the policy
experiment 4 related to the phase out of the nuclear energy is due to the use of CCS in
the last years of the century making the abatement more costly. The first two experi-
ments cause less significant abatement of GHG relatively to the base with pure coal
plants.

Fig. 2. CO2 emissions from the electric power production sector measured as the difference of
co-firing policy experiments relative to the base emissions with pure coal plants
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4.3 Policy Costs

The estimated discounted costs of the four co-firing policy experiments show that
progressively phasing out pure coal plants starting from 2020 and replacing them by
biomass co-firing (experiment 1) will cost 5.39% of the world GDP versus 5.43% when
the co-firing technology is not in place. Increasing biomass to coal ratio up to 30% for
pulverized plants and up to 100% for gasified plants (experiment 2) will cost 5.38% of
the world GDP or 0.01% less than in the first experiment. Not surprisingly, the policy
cost under policy experiment 3 (where biomass supply is increased) is 5.31% of the
world GDP which is the lowest of all the experiments. The policy cost is high in the
policy experiment 4. In fact, phasing out nuclear energy will increase the policy cost to
6.09% of world GDP given that nuclear energy production is a low carbon technology
relatively to any co-firing technology.

5 Conclusion and Discussion

This paper studies the impact of biomass co-firing on global climate stabilization at
2 °C temperature increase above the pre-industrial level by the end of the century. To
do this, the global woody biomass supply potential is estimated using the Global
Biosphere Management Model (GLOBIOM). The estimated supply of woody biomass
is then passed on to the World Induced Technical Change Hybrid (WITCH) model to
measure the impact of woody biomass co-firing on CO2 emissions and GHG abate-
ment. Four policy experiments are conducted under various biomass co-firing settings.
In the first policy experiment, coal plants are set to progressively phase out by 2020 in
replacement with biomass co-firing plants. The biomass to total feedstock ratio is
assumed to increase due to technical progress in the second policy experiment. In the
third policy experiment, biomass supply quantity is increased by raising land resources
dedicated to woody biomass production. Nuclear energy production is allowed to

Fig. 3. GHG abatement measured as the difference of each co-firing policy experiment relative
to the base emissions with pure coal plants
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progressively phase out in replacement with biomass co-firing plants in the fourth
policy experiment.

The results suggest that biomass co-firing can help achieve climate stabilization at
2 °C temperature increase above the pre-industrial level by 2100 with lower policy
costs. Under the first policy experiment of woody biomass co-firing (with a maximum
of 10% biomass constraint) the policy cost is estimated at 5.39% of the world GDP
against 5.43% of the world GDP if the co-firing policy is not in place. An increase in
woody biomass co-firing ratio (with more than 10% biomass in the mix) will slightly
improve the policy cost to 5.38% of the world GDP. The reduction in policy cost
relative to the base is higher when supply of woody biomass is allowed to increase
through raising land resources dedicated to woody biomass production. In fact, when
woody biomass land use is increased from 1 to 2 billion hectares throughout to the end
of the century, the policy cost dropped to 5.31% of the world GDP. However, phasing
out nuclear energy production system in replacement with biomass co-firing plants will
cost 6.09% of the world GDP due to the replacement of a low carbon technology by a
more carbon intensive technology though partially renewable energy production
sources. The study also shows that the implementation of biomass co-firing technology
will require the participation of all the world regions into a global biomass trade. Land
abundant regions such as sub-Saharan Africa (SSA) and Latin America have com-
parative advantages in the production of woody biomass from short rotation trees. Yet
these two regions use less coal in the production of energy. Therefore, production and
pre-processing of biomass may occur in these regions and ship to others regions that
are more dependent on coal in energy production.

Future research that considers more use of woody biomass not only in electric
power production but also in transportation fuels production is warranted. These future
studies will help find better ways to use agricultural and forestry resources to find
solutions to energy and climate change problems in the short and medium terms.
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Abstract. The African Sahel is known for its climate variability that
often translates into recurrent droughts. Rainfall has drastically decreased
substantially across the Sahel from the 1950s until at least the late 1980s.
It is unclear from the literature and from the fifth IPCC assessment report
whether the trend in annual rainfall in the next decades would be decreas-
ing as observed throughout the 20th century or increasing as suggested by
a significant number of climate models. There is however a low to medium
confidence that extreme rainfalls would increase. The objective of this
paper is to demonstrate that both possibilities (an increase or a decrease in
rainfall in the future) may results in more opportunities to mobilize water
for populations in the Sahel. To demonstrate that, the ability of 20 regional
climate models is evaluated based on their ability to reproduce key param-
eters of the rainy season in Niger, West Africa. The outputs of the 10 best
models are then downscaled at 52 climate stations in the country to gener-
ate precipitation projections up to year 2100. Results show that a wetter
climate is more likely than a drier climate at horizons 2021–2050, 2051–
2075 and 2071–2100 compared to the 1979–2014 period; The paper also
examines the so-called ‘Sahelian Paradox’, an observed counter-intuitive
phenomena where decrease in rainfall resulted in a higher surface runoff,
pointing to opportunities for water harvesting in the eventuality of a drier
climate.

Keywords: Climate change · Rainfall · General circulation models
Regional climate models · Runoff · Sahelian Paradox

1 Introduction

The African Sahel is well known for its rainfall variability which results in recur-
rent droughts and food insecurity and, from time to time, humanitarian crises.
The entire region has the scares of persistent and severe drought episodes that
occurred in the 70s and the 80s, following a very wet period in the 50s and the
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Fig. 1. Localisation of the Niger republic (a) and annual precipitation in Niger from
1960 to 2010 (b)

60s. The Niger republic (Fig. 1, panel a) is a landlocked country of 1,267,000 km2

which has been struggling to achieve food self-sufficiency.
The vast majority of the population rely on rainfed agriculture for their

subsistence, without any water storage infrastructure, hence their vulnerability
to rainfall anomalies. The discharge of the only major river flowing through the
country (the Niger river) has decreased drastically as result of lower rainfall in
the watershed, but also because of the construction of large dams and irrigation
schemes upstream (Fig. 1, panel b). The flow of the Niger river is reported to be
34% lower at Niamey in the 1970–1989 period compared to the 1950–1969 period
[9]. Surprisingly, according to several authors [e.g. 3], surface runoff coefficients
and stream flows have increased in most Sahelian areas because of land use
change and the rise of the water table resulting from an increased infiltration.
The increase in runoff despite the decrease in rainfall is called the ‘Sahelian
Paradox’ is an example of a counter-intuitive impact of a change in climate
normal: the drought had at least one positive impact: it actually improved the
opportunities to capture runoff in surface water reservoirs. On the other hands,
a majority of global circulation models from the CMIP5 experiment suggest a
wetter climate for the Sahel, with a few ones pointing to a dryer climate.

The objective of this paper is to examine past and future trends in precipi-
tation and runoff in the Niger republic and assess how these trends may affect
water availability within the country in the future. First, trends in rainfall and
runoff are examined in a small watershed in central Niger to highlight the Sahe-
lian Paradox. A rainfall runoff model is afterward developed and calibrated on
the watershed. The outputs of an ensemble of 10 regional climate models of the
CORDEX experiment were bias-corrected and fed into the rainfall runoff model
to obtain a streamflow ensemble.

2 Materials and Methods

2.1 Study Area

The Study area is the Maggia river watershed located in the center south of
the Niger republic. The watershed (Fig. 2) has an area of 2238 km2 and has an
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Fig. 2. Localisation of the Maggia river watershed

annual average precipitation which varies from 400 mm in dry years to 850 mm
in wet years. The precipitation is concentrated in a 4 month rainy season (June
to September) while the rest of the year is dry. The closest rainfall measure-
ment station is that of Birinin’Konni while the only operational hydrometric
station is that of Doguerawa, which was in operation between 1954 and 1979,
and between 2010 and 2016. Four small dams on the watershed with capacity
going from 1.5 millions m3 to 30 millions m3 were built in the 80s on the river
network to insure irrigation in both the rainy season and part of the dry season.
The filling of the dam and the success of irrigation in the dry season depends
of the annual precipitation on the watersheds, and it is common for the area
to experience crop production losses due to insufficient rainfall and river flows.
One interesting feature in the watershed is the relationship between precipita-
tion and streamflow. The time series of annual precipitation at Birnin’Konni
between 1954 and 2014 is superimposed on Fig. 3 with the time series of annual
streamflow at the Doguerawa station for the same period. While precipitation
has been decreasing between 1950 and 1980, recorded streamflow kept increas-
ing in a counterintuitive manner. The increase in runoff despite the decrease in
precipitation has been documented in several other locations in the Sahel [3,10].
This phenomenon, mainly attributed to land use changes, is called the ‘Sahelian
Paradox.’ The prolonged drought in the Sahel had at least one positive impact: it
actually improved the opportunities to capture runoff in surface water reservoirs.

2.2 Climate Change Projections in the Study Area

According to the International Panel on Climate Change [6], projected rainfall
change over sub-Saharan Africa in the mid- and late 21st century is uncertain as
the ensemble of climate models used for the assessment disagree in the direction
of change over many areas in the region [8]. CMIP5 is an Intercomparison exper-
iment that studies the strength and weaknesses of all major coupled atmosphere-
ocean general circulation models. The outputs of CMIP5 were extensively used in
the preparation of the fifth IPCC assessment report [6]. The CMIP5 multi-model
average suggests either a slight increase in precipitation, or a strong agreement
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Fig. 3. Time series of annual precipitation at Birnin’Konni and annual runoff at
Doguerawa, 1954–2014. The straight lines represent the trend in precipitation and
runoff between 1954 and 1979 and illustrate the so-called ‘sahelian paradox’

about a wetter future in most of the country in both periods, with a few spots
where model prediction diverge. There is therefore a significant possibility that
the country experiences a wetter climate in the coming decades, although the
opposite is possible. One criticism often heard about general circulation models
is that their spatial resolution is too low to describe the features of regional
climates.

Dynamical or statistical downscaling is often used to post-process the outputs
of general circulation models to reduce the bias due to the coarse spatial scale
and inevitable simplifications in the physical processes description in the model
algorithms. The CORDEX [COoRdinated Downscaling Experiment: 5] aims to
simultaneously evaluate global climate models and produce climate projections
for use in impact and adaptation studies, mainly through dynamical downscaling.
To corroborate the projections of general circulation models, a set of 40 regional
climate models outputs (20 different climate models listed in Table 1, two RCP
scenarios: RCP4.5 and RCP8.5) were obtained from the CORDEX team.

The RCMs were evaluated on their ability to reproduce the following key
rainy season characteristics in Niger: (a) start of the rainy season; (b) end of the
rainy season; (c) length of the rainy season; (d) average annual rainfall; (e) time
distribution of daily rainfall. At the end of the intercomparison, the following 10
models (in order of decreasing performance) were retained:

1. REMO2009-v1 IPSL-IPSL-CM5A-LR
2. RCA4-v1 IPSL-IPSL-CM5A-MR
3. REMO2009-v1 ICHEC-EC-EARTH
4. RCA4-v1 CNRM-CERFACS-CNRM-CM5
5. WRF331-v1 NCC-NorESM1-M
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6. RCA4-v1 MPI-M-MPI-ESM-LR
7. RCA4-v1 MIROC-MIROC5
8. CCLM-4-8-17 MPI-M-MPI-ESM-LR
9. RCA4-v1 CCCma-CanESM2

10. RCA4-v1 NOAA-GFDL-GFDL-ESM2M.

The outputs of the best models were further statistically downscaled at 53 cities
across the country, using a quantile matching algorithm. The minimum, median
and maximum percent change in precipitation were calculated at each of the
cities over the 2021–2050, 2052–2075,2076–2100 periods, then linearly interpo-
lated to create maps of expected changes in precipitation over the country. These
changes are presented in Figs. 4 (RCP4.5) and 5 (RCP8.5).

Fig. 4. Projected minimum, median and maximum change in precipitation over Niger
under RCP4.5, for the 2021–2050, 2051–2075, 2076–2100 periods

2.3 Hydrological Modelling

In order to further understand the impacts of climate change on the hydrology
of the Maggia river, a SWAT [Soil and Water Assessment Tool: 1] model of the
watershed was developed. SWAT is a popular semi-distributed rainfall model
commonly used for regional scale hydro-ecological modeling. The model was
set-up with the following data:

1. Digital elevation model: Shuttle Radar Topography Mission [7].
2. Land use maps: Global Land Cover Facility [2].
3. Soil maps: Food and Agricultural Organization of the United Nations Orga-

nization for Education, Science and Culture [4].
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Fig. 5. Projected minimum, median and maximum change in precipitation over Niger
under RCP8.5, for the 2021–2050, 2051–2075, 2076–2100 periods

4. Climate data: WATCH-Forcing-Data-ERA-Interim [11].
5. Streamflow data: recorded streamflow data at the Doguerawa hydrometric

station.

The SWAT model was calibrated using the most recent streamflow observations
(2010–2016) to better represent the current state of the watershed. Given the
short length of the observed streamflow time series, the model was not validated.
The fit between the observed and simulated time series was evaluated using the
Nash Suttcliffe model efficiency coefficient E:

E = 1 −
∑T

t=1(Q
m
t − Q0

t )
2

∑T
t=1(Q

0
t − Q̄o)2

(1)

where Qm
t is the modelled streamflow at time t, Qo

t is the observed streamflow
at time t and Q̄o the average streamflow. E can vary from −∞ to 1, and a good
model typically have a Nash coeffeicient of 0.7 and above. The calibration in this
project was found to be satisfying given the quality of the data, with a Nash
Suttcliffe coefficient of 0.76. The SWAT model was therefore forced with the
downscaled outputs of the 10 selected RCMs under RCP4.5 and RCP8.5, and
the projected changes in the discharge at doguerawa and the number of days the
dams contain more than the average volume (25 millions m3) were calculated.

3 Projected Changes in Hydrological Variables

The boxplots in Fig. 6a show that streamflow at doguerawa is expected to
be higher in the future under both scenarios, with more and more variability
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Fig. 6. Projected changes in (a) the discharge at the Doguerawa station and (b) the
number of days per year the storage in the dams is above average under RCP4.5 and
RCP8.5

(uncertainty) in the future. These results are consistent with the projections in
precipitation in the area, and point to the possibility of more agricultural produc-
tion. Another impact of climate change is the increase in evaporation because of
the warmer climate. Evaporation losses is an important component of the water
budget in the study area, and even in the current climate around 32 millions m3

of water are lost each year to evaporation. An increase in evaporation can hence
offset the increase in rainfall. To check that hypothesis, the average numbers of
days where the cumulative volume of water in all dams is above average was cal-
culated under the current and future climates (Fig. 6b). As expected, the number
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of days where the storage is above average decrease in the figure, suggesting that
storing water in large dams may not be the solution for the future. The reason
water losses are hard to master in large reservoir is that their shape is imposed
by nature and they generally have a large surface to volume ratio. Evaporation
control is much easier in smaller reservoirs because (a) they can be engineered
so that their surface to volume ratio become small and (b) there are a number
of evaporation control technologies at different phases of development that may
be applicable to small reservoirs. That’s why Sahelian farmers should consider
alternative techniques for harvesting and storing water which are less sensitive
to evaporation than large open water reservoirs. These techniques ranges from
infiltration promotion to covering the water body with a plastic firm or a layer
of chemical products. While these techniques are expensive nowadays, they are
likely to become cheaper and more efficient in the coming decades.

4 Conclusions

Past and future trends in precipitation and runoff over the Niger republic were
examined in this paper. Much as the rest of Sahel, the country has seen a drastic
decrease in precipitation during the 70s and the 80s, followed by an apparent
recovery. Surprisingly, the drought resulted in an increased surface runof in some
areas in the Sahel, suggesting that new opportunities for water harvesting may
arise in a dry climate, if evaporation is adequately taken care of. The paper
also examined the predictions of 10 different regional climate models over the
Maggia watershed in the center south of the Niger republic, and found that runoff
is likely to increase but that the increase will be offset by evaporation in large
dams. In both cases, the use of decentralized storage systems and evaporation
suppression techniques should be seriously considered as a way to maintain and
increase water supply and agricultural production.
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Abstract. The ORSTOM and CIEH methods are the most popular
methods used in West Africa to estimate the design flow, needed in the
design of hydraulic structures. However, these methods, based on hydro-
logical data collected before 1965 and 1983 for ORSTOM and CIEH
respectively, showed some shortcomings and deviations in the estima-
tion of the forecasts. This study, therefore, assesses the design flow on
data collected from some watersheds in Benin and Niger using a fre-
quency analysis. These estimations are therefore compared with esti-
mations obtained using the ORSTOM and CIEH methods on the same
watersheds. As result, we observe an important under-estimation of the
flows with the ORSTOM method, whereas the CIEH method gives higher
values. The use of the log linear regionalization method, considering the
area of the watershed basin and the global slope index, gives very inter-
esting results and good perspectives of estimation on few or no data
watersheds basins.

Keywords: Design flow · Watershed · Log linear regionalization

1 Introduction

As any other area in the world, the prosperity of Africa relies on the qual-
ity of its infrastructures. Unfortunately, it is very common to witness dams,
bridges and communities being destroyed by floods. While flood damages are
expected to happen everywhere, the high frequency of destruction points to inad-
equate design flow calculations. The design flow or project flow is the expected
flow resulting from the worst combination of meteorological and hydrological
conditions considered to be reasonably characteristics of the concerned region
(aquaportail.com). The ORSTOM and CIEH methods are the most popular
design flow estimation methods in West and Central Africa. These are regional
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methods (not directly based on observed flow on the site) because of the low
data availability in most African regions. The ORSTM method was developed
using meteorological and hydrological data recorded up to 1965 while the CIEH
was developed using meteorological and hydrological data recorded up to 1983
[1]. But it is clear that the climate in Africa and particularly the western part,
has shifted since then: a decrease of 15–35% has been reported for rainfall; a
200 km shifted of isohyets to the south has been observed; the streamflows in
most watersheds experienced a decrease of 40–60% [2]. Olivry et al. [3] indi-
cated that surface water resources in rivers have declined since the beginning
of 1970 and have halved in the 1980s. Therefore, the application of the CIEH
and ORSTOM methods in their original proposed form may not reflect the cur-
rent level of hydrological risk. They should be reassessed and updated in order
to prevent damage or financial losses that may result from an over-sizing or
under-sizing of hydraulic structures.

The aim of this work is to reassess these two methods and propose an alter-
native more accurate method that can be used to estimate the design flow.

2 ORSTOM Method

Also called Rodier-Auvray method, it is a deterministic method of flow estima-
tion proposed in 1965 by the ORSTOM’s hydrologists (“Office de la Recherche
Scientifque et Technique Outre-Mer”). This institution was later replaced with
the “Institut Régional pour le Développement” (IRD). The project flow is defined
as a flood caused by a rainfall that is equalized or exceeded in average once a
decade for a watershed in the Sahelian and tropical dry lands [4]. This method,
based on 65 watersheds with surface areas between 10 and 120 km2, is applied
in theory to all the West African’s basins, between 150 and 1600 mm in annual
rainfall and in the range of some hectares to 1500 km2 surface area. The study
was able to identify the main factors that explain the floods. Those are the height
of the generating rainfall, the area of the watershed, the infiltrability of the soil
and the relief.

The peak flow of the ten-year flow (m3/s) is given by the relation:

Qr10 = m.A.P10.Kr10.α10.S/Tb10 (1)

where A is the abatement coefficient, m: the coefficient of increasing, P10: the
ten-year daily rainfall (m), Kr10: the runoff coefficient corresponding to the ten-
year flow (%), α10: the peak coefficient corresponding to the ten-year flow, S:
the area of basin (m2), Tb10: the base time or time of the flood (s).

The ORSTOM method uses several abacus, tables and graphs with fixed
values to estimate those parameters. Estimating each term of this expression
independently of each other gives less accuracy on the overall quality of the
estimate such that the errors made on each parameter appear as a multiplier of
the error on Q10 [5].
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3 CIEH Method

Proposed by Puech and Chabi-Gonni [5], the CIEH (“Comite Interafricain
d’Etudes Hydrauliques”) method is based on a statistical multi-regression anal-
ysis of the data collected in the collection of Dubreil [6] entitled “Recueil des
données de base des bassins representatives et expérimentaux” supplemented by
information from the member countries of the CIEH. This study was carried out
on a set of 162 small and medium-sized catchments located in 14 West and Cen-
tral Africa countries [5] and highlighted the main factors which can be quantified
without ambiguity.

• Physical factors: area, length, slope, compactness of the watershed;
• Climatic factors: annual and daily precipitation, type of climate, tempera-

tures;
• Soil factors: runoff that depends on pedology, vegetation cover, soil moisture.

The ten-year’s peak flow Q10 (m3/s) based on a multiple regression scheme
is given by the relation:

Q10 = a.Ss.Panp.Igi.Krk10.Ddd (2)

with a, s, p, k, d some coefficients to be determined, Pan: annual average precip-
itation (m), Kr10: the runoff coefficient (%), Ig: the global slope index (m/km),
S: the area of basin (km2), Dd: the drainage density (km−1).

The parameters that have to be included in the model are not limiting, and
it may take into account more parameters.

However, recent studies (1994) was carried out using multiple regressions to
express more accurately the CIEH formula by defining the most interesting and
important factors to consider, by regional climatic groupings and according to
the quality (or reliability) criteria. As a result, here is a partial correlation matrix
(Table 1) for the following parameters S, L, Ig, Pan, P10, Pm10, Dd, Kr10 and
Q10.

Table 1. Partial correlation matrix [4]

Q10 S L Icomp Dd Ig Pan P10 Kr10

Q10 1

S 0.623 1

L 0.654 0.963 1

Icomp 0.151 0.157 0.365 1

Dd −0.079 −0.459 −0.383 0.155 1

Ig −0.309 −0.693 −0.639 0.076 0.537 1

Pan −0.264 −0.103 −0.078 0.098 0.058 0.341 1

P10 −0.161 0.032 0.047 0.090 −0.112 0.170 0.812 1

Kr10 0.472 −0.044 −0.041 −0.064 0.064 −0.078 −0.271 −0.168 1
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For the purpose of this study, the following parameters with respect to their
correlation coefficient r were selected to estimate the project flow:

• The area S (r = 0.623);
• The global slope index Ig (r = −0.309);
• The precipitations Pan and P10 The runoff coefficient;
• Kr10 (r = 0.472) (which has to be taken into account for better estimates

when Pan is greater than 1000 mm in order to reach significant levels).

Considering these parameters, the following mathematical formulation
emerges:

Q10 = a.Ss.Igi. (3)

Like the ORSTOM method, the CIEH method requires the estimation of
certain parameters in situ. The accuracy of the final result depends, in a large
extent, on the precision and accuracy of those parameters. Moreover, these for-
mulations do not take into account the internal heterogeneities of the basin.

4 Frequency Analysis

The statistical treatment of the data in order to estimate the ten-year flow rate
was carried out using a frequency analysis which consists in studying past events
characteristic of a given process (hydrological or other) in order to define the
probability of a future occurrence.

4.1 Return Period

In West Africa, ORSTOM hydrologists based on the relatively small watershed
in the tropical and Sahelian regions and available measurements, defined the
ten-year return period. It is a statistical estimator which may be observed once
in ten years [4].

T =
1

1 − F (x)
(4)

with 1 − F (x): the probability of overpassing of the event.

4.2 Choice of the Flood Distribution Model

Several models (normal distribution, log-normal distribution, Gumbel distribu-
tion, etc.) are used to describe flood phenomena, but the choice is based on
some criteria such as the theoretical conditions of the distribution, the asymp-
totic behavior, some suitability tests, and the use of various diagrams. The most
used distribution in hydrology to describe extreme events, such as rainfall and in
our case floods, is the Gumbel distribution [7]. It is a double exponential distri-
bution, the limiting form of the distribution of the maximum value of a sample
of n values. The Gumbel distribution’s cumulative density function is defined as:

F (x) = exp
[

− exp
(

− x − a

b

)]
(5)
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where a ∈ IR is the location parameter, b: the scale parameter, x: the descriptible
variable.

The quantile function which is the inverse cumulative distribution xq is given
by:

xq = a − b.ln
[ − ln[F (x)]

]
(6)

The Gumbel distribution allows describing the annual maxima of the flow
rate on the considered basin.

4.3 Adjustment of the Model

The adjustment of the model to the data set consists of finding the parameters a
and b of the above-mentioned distribution. For this purpose, we define a reduced
variable u:

u =
x − a

b
. (7)

The adjustment or determination of the parameters can be done by the graph-
ical method or the method of the moments.

4.3.1 Graphical Method
In the case of the adjustment according to Gumbel distribution, the graphical
method based on the linearity of the expression of a quantile corresponds to a
straight line equation (x = f(u)). The parameters a and b are then obtained by
estimating the coefficients of the regression line (Fig. 1) which fits the most to
the points. But, to find the variable u, some expressions are proposed in order to
compute an experimental value of F (x). Simulations have shown for the Gumbel
distribution that the appropriate expression is Hazen formula which is defined
as:

F (xr) =
r − 0.5

n
(8)

where r is the rank of the value in the sample; n is the sample size; x is the
describe variable.

The data is decreasingly ordered. Each value is assigned its rank and we use
Eq. 8 to compute F(x). Then, we deduce the reduce variable u using the Eq. 6:

u = −ln
[ − ln[F (xr)]

]
. (9)

Therefore we plot on the same graph the flow x in terms of u and the regres-
sion line.

The advantage of this method is that it provides a visual representation and
the adjustment of the data, essential aid for the judgment of the adequacy of
the chosen distribution and the data processing. Once we have the parameters a
and b, we equate the Gumbel formula with the expression of F(x) deduced from
the return period formula. This gives us:

F (x) = 1 − 1
T

and u = −ln[−ln[
1
T

]] (10)

Hence, we easily compute the ten-year project flow using the Eq. 6.
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Fig. 1. Regression line. (Aguimo watershed)

4.3.2 Method of Moments
The method of moments consists of equating the sampling moments and the
theoretical moments of the chosen distribution.

Let x1, . . . , xn be the sample available and let μ̂ the standard estimators of
the mean and σ̂2 the variance of the sample. The first two theoretical moments
of the Gumbel distribution are expressed in terms of the location and scale
parameters as follows:

μ̂ = a + bγ and σ̂2 =
π2.b2

6
(11)

where
γ = 0.5772 (Euler constant).

Therefore, we easily deduce a and b:

b = 2.45
σ̂

π
and a = μ̂ − bγ (12)

So with a and b, we compute the ten-year project flow using the Eq. 6.

5 Simulations and Results

5.1 Target Watersheds of the Study

All the data, we used in this research has been collected from the database of
AMMA-CATCH. It is a hydro-meteorological observatory service, whose aim is
to document the long-term climate, hydrological and ecological changes in West
Africa.

Seven watersheds are located in the north of Benin between the positions
9.954 N; 1.819 W; 2.399 E; 9.7106 S. They are parts of the big coastal watershed
basin of Oueme-Yewa (Benin) [8].
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Three basins belong to the Niger watershed located in Niger between the
positions: 13.884 N; 2.63 W; 2.7001 E; 13.6445 S. The areas of the watershed
vary from 0.048 to 0.16 km2.

5.2 Result Using ORSTOM and CIEH Methods

All the simulations were performed using the software R Studio. For the
ORSTOM method, the obtained results are in the range of [0.67–63.24 m3/s].
The smaller design flows are obtained in the region of Niger, with the smallest
one in Wankama-amont watershed. The relatively bigger ten-year flow are in
Benin region with the biggest ten-year flow obtained in Sani-a-sani basin.

The results obtained using the CIEH method, are in the range of [3.3–
101.1524 m3/s]. The smaller design flows are obtained in the region of Niger,
with the smallest one in Wankama-amont watershed. The relatively big ten-year
flows are in Benin region with the biggest project flow obtained in Sani-a-sani
basin.

5.3 Flood Peak Estimation Assuming a Gumbel Distribution

A plot of the histogram and the density of the data are presented in Fig. 2. The
choice of Gumbel distribution is based on the samples distribution of our data
which is left skewed with skewness 0.56 and platykurtic with kurtosis -0.88. It
belongs to the Gamma distribution’s function.

Fig. 2. Sample distribution. (Aguimo watershed)

The available data varies from a watershed to another. It varies from 4 years
to 19 years according to the accessible data we got from AMMA-CATH DB. The
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results obtained with this statistical analysis are in the range of [0.3–122.5 m3/s].
The biggest value is obtained on Donga-pont watershed whereas the smallest one
is obtained on Tondikiboro-amont.

5.4 Discussion

The following table summarises all the results obtained from the frequency anal-
ysis (FA), ORSTOM and CIEH methods (Table 2).

Table 2. Summary of simulations

Location Station Area (km2) FA (m3/s) ORSTOM (m3/s) CIEH (m3/s)

Benin Aguimo 368.77 90.6 45 84.2

Benin Sani-a-sani 743.3 43.8 63.24 101.15

Benin Tebou 529.86 87.86 53.94 95.28

Benin Wewe 276.55 64.7 39.91 77.45

Benin Ara-pont 10.93 12.8 12.31 21.75

Benin Donga-pont 586.95 122.5 57.02 96.85

Benin Donga-route-kolokonde 101.783 41.6 39.95 56.2

Niger Tondikiboro-amont 0.16 0.3 1.3 4.2

Niger Wankama-amont 0.048 1.3 0.67 3.3

Niger Wankama-ZeAmont 0.062 1.6 0.87 3.7

As shown, we clearly see that for almost all the stations, the ORSTOM
method estimations are less than what we could expect using the frequency
analysis. We noticed some differences in the range of [0.14–20]. The CIEH method
as the ORSTOM, doesn’t give better estimation of the project flow. We notice
for almost all the stations an increasing of the flow Q10.

The smallest mean square error is observed for the CIEH method (21.26)
whereas the mean square error, using ORSTOM is a bit bigger (29.18). Then
we clearly see that we make less error with the CIEH method. So, as projected,
ORSTOM and CIEH methods based on the data we have, and the analysis we
made on it, are both no more accurate like in the time there were built. The
ORSTOM method under-estimates the design flow whereas the CIEH method
over-estimates the design flow. This result confirms the same observation made
on some watersheds basins in Burkina Faso [1].

Therefore, the need of their updating is urgent in order to ovoid problems as
describe in the introduction caused by an under-estimation or over-estimation
of the design flow. At this stage, it is important to find an alternative method.

6 Alternative Method

Adequate estimation of extreme hydrological variables is essential for the rational
design and operation of a variety of hydraulic structures, due to the significant
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risk associated with these activities. Local frequency analysis is commonly used
to estimate extreme hydrological events on sites where adequate amount of data
is available. In practice, it frequently happens that little or no stream flow data
is available on a site of interest (where a dam is going to be erected for example).
In such cases, hydrologists use a regional flood frequency procedure, relying on
data available from other basin with a similar hydrological regime or region [9].

According to the previous work done by CIEH and ORSTOM hydrologists,
and based on the partial correlation matrix (Table 1), they revealed that the
ten-year flow is a parameter which highly depends on the area of the watershed
and the global slope index and in some extent on the precipitation and the runoff
coefficient. Thus, we will use a regression approach which will take into account
those four parameters. The regression method is simple, fast and allows using
different distributions for the different sites of the region. It is also non-sensitive
to the heterogeneity that may exist in the region [9,10]. Then, a logarithmic
transformation of the variables is introduced in order to linearize the relation of
the power type. Therefore, the equation below is deduced:

Log(Q) = a1.log(S) + a2.log(Ig) + a3.log(Pm10) + a4.log(Kr10) (13)

where S is the area of the watershed (km2), Ig: the global slope index (m/km),
P10: the average ten-year daily precipitation (mm), Kr10: the runoff coefficient
(%).

The model doesn’t give better results. The mean square error obtained with
this estimation is 16.87. Then we compute the correlation matrix which shows
that the more expressive parameters of the design flow are the area and the
global slope index which confirm the previous updating work done by CIEH and
ORSTOM hydrologists in 1994.

Hence, we divide the dataset into two, according to the two regions (Benin
and Niger). Therefore, we obtain the best results; with a mean square error of
0.96. The result is reported in Table 3.

Table 3. Log linear model results

N Station Flow (m3/s) New flow (m3/s)

1 Aguimo 90.6 90.09

2 Tebou 87.86 89.69

3 Wewe 64.7 63.65

4 Ara-pont 12.8 12.97

5 Donga-pont 122.5 123.39

6 Donga-route-kolokonde 41.6 41.63

7 Tondikiboro-amont 0.3 1.36

8 Wankama-amont 1.3 0.97

9 Wankama-ZeAmont 1.6 0.37
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7 Conclusion

This work aims to re-evaluate the two most popular methods of design flow
estimation in West Africa (ORSTOM and CIEH methods). Ten watershed basins
have been considered, seven in Benin and three in Niger. The frequency analysis
using Gumbel distribution gives the observable ten-year design flow considered
as the true values which were compared to the ten-years flow estimated with the
ORSTOM and CIEH methods. The error made using these formers methods in
terms of mean square error, is respectively 21.26 and 29.18 for the CIEH and
ORSTOM method.

Then, it appears obviously that these two methods are no more accurate in
project flow estimation.

An alternative method for updating was proposed based on the regional log
linear model. The model takes as parameters the watershed area and the global
slope index. It gives better estimation when we identify and divide the dataset
into two different regions, with 0.96 mean square error.

References
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Statistical Downscaling of Global Climate
Model MIROC_4h Outputs to Precipitation

in Rwanda

Nkusi Pearl and Mutabazi Alphonse(&)

Climate Change Program, Single Project Implementation Unit,
Rwanda Environment Management Authority, KG 7AVE, Kigali, Rwanda

nkusipearl@gmail.com, mutalpho@hotmail.com

Abstract. Statistically downscaled models for precipitation based on multiple
linear regression were developed and validated in the four different climato-
logical zones of Rwanda for period, 1961–1990. The validation of these
monthly models was majorly based on the ability of the model to reproduce
trends of rainfall for an independent period. The downscaled simulations suggest
that there will generally be increases in precipitation for majority of the months
and increases of over 15% in the known onset months of rain seasons. The dry
months are also expected to experience slight variations for the Eastern zone.

Keywords: Statistical downscaling � MIROC_4h � Precipitation
Rwanda

1 Status of Rwanda’s Climate

Rwanda is a country in Tropical Eastern Africa whose economy depends mainly on
agriculture. It is famously known as ‘the land of a thousand hills’. Due to landscape
terrain with high slopes and high population density, Rwanda is highly exposed to
climate change effect and. There is, therefore, need for availing accurate climate-related
information to stakeholders throughout the country mainly for long-term planning
purpose. Over the recent pasts, Rwanda has experienced extreme events in various
parts of countries such as the destructive floods that affected the entire country in May
2012, and the recent Gakenke flood in May 2016.

In Rwanda, there is a high likelihood that rainfall quantity will increase by the end
of 21st century. However, model predictions are averages for long periods; daily,
monthly and annual variability are very uncertain. While this rainfall increase is pre-
dicted to be between 10 and 20% of observed mean rainfall in 1961–1990, there is no
indication whether the temporal rainfall distribution will enough to meet future water
requirements (Rwanda Country Situational Analysis 2011).

1.1 Problem Statement

Precipitation in Rwanda and East Africa as a whole is a highly variable climate
parameter in space and time; as recently studied in Ongoma and Chen (2017). Due to
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this reason, precipitation forecasts and projections require to be at high spatial reso-
lution in order to improve their accuracy. Stake holders in government institutions/
agencies and various sectors of the economy also require precise climate related
information for short and long periods into the future. Therefore, there is still need for
information on climate projections across the country to facilitate national and district-
level strategic development plans. The readily available Global Climate Model simu-
lations have very coarse spatial resolution and do not account for local climate aspects.
To address this gap in available climate information, statistical downscaling is per-
formed in this study.

1.2 General Objective of Study

To generate downscaled climate projections for the various climatological zones of
Rwanda and provide future climate scenarios information on precipitation.

2 Materials and Methods

The observational data (predictand) was monthly precipitation for reference climato-
logical stations of Rwanda; obtained from the National Meteorological Service,
METEO Rwanda. This is stationed data collected over time periods, 1961–2014. The
stations were selected to represent homogeneous climatological rainfall zones of
Rwanda (Prioul and Sirven 1980) The model output data (predictors) was obtained
from the data portal of Lawrence Livermore National Laboratory, Department of
Energy USA.

MIROC4h, was chosen from WCRP’s Coupled Model Intercomparison Project
Phase 5 (CMIP5). The model output prepared for CMIP5 historical was used for the
1961–1990 model training period while those prepared for CMIP5 RCP 4.5 were used
for development of downscaled projections (2015–2035). The validation period, 1991–
2014 made use of both sets of data.

MIROC_4h was chosen based on its high spatial resolution; considering Rwanda’s
size of 26,338 km2. High spatial resolution of (1.0 � 1.0)° or higher allows for more
grid points represented for Rwanda. These models present predictor data for 22 vertical
levels for the representation of the atmosphere. 4 vertical levels were selected for this
study. MIROC_4h simulations for the period 2015–2035 are obtained from esgf.
llnl.gov data portal. Representative Concentration Pathways (RCP) scenario that is
selected, appropriate for Rwanda is RCP 4.5. The MIROC_4h model has a high spatial
resolution of (0.56° � 0.56°) and the output data sets from which data was extracted
for the training period were 1850–2005 (historical) and 2006–2035 (simulations).

In this study, the predictand is monthly rainfall totals from four reference clima-
tological stations for each climatological region of Rwanda. According to Prioul and
Sirven (1980), there are four climatologically homogenous zones in Rwanda (Fig. 1).
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In this study, we have selected one station for each climatological homogenous
zone as indicated below

1. Kanombe station: Warm and dry Eastern Low land
2. Rubona Station: Central Plateau
3. Byumba station: Montane climate
4. Kamembe station: Lake Kivu shores’ climate.

There were four main steps taken for this downscaling technique for each reference
climatological station:

1. Correlation of predictand (precipitation) and predictors (model output values) to
select four best potential precipitation predictors. The empirical relationships are
formed based on highest correlation coefficients between potential predictors and
predictand

2. stepwise regression to select the best three predictors to yield empirical statistical
models

Fig. 1. Map of Rwanda showing climatic regions by colour (Prioul and Sirven 1980)
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3. Evaluation of statistical models using observations of predictand (precipitation)
values for an independent data period

4. Future projections of precipitation.

MIROC_4h historical run, r1i1p1 was used for the period, 1961–1990 and 13
potential rainfall predictors were selected.

They were assigned variable names as follows:

Precipitation P, northward wind at surface Vs, eastward wind at surface Us, temperature T at
850 hPa, temperature T at 700 hPa, eastward wind U at 850 hPa, eastward wind U at 700 hPa,
northward wind Vat 850 hPa, northward wind at V 700 hPa, relative humidity H at 850 hPam,
relative humidity H at 700 hPa, geopotential height Z at 850 hPa and, geopotential height Z at
700 hPa.

Various statistical equations were used to conceive a computer program that finds
the best possible correlation coefficients, among the selected predictors that represents
the physical relationship between the predictors and predictand. According to
Sachindra et al. (2014) and Osman and Mawada (2016), selection/screening of
potential predictors is the most important step in statistical downscaling. Four main
potential predictors were selected from model outputs of MIROC4h to be run by the
program and considered appropriate to characteristics of Rwanda’s climate:

Wind Velocity, W at 850, 700 mb levels and surface; Wind direction D at 850, 700 mb levels
and surface; Relative Humidity H at 850 and 700 mb levels; Air temperature T at 850 and
700 mb levels.

The generated model equations are then assessed against observational values of
precipitation and temperature for an independent time period, 1991 to 2016. The main
objective of this process is to determine to what percentage of accuracy, the models
developed can reproduce the precipitation values observed in this period. The vali-
dation process shows the potential of the statistical model developed to make future
projections of precipitation. Both graphical and statistical methods are used to validate
the models’ performance (Sachindra et al. 2014). The methods that are used in the
study include: Model evaluation using graphical representation, Model evaluation and
assessment of accuracy of empirical statistical models using contingency tables,
development of terciles for both predicted and observed climate parameters as per each
climatological region. The developed, evaluated and verified statistical models are used
for simulations to generate future projections over Rwanda from 2015 to 2035 for
precipitation.

3 Results and Discussion

3.1 Screening of Predictors and Development of Statistical Models

The following predictors were selected using step wise regression and the models
developed by multiple linear regression techniques. Example of coding used to name
variables: HJY4 where
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H: Humidity;
J: MIROC_4h (Japan);
Y: Grid Point Y;
4: 4th Vertical level (700 hPa).

A FORTRAN program that performs multiple linear regression equivalent to sta-
tistical and graphical analysis software (SYSTAT). However, the advantage of the
program is its ability to run correlation and multiple linear regressions on hundreds of
predictors and is limitless on the number of predictors to include in the model equation.
The predictor with the highest frequency of selection included humidity predictors at
700 hPa, and wind direction at the surface. Below is a table of selected predictors for
each station (Table 1).

3.2 Statistical Model Evaluation and Development of Future Projections

The MIROC4h model projections that are downscaled in this study depict variability in
precipitation anomalies for the next two decades (upto 2035). In reference to similar
studies on East Africa Shongwe et al. (2010), the trends of precipitation changes tend to
agree especially with the general trend across the known MAM and SON rainy seasons.
In reference to the year, 2015, the downscaled projections of MIROC_4h suggest that
by 2035, there will be an increasing trend in precipitation during majority of the months
apart from January, March, July and November for Kanombe station. Validation was
based on the model’s ability to graphically reproduce trends of rainfall for the vali-
dation period, 1991–2014.

KIGALI:
There will generally, be wetter April-May months of the long rain season and a slight
increase in precipitation changes over the dry December-January-February. They also
suggest that there will be a general increase in precipitation anomalies for months
January-February, April-May, July-August and September-October-December. March,
June and November show a decreasing trend (Fig. 2).

Table 1. Selected Predictors for each month for the period of 1961 to 1990 at each reference
station

Selected precipitation predictor per month

Jan Feb Mar Apr May Jun July Aug Sep Oct Nov Dec

KIGALI HJY4 HJY4 HJY4 HJU4 HJV4 HJV4 TJY4 HJU4 HJX4 HJY4 HJA4 HJY4

DJA4 DJD0 DJG4 DJX3 WJK0 WJU0 TJN3 DJK0 DJW4 TJN3 WJJ0 DJA0

KAMEMBE HJU4 HJY4 DJO4 HJY4 HJY4 HJO4 HJY4 HJY4 HJY4 HJY4 DJR0 HJX4

DJB0 DJG0 DJR4 HJQ4 WJN0 HJJ3 WJT3 DJU4 DJO0 HJU4 DJY3 TJK4

RUBONA HJU4 HJY4 HJL4 HJG4 HJY4 HJY4 TJY4 HJX4 HJY4 HJY4 HJD4 HJO4

DJD3 TJK4 DJG0 DJY0 HJA4 DJO3 TJN3 DJX4 DJG0 HJS3 DJS0 WJP4

BYUMBA HJW4 HJV4 HJY4 HJY4 HJY4 HJY4 HJY4 HJE4 HJY4 HJS4 HJX4 HJW4

HJH4 WJN0 DJS0 TJN3 DJK4 TJA4 TJN3 DJU0 DJX0 DJT3 DJI3 TJN3
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The trends depict a generally wet October-November-December season and a slight
increase in precipitation changes over the usually dry January-February and July-
August period; showing consistence with projections of mean and extreme precipita-
tion in Africa region under global warming (Shongwe et al. 2010).

Trends in precipitation changes are relatively in agreement with projections of
future climate over the Albertine Rift Valley region upto the year 2030 under the SRES
A2 scenario. Seimon and Phillipps (2011) reported an approximate increase in pre-
cipitation of about 3–9 mm in Rwanda (as part of the Albertine rift) for the months;
January, February, May, November and December in the year 2030, relative to 1990.
Downscaled MIROC_4h projections from this study suggest an average decrease
ranging from 10–13 mm within the Eastern dry climatic region.
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Fig. 2. Seasonal validation (1991-2014) and projections of precipitation (standardized anoma-
lies) from MIROC_4h; Kanombe station (2015 to 2035)
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BYUMBA:
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RUBONA:

Throughout the country, the reference stations used in this study show relatively
varying future changes in precipitation. An average increase of 14%, 12% and 35%
increase is expected for stations Kanombe, Rubona and Kamembe. The long dry
months of June-August will experience a slight increase in precipitation in Kigali and a
decrease for other stations (Table 2).

Table 2. Percentage change of monthly projected precipitation changes by 2035 with reference
to 2015

Stations

Months KIGALI RUBONA BYUMBA KAMEMBE

January −17.0 1.0 19.0 0.25

February 18.0 −22.0 −3.0 −1.0
March −9.0 −3.0 14.0 −49.0

April 3.0 −63.0 −24.0 −8.0
May 0.05 −1.0 −2.0 1.0
June −13.0 −29.0 −11.2 −1.2

July −42.0 −18.0 −6.0 −2.0
August 56.0 −6.0 75.0 36.0

September 23.0 2.0 −11.0 4.0
October 2.0 −4.0 13.0 −14.0
November −1.0 −1.0 8.0 13.0

December 18.0 15.0 96.0 −42.0
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4 Conclusion and Recommendations

From the simulations now tailored to local climate characteristics of Rwanda using
observational data, we expect that there will be a general increase in monthly totals of
precipitation across the country and significant increases in the onset months of rainfall
seasons, MAM and SON. Downscaling of GCM simulations before use in impact
assessment studies, or their consideration in national strategies and plans is highly
recommended. More GCMs need to be used by climate researchers in Rwanda to
increase on the base of information on future climate scenarios.
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Abstract. Rainfall is a very important climatic phenomenon for the
Sahelian economies. In Senegal, it has a very tremendous impact on
agriculture and human life, which justifies the need for effective mon-
itoring systems. In fact, the country has been experienced number of
extreme events such as floods and public health problems. Despite the
efforts made, it remains challenging to have real-time observations, which
impact directly forecasts quality. In addition, systems used are not effi-
cient and they are often expensive for implementation and deployment
throughout the country. In this paper, we present an automatic rain-
fall station adapted. A prototype has been designed and implemented
to ensure the reliability and availability of data in real time. In addi-
tion, a validation study is carried out in order to know its performances.
For this, the designed prototype is installed on the same site near an
approved industrial station, between July 1st and October 31st, 2017.
The comparison between obtained results of these two stations is very
satisfactory with a correlation of 99%.

Keywords: Internet of Things · Rainfall monitoring
Connected rain gauge · Automatic weather station
Real-time observations

1 Problematics and Motivations

1.1 Impact of Rainfall Disasters

Since the end of drought of the 1980s in the Sahel [1], we observe an intensifi-
cation of the rainy season reflected by an increase of extreme events. Because of
this, largest cities suffer a lot, especially in Senegal. These extreme phenomena
are amplified since the beginning of the 2000s [2]. They have very great impacts
on the environment, the survival of the population as well as the economy. Dakar,
the administrative and economic capital of Senegal, is not left out. Indeed, 40.3%
of Senegalese population is centered in urban areas like Dakar, according to the
“Agence Nationale de Statistique et de la Démographie” (ANSD) in 20131. With
1 http://www.ansd.sn/.
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the problems of planning and the increasing urbanization in these agglomera-
tions, floods are more and more recurrent causing sometimes inestimable dam-
age such as insalubrity in public places, inaccessibility, traffic jams, collapse of
buildings and even losses of human life [2]. The Fig. 1 shows an example of flood
consequences in Dakar city.

Fig. 1. Impact of flood and rain disasters in Dakar during rainy season

In addition, there is the sewers backflow with all the health risks they imply.
Environment and health of people are both concerned too. During rainy sea-
son, many diseases proliferate such as malaria, plague, dermatological diseases,
diarrhea, etc. Wastewater, contents of garbage cans, dirt and other dangerous
and sometimes toxic substances are often found in water. People crossing these
waters are then exposed to all kinds diseases and infections. In this context, the
United Nations (UN) has set up the World Food Program (WFP) with major
packages including Agro-Meteorological Watch (AMW) which shows the need to
have warning stations and aims to better inform users and to better predict the
drastic consequences on agricultural yields, human health and socio-economic
activities [3].

In view of all these problems, in-depth rainfall monitoring becomes a necessity
in Senegal cities. In this paper, we propose an improvement of the rainfall data
collection process. We design an automatic monitoring systems with real time
data visualization, simple, adapted and efficient.

1.2 Process Used in Senegalese Institutions

Senegal has a Sahelian climate composed of two seasons: a shorter rainy sea-
son (from June to October) with a peak in August-September and a longer
dry season. This country has a long history of climate data with more than a
century of observations. First rainfall measurements date from 1854 in Saint-
Louis [4]. Since then, many structures were born, such as “Agence Nationale de
l’Aviation Civile et de la Météorologie” (ANACIM)2, “Centre d’étude régional
pour l’amélioration de l’adaptation à la sécheresse” (CERAAS) which is a cen-
ter of “Institut sénégalais de recherches agricoles” (ISRA)3, and “Laboratoire de
2 http://www.anacim.sn/.
3 http://www.isra.sn/.

http://www.anacim.sn/
http://www.isra.sn/
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Physique de l’Atmosphère et de l’Océan - Siméon FONGANG” (LPAO-SF)4 of
“Université Cheikh Anta DIOP” (UCAD).

Nevertheless, systems used by these structures don’t allow real-time mea-
surements and require human intervention for data collection. ANACIM has a
fairly diversified network of meteorological observations with 24 synoptic weather
stations and more than 300 rainfall stations, of which 150 are operational and
distributed throughout Senegal. These stations record data which are transferred
with an important delay. Indeed, ANACIM has several agents responsible for col-
lecting and sending data to the agency by email or SMS (Short Message service)
at the end of each day. In addition, the number of stations is far from achieving
recommended standards of the World Meteorological Organization (WMO) and
insufficient to ensure protection’s missions of people and goods and also pro-
vision of climate services. LPAO-SF has a network of 33 rain gauges acquired
as part of AMMA (African Monsoon Multi-disciplinary Analysis) international
project5. These stations are spread over three zones: the North Zone with 8
stations, the South Zone with 9 stations, and the dense zone in the center-west
of the country with 16 stations. This network is installed to cover the space
centered on the NPOL radar (−17.09804 West, 14.65654 North) in Kawsara. It
aims to document well the spatio-temporal variability of rainfall in the far west
of Africa and also the contribution of different types of convective systems in
the annual cumulative rainfall. However, the data are not collected in real time.

2 Design and Implementation of Proposed Rainfall
Measurement System

2.1 Network Architecture

Our used network consists of several entities. The general architecture is shown
in the Fig. 2.

Fig. 2. Network architecture

– Station: It allows rainfall data acquisition and transmission to the Gateway.
Each station is composed of different entities. The Design and material used
are presented in the following part.

4 http://www.esp.sn/?p=1658.
5 http://www.amma-international.org.

http://www.esp.sn/?p=1658
http://www.amma-international.org
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– Gateway: This element is responsible for the mediation between stations
and servers. It ensures the protocols conversion, retrieves and sends station
data to the server via an Ethernet network. The data transmission is based on
HTTP (HyperText Transfer Protocol). The Gateway is placed in Computer
Science Department of “Ecole Supérieure Polytechnique” (ESP).

– Local Server: It receives data from the Gateway and stores them instantly.
It hosts an Apache2 web server, a MySQL database server and a PHP applica-
tion. Finally, data are sent to the remote Server using HTTP through Internet.
They are temporarily stored in a buffer when Internet access isn’t available.
After 15min, the local server retries sending all the data and emptying the
buffer if successful.

– Remote Server: Its role is to allow data exploitation and visualization in
addition to stations monitoring. It hosts an Apache2 web server, a MySQL
database server and a PHP application with some JavaScript technology
(AJAX, REST, HIGHCHARTS). Data are visualized as real time graphs.
A monitoring and administration interfaces are also integrated.

2.2 Designed Station

Acquisition system is the most important element in the network. It carries out
the collection of rainfall data and consists of the deployed automatic stations.
An automatic station is a smart-sensor, with several units (Fig. 3).

Fig. 3. Station components

Sensing Unit: Sensing unit is generally composed at least one sensor. Our
stations are each equipped with a rain gauge which is the oldest sensor [5] and
the most used instrument in meteorology to measure the amount of rain [6]. In
this work, we use the tipping bucket rain gauge. It has two parts: a funnel-shaped
collector and a container for receiving water. The collector directs rainwater
towards a kind of small swing in the container, formed of two small metal buckets
on each side of a horizontal axis. Water that falls is accumulated and then causes
tilts. Each tilt corresponds to 0.2795mm of rain.
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Processor: It is responsible for station’s intelligence. It retrieves the data from
sensors, performs the processing, and formats messages. After that step, it sends
data to the remote server via the communication unit. It consists mainly of an
Arduino UNO board which is a microcontroller based on ATmega328P. It counts
the tilts coming from the rain gauge.

Power Supply: An automatic station is supposed to be placed in areas which
are difficult to access. Then, it must have a minimum of autonomy to work as
long without human intervention. The proposed station model has a solar power
supply thanks to a solar panel. A battery is added for storing energy and allowing
station to operate when there is no sun.

Data Transmission: To communicate with the central server, the station must
be equipped with a transmission module. Processing unit fully controls it. For
our stations, communication unit can use various means of transmissions:

Wireless Sensor Network: We use essentially two types of wireless network trans-
mission.

– RF 433: 433 MHz band is part of ISM (Industrial, Scientific and Medical)
band. It is a free band intended for the use industrial, scientific and medical
purposes [7] for communications via radio waves. RF band 433 allows low-
coast wireless transmissions with low cost [8,9].

– LoRa: LoRa (Long Range) is a wireless communication technology belonging
to the Low Power Wide Area Network (LPWAN) category. It allows long
distance transmissions with low power consumption, low cost and a bit rate
of less than 50 kbps [10]. LoRa commonly refers to two different layers: a
physical layer (also called LoRa) using Chirp Spread Spectrum modulation
(CSS) [11], and a LoRa Wide Area Network (LoRaWAN) protocol which
provides a mechanism for controlling access and using LoRa modulation [12].
LoRa is used on ISM band 433, 868 or 915MHz depending on the geographical
zone. In early 2017, we conducted coverage tests with LoRa in Dakar, with a
maximum range of 10 km [13].

Cellular Phone Networks

– SMS: Cellular phone networks, particularly 2G (Second Generation), are
generally a choice to replace wireless sensor networks for very long distance
communications. GSM (Global System for Mobile Communications) is the
most widely used 2G standard and allows SMS (Short Message Service) short
text messages. In Senegal, GSM covers almost the entire national territory.
As a consequence, SMS is very convenient for sending data in a near real-time
way [14,15].

– GPRS: GPRS (General Packet Radio Service), still qualified as 2.5G or 2G
+, is an extension of the GSM network. It has the advantage of being faster
than SMS and less expensive [14].
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– 3G: 3G has started to be used in order to satisfy users in terms of speed.
Offering bits rate up to 42Mbps, it is often an ideal candidate for a real-time
system with a lower cost [16,17].

ADSL: Station can also use the Asymmetric Digital Subscriber Line (ADSL)
when placed far from Gateway. In Senegal, ADSL is widely used, well before the
advent of 3G, offering speeds of up to 10Mbps. Thus, the station sends data
directly over the Internet to the Gateway via the wired network, which is more
stable and more available than wireless networks.

Fig. 4. Rainfall data processing flowchart

2.3 Data Collect

Data collection is done in several phases, from station to servers.

Algorithm in Station: In initial state, system waits for tilts. Then when rain
starts, system considers a new rain event and then starts counting number of
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tilts. After each 1min, a message is formatted and composed of the total number
of tilts, date and time, and is sent to Gateway. After this, counter is then reset.
When there is no tilts after 10min, the system considers it is the end of rain
event, and sends then a rain end message to Gateway. This process is described
by algorithm in Fig. 4.

Transmission Process: Once the message is formatted by station, it is sent
to the gateway which stores it in its internal memory after cleaning up errors.
Finally, data are transmitted to central site. Data is then sent to remote server
which stores it in its turn. Redundancy in storage allows us to ensure data
availability and reliability. It allows our system to be completely independent
from Internet.

2.4 Monitoring Application

In order to exploit data, a web application is integrated in the solution. The
purpose of this application is mainly to:

– allow real-time viewing of data from automatic stations.
– enable researchers to consult the historical data and to be able to download

them.
– allow system administration, accounts creation and deletion, consultation of

details of stations and also setting.

User who comes on the application can directly observe the evolution of
rainfall in real time, in the form of cumulation on a graph. He can also see total
amount per rain event for the current day for all stations in the network.

Fig. 5. Gateway and station positions in Google earth map. This image show the
exact position of the Gateway which is placed in Computer Science Department and
the station placed in Social Campus, in ESP
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3 Validation Study

In this part, we present the validation of performances of our station. Concretely,
we compare collected data of our station to data of an industrial station, both
placed side by side. We collected rain data during the entire rainy season of 2017,
from July 1st to October 31st, 2017.

3.1 Prototype of Our Automatic Station

To validate, we placed one of our stations in ESP Social Campus, at a distance
of 110 m from the Gateway as shown in the Fig. 5.

That station uses RF 433 module for wireless communications. It consists
of a CC1101 module presented in Fig. 6. This module we have already used
in another monitoring project [18] has satisfactory performance and is easy to
use. Communication between Processing unit and RF module is done via SPI
(Serial Peripheral Interface) protocol. This protocol is a synchronous serial data
bus which operates in full-duplex mode according to the master-slave model and
compatible with Arduino cards. A CC1101 module is also used in the Gateway.

Fig. 6. CC1101 module used in our prototype for validation

3.2 Industrial Station

The industrial station used consists of a rain gauge from LAMBRECHT
meteo GmbH6. It is shown in the Fig. 7 on the right. It has a precision of
±0.1mm. It requires at least a supply voltage equal to 9.8V.

Data collection from this rain gauge is done using a wireless transmission too
but on a commercial frequency. Station counts and saves total number of tilts
every 10min and sends data daily to a remote server in LPAO-SF. It uses its
own transmission protocol.
6 http://lambrecht.net/de/niederschlag/meteorologie_hydrologie.

http://lambrecht.net/de/niederschlag/meteorologie_hydrologie
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Fig. 7. Our automatic station designed (left) and Industrial rain gauge (right)

3.3 Data, Periods and Method

We have deployed a station placed with an industrial station side by side. These
two stations have measured rainfall from July to October 2017. They recorded
a total of 31 rainy events. We retrieved all these data and did analysis and
comparison. To do this, we used Python programming language which is quite
easy, open source and very powerful as well as MATLAB.

Fig. 8. Rainfall seasonal cycle. In blue, we have our station and in yellow, we have
industrial station. (Color figure online)
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3.4 Correlations and Results

First, we made a comparison of daily total measurements. In Fig. 8, we represent
the daily measurements without any treatment. We have in yellow the data of
the industrial station and the collected data of our automatic station in blue.
We find that these two stations measure daily quantities substantially equal.

We obtain a correlation coefficient r equals to 0.99 between the collected data
of our station and industrial station. The difference in total cumulation is less
than 10mm. So it is very satisfying as result. Cumulation is shown in Fig. 9.
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Fig. 9. Rain daily accumulation throughout the season. Our station data is blue color
and red color represents industrial station data. (Color figure online)

We also studied the daily differences in the measures (see Fig. 10). In this
figure, we represent the difference between the total quantity of rain measured by
our station and total quantity of rain measured by industrial station used. During
the rainy season, the difference fluctuate between 0 and 2.5mm in absolute value.
Nevertheless, in the majority of cases, this difference is negative (in real terms),
in other words, the daily quantity measured by the industrial station is usually
greater than the quantity measured by our station.

4 SenPluvio Project Overview

In what precedes, we presented a prototype of an automatic rainfall station,
autonomous in energy and low cost implementation. It is placed in ESP next to
an approved industrial station during 2017 rainy season under optimal weather
conditions for validation. As pointed out earlier, our aim is to overcome rain
damage especially floods. It is with this in mind that we initiate the SenPluvio
project in LPAO-SF to design and to deploy a wide automatic rainfall stations
network, less expensive, reliable and suitable for rainfall monitoring in Dakar
city. On the one hand, we will improve existing data collection process used in
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Fig. 10. Biais or difference between total quantity of rain measured by our station and
total quantity of rain measured by industrial station used.

LPAO-SF. The station model that we proposed in this paper will be used. On
the other hand, we will monitor and exploit the rain in real time. Every Internet
users could view data in real time. An alert system will be also used to warn
the competent authorities of the risk of floods. The automatic stations will be
deployed in various areas of Dakar in order to constitute a very homogeneous
network.

5 Conclusion

In this paper, we propose a rainfall collection system adapted, efficient and at
a lower cost compared to industrial systems. We designed and implemented an
automatic station for periodic measurements with a real-time storage and visu-
alization system. After that, we studied the performance of our station using an
industrial station. The result obtained reveals that our station has very coherent
performances and accuracies compared to the industrial station.

We also presented a short overview of SenPluvio project whose objective is
to ensure the deployment of many stations like the prototype presented here,
throughout Dakar city. It’s also the next step of our work. On the one hand,
we are going to work and add many improvements in communication part, in
particular data compression before transmission, intelligence in stations, and
also security which is necessary if we want to ensure integrity. On the other
hand, we will proceed to the deployment of stations in several sites in the city,
chosen strategically in order to represent rain phenomenon. Finally, a warning
system for populations and competent authorities will be set up with a real-time
decision-making and forecasting system.
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Abstract. Nowadays, we are surrounded by enormous large-scale high
dimensional data called big data and it is crucial to reduce the dimensionality of
data for machine learning problems. That’s why feature selection plays a vital
role in the process of machine learning because it aims to reduce high-
dimensionality by removing irrelevant and redundant features from original
data. However some characteristics of big data like data velocity, volume and
data variety have brought new challenges in the field of feature selection. In fact,
most of existing feature selection algorithms were designed for running on a
single machine (centralized computing architecture) and do not scale well when
dealing with big data. Their efficiency may significantly deteriorate to the point
of becoming inapplicable. For this reason, there is an increasing need for
scalable yet efficient feature selection methods. That’s why we present here a
distributed and effective version of the mRMR (Max-Relevance and Min-
Redundancy) algorithm to face real-world problems of data mining and evaluate
the empirical performance of the proposed algorithms in selecting features in
several public datasets. When we compared the efficiency and the scalability of
our parallelized method in comparison with the centralized one we have found
out that our parallelized method have given better results.

Keywords: Feature selection � Filter method � Parallel computing
Apache Spark � mRMR � SVM

1 Problematic and Related Works

1.1 Introduction

Feature selection is a fundamental preprocessing step that aims to reduce input
dimensionality in machine learning and pattern recognition [1]. Many domains use
feature selection: for example in bioinformatics it is an important topic because it is
critical to define informative features from complex high dimensional biological in
disease study, drug development, etc.

Unfortunately, most feature selection algorithms are designed for centralized
computing and do not scale well with large-scale datasets [3]. To tackle these problems,
distributed computing framework like Apache Hadoop, which implements the
MapReduce model, can be a solution [3].
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But the Apache Hadoop is not adapted to feature selection because it because it
lacks built-in support for the iterative process [4]. So, an alternative to Hadoop has been
presented to overcome these problems. It is Spark, a memory-based iterative compu-
tation framework that improves the IO read/write performance issue by processing
intermediate data in-memory [4].

In regard to that, in this paper, we propose a parallel version of the centralized
mRMR algorithm that we have named SFS-mRMR (for Spark Feature Selection
method based on mRMR), on the framework Spark to ameliorate its efficiency. The
choice of mRMR is motivated by the fact that minimum-redundancy-maximum-
relevance (mRMR) selector is considered one of the most relevant method for
dimensionality reduction due to its high accuracy.

The results that we obtained show that our algorithm is scalable and outperforms
the classical mRMR feature selection method.

The rest of the paper is structured as follows:
Section 2 reviews previous works. Section 3 deals with the formulation of the

problem. Section 4 presents the centralized mRMR. Section 5 gives the metrics we
used in our proposal. Section 6 consists of the presentation of our algorithm. Section 7
describes the working environment. Section 8 presents and analyzes the results of the
experiments. Section 9 concludes and gives futures researchs.

1.2 Related Works

Feature selection is a fundamental preprocessing step to reduce input dimensionality.
There are 3 general categories of feature selection methods: Filter, Wrapper and

embedded [5].
Filters methods use some criterion to score each feature and provide a ranking to

evaluate the features which determine their relevance or discriminant powers with the
outcome variable [5].

In the wrapper methods the accuracy of classifier is estimated to select the features
[5]. Although computationally expensive the wrapper is the best feature selection
method for accuracy [5].

In Embedded methods a given model is used to guide the feature selection process,
and select the most relevant features when building the model [5].

Filter methods offer better computational complexity but do not take into account
the interactions among the variables, which cannot be ignored.

mRMR is one of the most famous filter method. But mRMR is a centralized method
and do not scale well with ultrahigh dimensional datasets. So it is fundamental to
optimize the mRMR algorithm by using efficient parallelization [7]. That’s why,
proposals have been made on the parallelization of mRMR algorithm the interest of
which is to decrease the training time and ameliorate the accuracy of the machine-
learning tasks.
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The work in [1] present a parallelization of many methods based on information
theory including mRMR in Apache Spark.

The Experimental results show that this methods scale well and efficiently with
ultra-high-dimensional datasets.

The work in [8] proposes to extend mRMR by using a number of approaches to
better explore the feature space and build more robust predictors. To deal with the
computational complexity of those approaches, authors implement and parallelize
functions in C using the openMP Application Programming Interface. These methods
show significant gains in terms of run-time.

Authors in [9] present a two-stage selection algorithm by combining ReliefF and
mRMR. In the first stage, ReliefF is applied to find a candidate gene set; In the second
stage, mRMR method is applied to directly and explicitly reduce redundancy for
selecting a compact yet effective gene subset from the candidate set. The experimental
results show that the mRMR-ReliefF gene selection algorithm is very effective.

In [10], authors present three implementations of an extension of mRMR named
fast-mRMR in several platforms, namely, CPU for sequential execution, GPU
(graphics processing units) for parallel computing, and Apache Spark for distributed
computing using big data technologies.

In [11], authors combined dynamic sample space with mRMR and proposed a new
feature selection method. In each iteration, the weighted mRMR values are calculated
on dynamic sample space consisting of the current unlabelled samples. The feature
with the largest weighted mRMR value among those that can improve the classification
performance is selected in preference. Five public datasets were used to demonstrate
the superiority of this method.

It is clear that the methods presented in these different works use a greedy approach
by iteratively add or remove features into a set of features. Our method selects a set of
relevant and non-relevant features on the dataset using only one iteration. That allows a
more significant reduction of the learning time and an improvement of classification
accuracy.

1.3 Formulation

Our work focuses on classification with 2 classes. Let c be the class label with 2 possible
values 0 or 1. Let S refer to the input dataset with a high number n of features {i1,..,in}
andm instances. V is an example defined by a vector (v1,..,vn), where vj is the value of the
feature i in V. Let O(S, D) denotes the evaluation function. A subset S′ of S is evaluated
by O with the data D. Let S1 and S2 be 2 subset of features in S. O(S1, D) > O(S2, D)
means that S1 is more interesting than S2.

Our proposed algorithm, called SFS-mRMR, is a distributed version of the mRMR
method that we based on Spark, a parallel programming framework. Our method aims
to find a subset S′ of features from S that maximize the function O.
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2 Improvement of MRMR

2.1 The Classical MRMR

mRMR means Minimum Redundancy and Maximum Relevance. The concept of
mRMR is to select the features so that they are mutually maximally dissimilar and
maximally relevant with the class label l [12]. Let i and j represent 2 features of S. The
mutual information between i and j is denoted by Mði; jÞ. Mðc; iÞ stands for the mutual
information between the class label c and i.

The redundancy among the features in S, is obtained by calculating the mutual
information between the features in S as follow:

QIðSÞ ¼ 1

Sj j2
X

i;j2S
Mði; jÞ ð1Þ

The relevance of features in S with the class label c is defined as

RIðSÞ ¼ 1
Sj j
X

i2S
Mðc; iÞ ð2Þ

By optimizing (1) and (2), we obtain S� the set constituted of features that are the
most relevant and less redundant in S. It is done as follows:

S� ¼ argmaxS0�S½RIðSÞ � QIðSÞ� ð3Þ

2.2 Our Proposal

SVM is an extremely powerful machine learning technique and one of the best
supervised classification techniques [13]. That’s why, SVM is used in combinaison
with mRMR in our algorithm SFS-mRMR as proposed by authors in [14]. The features
are scored by using this combinaison to obtain more performance. Let b 2 ½0; 1�
denotes a ratio between SVM scoring and mRMR scoring. The relevancy RF;i of feature
i in S is obtained as follow:

RS;i ¼ 1
Sj j
X

c

Mðc; iÞ ð4Þ

QF;i the redundancy of i is calculated as

QS;i ¼ 1

Sj j2
X

i;j2S
Mði; jÞ ð5Þ

190 R. M. N. Marone et al.



Let xi be the SVM weight of i.
The final score di of i is obtained as follow:

di ¼ b xij j þ ð1� bÞ RS;i

QS;i
ð6Þ

3 Our Method

The method that we propose (SFS-mRMR) takes as input:

– a set of data S composed of x attributes and y observations,
– the number T of attributes to select in S
– b, a ratio between SVM scoring and mRMR scoring,
– and z the desired partition number for the dataset.

Let D be the set of features in S.
Our method return S′ the subset constituted of T best features namely the features

that have the highest di values.
SFS-mRMR follows seven steps:

Stage 1:  

1. Construct classes={c1,.., cy } the set of the class 

labels in S.  

2. Construct values={{
1
iv ,.., vi

y
}, i=1 to x }  

vi
j
 represents value of the i-th feature in the j-th 

observation: 
3. Construct z subspaces of features SDt, t = 1..z from 

D. 

4. Construct z subspaces subt of {{
1
iv ,.., vi

y
},  i SD} 

5. Send each subt at a worker. 
Stage 2:  

On each worker t: 
6. Create several sets for each feature i in subt by 

mapping i with each other feature j in D as follows: 

i=>{ i, {
1
iv ,.., vi

y
}, { 1

jv ,.., vj
y
} , { c1,.., cy }} 

The resulting set constituted of {i, {
1
iv ,.., vi

y
}, 

{ 1
jv ,.., vj

y
} , { c1,.., cy }, i=1 to x, j=1 to y } is called 

rdd2. 
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Stage6:  
In this step calculate for each feature i its ranking 

measure di and sent all di scores to the master.  

It corresponds to the following instructions: 

For each element (i, ijsumM , Ri) rdd4 

10.rdd [(i, di)]= mapToPair ({i, sumMij, Ri } =>{i, di
})

Qi= ijsumM /(n*n); 

di =β + ωi+((1-β)* (Ri /Qi)); 

/* ωiis SVM weight of feature i*/ 

End For each

11.All workers send di values to the master 

Stage 7:  
In this stage the features are collected and ordered by 

the master. Master then returns the T attributes with the 

best scores di.  

This corresponds to the following sentences: 
On the master:  
12.Collect and ordered  
13.Return S’: the set of T attributes that have the 

best divalues. 

4 Experimental Setup and Results

4.1 Data Description

The classifier used is SVM (support vector machine) and the data used for the
experiments are in LibSVM format.

Datasets used here, are from mldata.org [15].
Table 1 gives us details of the datasets.

Table 1. Characteristics of benchmark datasets

Name Number of features Number of instances

Colon-cancer 2000 62
Colon-tumor 2000 60
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For our experiments we have used a cluster of 4 nodes then a cluster of 6nodes.
Each node has 8 cores and run at 2.60 GHz, with 56 GB memory and a 382 GB disk,
Each node run at the Linux-based HDInsight (Spark) cluster.

4.2 Performance Evaluation

In this part, we will first discuss the scalability of our solution then we will compare the
execution time of our proposal with the one of centralized mRMR.

Figures 1, 2 and 3 show respectively how the execution time varies according to
the number of nodes when we select 25%, 50% or 75% of the dataset.

Fig. 1. Scalability of SFS_mRMR and classical mRMR with 25%.

Fig. 2. Scalability of SFS_mRMR and classical mRMR with 50%.
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The concerned figures clearly show that the execution time of our proposal con-
siderably decreases when the number of nodes increases whereas the time taken by
classical mRMR remains constant.

We have used 4 then 6nodes for the scalability. And for every case we have run the
tests using the same environment.

For every dataset we first select 25% then 50% and after 75% of features.

• Colon-cancer

Figures 4 and 5 shows the time taken by our method comparatively to the one of
centralized mRMR for respectively 4 and 6nodes.

Fig. 3. Scalability of SFS_mRMR and classical mRMR with 75%.

Fig. 4. Time taken for colon-cancer with 4nodes
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As we can notice, the execution time of our method is at least 4 times shorter
compared to the one of centralized mRMR.

• Colon-Tumor

For colon-tumor the results obtained with 4nodes are the following ones given in
Fig. 6:

With a cluster of 6nodes the execution time is stated in Fig. 7.
As for the colon-cancer we can notice that the execution time of our method SFS-

mRMR is also 4 times shorter at least.
Therefore, we can conclude from these experiments that our solution outperforms

the centralized mRMR method in terms of execution time. Moreover, the more we
increase the number of nodes, the shorter the execution time becomes in our method
whereas the one of centralized mRMR remains constant.

Fig. 5. Time taken for colon-cancer with 6nodes

Fig. 6. Time taken for colon-tumor with 4nodes
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In our experiments we have used datasets limited to 2000 features, because beyond
that number, the centralized mRMR takes too much time to run. For example, for
certain datasets above 2000 mRMR can take days to run completely.

5 Conclusion

In this paper, we have proposed a parallel and scalable version of a centralized feature
selection method named mRMR that we developed with the Spark framework.

In our method, a score is given to each feature to evaluate its redundancy with the
others features of the dataset and its relevance relatively to the class label. Then the
features presenting the highest score are returned.

Performance evaluation of our method demonstrates that our parallel algorithm can
improve the accuracy of classification and reduce the time taken by instance selection. The
performance results also show that our method scale well and efficiently with big data.

In the future, we plan to compare our method with other parallelized methods in the
litterature.
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this occasion to express them our thanks.
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Abstract. Designing an educational scenario is a sensitive and challenging
activity because it is the vector of learning. However, the designed scenario may
not correspond to some learners’ characteristics (pace of work, cognitive styles,
emotional factors, prerequisite knowledge, …). To personalize the learning task
and adapt it gradually to each learner, several scenarios are needed. Adaptation
and personalization are difficult because it is necessary on the one hand to know
in advance the profiles and on the other hand to produce the multiple scenarios
corresponding to these profiles. Our model allows to design many scenarios
without knowing the learner profiles beforehand. Furthermore, it offers each
learner opportunities to choose a scenario and to change it during their learning
process. The model ensures that all announced objectives have enough resources
for acquiring knowledge and activities for evaluation.

Keywords: Adaptation � E-learning � Learning scenario � Instructional design
Learning path

1 Introduction

This work is in the field of personalization and adaptation of technology enhanced
learning to make the process of acquiring knowledge more effective. Many researches
are carried out in this direction: they are interested in learner models [1], intelligent
tutoring systems [2], analysis of learning traces [3] or adapting educational scenarios
according to the learners’ profiles [4], sometimes according to multiple sources [5].

The pedagogical scenario is the description of a learning sequence, its educational
goals and the means to implement it to achieve these goals. The educational scenario is
a key element in learning because it is the vector of learning [6]. In a context of lifelong
or even initial training, it is extremely difficult to design a scenario for each learner.
Some authors rely on learners’ profiles to reduce the number of possibilities. To
determine learners’ profiles, learning data must be available and analysed, which is
time-consuming. After determining the profiles, it can happen that we have found
several profiles, making the number of scenarios to conceive always enough. More-
over, during learning, the knowledge acquired by a learner and interactions with the
learning environment can change their profile. For example, a learner without much
computer experience at the beginning of the learning session will have a poor

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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performance that will improve during their learning as they acquire new computer
skills. This evolution of the profile may render the initially proposed scenario inap-
propriate. Moreover, nothing can ensure that this new profile will match one of the
identified profiles. Therefore, the teacher would need to be regularly designing new
personalized scenarios as new profiles are identified, which is difficult to do.

Thus, there is a problem of designing several scenarios to adapt to the particularities of
learners. We choose to break down an educational scenario into a learning scenario
(related to learner) and a coaching scenario (for the teacher) that should be structured,
coherent and combined to drive learning [7]. In this paper, we are interested in the learning
scenario part, which is the description of the proposed learning activities, their articulation
in the learning sequence as well as the expected results of learners [8]. Although this
scenario is intended for the learners, its design is to be done by the teachers. Our research
focuses on providing teachers with conceptual and technological tools to design a course
with several learning scenarios without knowing in advance the profiles of learners.

The remainder of this paper is organized as follows. In Sect. 2, we describe the
state of the art of scenario models and more specifically learning scenarios. In Sect. 3,
we present our multi-scenario model of a course. In Sect. 4 we describe the imple-
mentation of our system into the LMS (Learning Management System) Moodle. In
Sect. 5, we report the results of an acceptability questionnaire filled by teachers to
assess the quality of their educational productions, their predispositions to personalize
learners’ follow-up and their resistance to change their teaching method. Finally, in
Sect. 6 we present the results of an experiment involving teachers using our system
during a multi-scenario course design workshop.

2 State of Art

The design of an educational scenario integrating ICT (Information and Communica-
tion Technologies) is a fundamental activity to guarantee the quality of learning by
considering the training system. Based on the EML (Educational Modelling Language),
most models of learning scenarios are designed as a succession of activities or tasks
that the learner needs to perform to reach their learning goal. Some models divide
activities based on educational goals [9]. Others propose a division based on teachers’
intentions [10] take into account activities to be done by learners, teachers’ intentions
and interactions [11].

To carry out the division based on teachers’ intentions, a set of questions must be
asked to make relevant pedagogical choices. Brassard and Daele have identified 17
dimensions of questions organized into 4 categories [12]. To consider the learners’
specificities, they suggest a dimension which proposes alternative or variable paths
linking the activities in the scenario. The difficulty of this implementation relies on the
“a priori knowledge” of learners’ characteristics (cognitive styles, emotional factors,
prerequisite knowledge…). Moreover, it would be tedious to implement a pedagogical
scenario with these 17 dimensions, to produce as many scenarios as possible (learners’
categories).

In order to produce new scenarios, Riad et al. [13] propose the reuse and the
adaptation of the existing scenario to create new ones. Nevertheless, the weakness of
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their approach is the impossibility to modify the scenario structure. Their adaptation
consists only in modifying included resources. Using the principle of design patterns,
Marne and Labat [14] propose to see activities with several states of input and output.
The connections among states depend on the prerequisites between the activities and
objectives achieved by the learner. The advantage of this approach relies on its flexi-
bility in the sequence of activities, but it does not take into account a learners’ profiles
and is not intended to define several scenarios for a same session.

The Competence-based Knowledge Space Theory (CbKST), an extension of the
Knowledge Space Theory (KST) [15] proposes a knowledge structure model based on
competences for the personalization of learning [16]. The model considers prece-
dence’s relationships between competences to establish the notion of knowledge state
(set of skills acquired in a field). From the different states, the CbKST allows to
establish several learning paths to achieve the same goal. Thus, the CbKST provides a
framework for designing multiple learning scenarios in a transparent way for teacher.

3 Multi-scenario Model

3.1 Main Objectives

Our model is inspired by the CbKST given its many successes in various fields such as
medicine [17], metacognition [18], education [19] and more specifically Serious Games
[20]. However, models based on CbKST have three main weaknesses:

• Lack of support for activities with multiple competences
In studied models, the activities allow to work and acquire only one competence at a
time. In our context, activities with multiple competences (such as studies case [21])
provide to learners the possibility to use diverse or even low-level competences to
solve higher-level problems. It also allows the learner to acquire new competences
from those acquired. These are complex activities highly recommended in a
training.

• No temporal constraints
Although the learning process has for general objective acquiring and evaluating
acquired knowledge, this must be done within a given time defined by the condi-
tions of the training. But the models of the CbKST do not take this constraint into
account.

• No levels or thresholds of learning satisfaction
In models based on the CbKST, the acquisition of the competence is boolean (true
or false). However, in a system of initial or continuous training, the acquisition of a
competence is subject to a minimum threshold of satisfaction that the learner must
reach. Moreover, a competency not acquired can be obtained by compensation as
advised by the system (Bachelor - Master - Doctorate) in higher education.

The goal of our model is to provide for the teacher a tool to design several learning
scenarios taking into account these different learning constraints. Our model is based on
a set of initial concepts that we describe and justify below, and which have been
validated by the teaching staff as we will show in Sect. 6.
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3.2 The Initial Concepts

Inspired of the teachers’ practice, our concepts are based on learning objects. Rela-
tionships among concepts are represented by the following class diagram (Fig. 1):

3.2.1 Learning Decomposition in Unit
To be close to teaching practices, a learning or training module is divided into learning
units with precedence relationships. These units correspond to the notions of chapter,
part, title, etc. Each unit contains a set of learning goals.

3.2.2 Learner-Centered Pedagogy and Structuration by Learning Goals
Most of current pedagogical approaches structure content in parts, chapters, titles, etc.
However, our model structures content in learning goals. Each goal has a set of
learning resources (Ri

j) for knowledge acquisition and a set of learning activities (Ai
j)

for validating acquired knowledge. The acquisition and validation of the knowledge
associated with each objective has a duration (Ti) and is conditioned by a satisfaction
threshold (Si). An objective Oi is defined as follows:

Oi ¼ Ti; Si; Ri
1;R

i
2; . . .;R

i
Pi

� �
; Ai

1;A
i
2; . . .;A

i
Ni

� �� �
with Pi;Nið Þ 2 IN2 � 0; 0ð Þf g:

Pi is number of learning resources and Ni is number of learning activities.
The goals have prerequisite relationships among them.

3.2.3 Indexing Activities by Learning Goals
The model defines for each activity, the necessary goals for its realization. Likewise,
the model ensures that each goal has enough activities to assess and validate acquired

Fig. 1. Class diagram of learning objects
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knowledge. For this, the model has a matrix (Ai
j) where activities are in line and goals

in column. The matrix contains participation rates of each activity for assessing and
validating each goal. Thus, each activity Ai

j participates in the validation of the

objective Oi with a rate Pi
j where

PNi
j¼1 P

i
j � 100%. The model can therefore handle

activities with multiple goals.

3.2.4 Acquisition and Validation of Knowledge
Although the acquisition of knowledge is done by using the learning resources, our
model does not take into account the fact that learners really use resources. This choice
is justified by the fact that, on the one hand, we do not have means to ensure that the
resource is actually being used; on the other hand, a learner may have already acquired
the knowledge contained in the resource in a previous training. To ensure that
knowledge is acquired, the model validates it by learning activities. An activity Ai

j is

validated if the obtained score Vi
j is greater than or equal to the threshold Sij of

validation of the activity.
An objective Oi is validated if there is a time t such as t\Ti

PNi
j¼1 P

i
jV

i
j � Si.

3.3 Determination of Learning Paths

To determine learning paths, first the knowledge structure containing knowledge states
must be generated.
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From the knowledge structure, the learning paths are determined from the notions
of internal and external fringes defined in the KST [15]. The internal (respectively
external) fringe of a knowledge state K is the set of goals P such as deleting them
(respectively adding them) to K, we obtain another state of knowledge which is
immediately lower (respectively higher).

3.4 Impact of Activities with Multiple Goals in Learning Paths

According to KST, a validated knowledge implies its acquisition. Regardless of their
current learning state, if the learner decides to do an activity with multiple goals and
validates it, then they acquire the goals targeted by this activity. This validation is
conditioned by the fact that the score obtained on the activity allows for the validation
threshold of each goal to be exceeded.

Example: Considering learning goals a, b, c, d, e, f, and g with their prerequisite
relationships, as shown on the graph in Fig. 2. By applying the CbKST approach, we
can generate the learning paths (Fig. 3). Suppose that an activity targets goals c and d.
The state of knowledge {c, d} is not admissible (possible) because:

• the acquisition (validation) of c is conditioned by acquisition of b
• the acquisition (validation) of d is conditioned by acquisition of a.

So, the knowledge state associated with the acquisition of c and d is the state {a, b,
c, d}. It is accessible from any state which is inferior to it. It is possible by the
validation of an activity with multiple goals (green lines in Fig. 4).

The activity with multiple goals increases new learning paths, leading us to the
notion of augmented learning path, and the associated notions of augmented knowl-
edge state and augmented link, defined as follows:

Fig. 2. Graph of prereq-
uisites among goals

{a} {b}

{a, b}{a, d}

{a, b, d}

{a, b, c, d}

{a, b, c, d, e} {a, b, c, d, f}

{a, b, c, d, e, f}

{a, b, c, d, e, f, g}

Fig. 4. Graph of augmented
learning paths (Color figure
online)

Fig. 3. Graph of learning paths
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• Augmented knowledge state: a knowledge state is augmented (yellow state in
Fig. 4) if it can be obtained from the validation of an activity with multiple goals.
Because it’s augmented, from any state that is inferior to it, the learner can access it
without going through the intermediate states.

• Augmented link: A link from state E1 to state E2 is augmented (green link in
Fig. 4) if E2 is an augmented state and E1 is not an immediately lower state of E2.

• Augmented learning path: A learning path is augmented if there is at least one
augmented link in its list of links.

Augmented learning paths offer challengers or talented learners the opportunity to
progress quickly in the acquisition of competences. An acceptable competence level as
defined by the teacher can be reached the same way during this quick progress.

4 Implementation: The EGbKST Plugin

Although the previous model is independent of any learning platform, we decided to
implement it as plugin for the MOODLE1 platform (Modular Object-Oriented Dynamic
Learning Environment), used in our university. The plugin is named EGbKST (Edu-
cational Goals Based Knowledge Space Theory). To show the difference between our
new system and the current system, we will first present the system based on the current
pedagogical model.

In our current pedagogical model (represented in MOODLE system), learning and
evaluation are organized in sequences. The model does not ensure that the defined
goals have resources for knowledge acquisition and exercises for evaluation. The
evaluation made at the end of the sequence does not allow to anticipate learners’ failure
because the sequence contains many goals and its duration is of approximatively 2
weeks: any failure is therefore detected only when it is too late.

Table 1. Structuring learning in our current pedagogical model

General
information

This section situates the course in the training and contains information
about the authors

General goals The different general goals of the course
Work
instructions

Work instructions before, during and after learning

Preliminary
activities

This section contains the prerequisites of course, an entrance test,
keywords, course summary, bibliography, webography and a tool to
choose a team for collaborative work

Communication The different communication tools to use during the learning
Sequence 1 The course is divided in sequence (part, chapter, title, section,…). Each

contains a title, a duration, a set of specific goals, a set of resources and a
set of exercises

…

Sequence N

1 https://moodle.org/.
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In our system, we chose to keep the first 3 sections (from Table 1) to allow learners
to have access to general information, general objectives and work instructions before
starting learning. We added a fourth section including the EGbKST plugin used to
design a course according to our model. The plugin integrates 3 roles: teacher (course
design), student (learning) and tutor (tutoring). In this paper, since we are interested in
course design, we will only present the views associated to the teacher role. To design
their course, the teacher has many interfaces and proceeds as follows:

1. Adding metadata such as general goals, prerequisites, bibliography, keywords, …
2. Adding learning units. For example, “The exercise of political power”
3. Adding learning goals. For example, “Distinguish theories of sovereignty”
4. Adding precedence links among goals. For example, “Identify limits of powers

separation” is a prerequisite for “Describe relativity of separation”
5. Adding learning resources by goal. For example, a document, web link, video, etc.
6. Adding learning activities with specifying participation rate of associated goals
7. Generation of knowledge structure and learning paths.

To facilitate course editing, we designed an Excel workbook2 that allows teachers
to enter all course data. The workbook contains the course information cited above. Its
content is exported to CSV (Comma-Separated Values) files and imported into the
system. The teacher must generate knowledge structure and learning paths (Fig. 5).

Our system allows the teacher to focus on only one goal at the time during content
producing. The organisation of contents is done by system. It is easy to reuse this
content in another course. The system ensures that all goals have content and are
evaluated. The distribution of learning time by goal allows the teacher to better estimate
the workload of learners.

Fig. 5. Interface after editing (importing) the educational structure of course

2 https://drive.google.com/file/d/1jVAIQecZQgiKsaiJ6yUOZymBG9qSQkHo.
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5 Assessing the Acceptability of the Model by Teachers

Before proposing the model to the teachers for designing their courses, we wanted to
assess its acceptability and teachers’ willingness to use it. For this, a survey3 was
submitted to university teachers on the following aspects:

• Educational productions: self-assessment of the quality of their courses in terms
of (1) structuring, (2) content and evaluation according to the goals of course and
(3) organization of the course notions.

• Interest in customizing the students’ learning progress
• Resistance to change in teaching method

The survey has been sent to all teachers and tutors4 of our university. Out of 125
persons contacted, we have received N = 64 answers5. The participants were from 16
departments of university, their age varying between under 25 to over 60 years
(M = 39.25, SD = 7.99) and their teaching seniority varying from less than 2 years to
more than 30 years (M = 10.26, SD = 6.64).

Participants reported that their pedagogical productions are organized mostly in
chapters (78.70%) and often in part (23.40%), title (21.30%) and other (4.20%). Nearly
25% of participants believed that certain learning goals have no learning resources
clearly identifiable by learners to acquire knowledge. It is also true for exercises used to
evaluate acquired knowledge. This confirms the interest to justify association to each
goal, resources and exercises to better structure the teaching and facilitate learning.

Regardless of their seniority, 83% of teachers believed that they did not have the
best educational scenario. As a result, we believe that the best scenario will depend on
the learners since they are the main beneficiary of the teaching.

To follow learners in their chosen scenario, nearly 90% of teachers declared they
were ready to cater to learners late in their learning and 55% were willing to follow
learners progressing faster in their learning. 63% of them declared being willing to
spend some time to help learners outside of the scheduled sessions. Those results
confirm the validity of our approach to give opportunity to all learners to finish their
learning considering their cognitive characteristics.

Surprisingly, as we expected many teachers to be reluctant to changing their
teaching method, 80% of teachers thought it was better to organize the teaching or
learning by educational goal, instead of by chapters or parts as usual. More than 90% of
them estimated that exercises should be classified by goal to facilitate their resolution.
Nearly 80% found that assessment by goal would be better than assessment by period
(generally at the end of a chapter, part or even semester).

3 https://goo.gl/forms/ne1Uua4UeYPW3EeO2.
4 Person responsible of the educational follow-up in the online training platform.
5 Consulted at 11-24-2017.
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6 Assessing the Usability of the System

To evaluate the usability of EGbKST and its underlying model, we organized a
workshop to use our system, attended by 16 teachers from 3 higher education insti-
tutions and 8 specialties (Economics, Geography, Management, Computer Science,
Applied Foreign Languages, Modern Letters, Management and Law Sciences). We had
thus the opportunity to test our model in different domains and therefore to validate the
genericity of our approach.

6.1 Methodology

The experiment was organized into 4 parts. In part 1, we presented to the participants
the previous survey to get their opinion before the experiment. In the part 2, we asked
participants to interpret the result of survey and to criticize the current model according
to them. We then exposed the need to improve the pedagogical model. The
improvement focused on the possibility of having several scenarios in a course to
consider learners’ specificities. The concepts of our model were presented to allow
them to understand their logic and usefulness. In part 3, participants had to redesign
their own courses according to model. This was done through the Excel workbook
designed for this purpose. At each stage, we explained to the participants the expected
results. Participants’ productions were presented to all assistance for verification and
improvement. Part 4 of the experiment dealt with another survey6 (a posteriori) to
collect the appreciation of model and difficulties of implementation.

The experiment was focused more on the pedagogical part (production of course)
than the technological part (implementing course on Moodle platform).

6.2 Results

Pedagogically, our model allowed to detect in educational productions some knowl-
edge taught before their prerequisites. These imperfections have been corrected using
precedence relationships established between goals.

The graph of prerequisite among goals showed that many courses have several
educational goals without or with only few prerequisites. For example, Table 2 shows
among the 16 courses currently in production, the teaching unit “Constitutional Law 2”
taught in the first year of the Bachelor’s degree in Business Law. The teaching is
structured in 2 lessons in which the first has 7 goals and the second 11. Figure 6
illustrates the low number of prerequisites between goals found for that course.

In many cases, the teachers realized that they forced a pedagogical scenario
although several other scenarios were just as valid. In the example on Fig. 6, we realize
that on the 18 goals, 9 have no prerequisite. A learner can begin learning by the end of
the course (according the teacher’s scenario) without risk.

6 https://goo.gl/forms/eSaZjajB2x744RdQ2.
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In the final survey, 100% of the teachers declared appreciating our approach to
better structure the lessons and organize evaluations, but 42.8% declared using our
model was difficult and would have needed more time to experiment. The main dif-
ficulty was to index educational resources and activities by educational goals.

7 Conclusion

Designing a learning scenario (by teacher) is a time-consuming activity, making it
difficult for teachers to build several scenarios. However, learners with different
characteristics may have difficulties to follow the unique scenario defined by teacher.

Table 2. The learning goals of “Constitutional Law 2” course

Lesson 1 Constitutional organization of democratic power

Goal 101: Distinguish theories of sovereignty
Goal 102: Describe institutional consequences of democratic theories of sovereignty
Goal 103: Describe perverse effects of national sovereignty
Goal 104: Interpret utopia of popular sovereignty
Goal 105: Explain the amalgam of democratic theories of sovereignty
Goal 106: Recognize the main voting methods
Goal 107: Explain the political implications of the main voting methods
Lesson 2 The exercise of political power

Goal 201: Distinguish theories of the powers separation
Goal 202: Explain objectives of the powers separation
Goal 203: Determine the fundamental principles of powers separation
Goal 204: Identify limits of powers separation
Goal 205: Identify different political regimes
Goal 206: Describe particularity of parliamentary regime
Goal 207: Summarize origin of the parliamentary system
Goal 208: Discuss characteristics of the parliamentary system
Goal 209: Describe relativity of separation
Goal 210: Name characteristics of presidential regime
Goal 211: Interpreting complexity of political regimes application in Africa
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209

205 210
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Fig. 6. Graph of prerequisite goals of “Constitutional Law 2” teaching unit
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We have therefore proposed a model to design multi-scenario in courses based on
prerequisite relationships between educational goals. Our model allows to design easily
several scenarios without knowing in advance the specific characteristics of each
learner.

From an experiment made with our system, the teachers have both detected con-
tradictions contained in their productions and realized that several goals of their courses
were not related to others. These findings have led some teachers to review their course
design and to generate new scenarios. Most teachers realized that learning assessment
does not cover all goals. The proposed activities cover even very few goals and
generally focus on case studies. But to do this kind of activity, it is necessary to make
sure that learners have really acquired the basic competences. This is done through
particular activities defined around one skill or learning goal. Our experience was
inconsistent in the choice of participants because their competence in e-learning was
very different.

In future works, we intend to integrate into the model and the tool, an analysis of
the learning scenarios chosen by learners that we will present to the teachers. This
analysis will probably allow them to detect hidden dependencies. On the other hand,
the quality and the achieving time of learner’s results will make possible to better set
learning durations for goals and to have a more accurate feedback on the effective
implementation of their learning scenarios. To allow teacher to follow the learners in
their different scenarios, we will design the coaching scenario.
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Abstract. Internet of Things (IoT) is an emerging technology and have
great potential to be applied in critical environments. In that regard,
IoT is a remarkable solution to the challenge of collecting data from
physical environments, thanks to their flexibility, low cost and ease of
deployment. It has always been a dependent factor for early alert signals
for the possibility of unforeseen technical issues that may occur within
the mass transport networks. Our proposed infrastructure, called “Rail-
Mon” and based on IoT, is able to detect either rail track damages due to
unbearable temperature or determine fixed object in a far-away distance
in a railway network. Thus, an early warning system is deployed to avoid
unforeseen fatal accidents.

Keywords: Internet of Things · Event detection
Structural health monitoring

1 Introduction

Since the evolution of wireless sensor networks can be a dependent technology
for safety mass transport monitoring, introducing monitoring techniques in its
different forms (damage detection, traffic monitoring, reliability assessment, etc.)
can save costs by improving the reliability and efficiency of mass rail transport
infrastructures [1,2]. Indeed, granting the possibility to convey early warnings
of problems that may develop within the mass transport networks.

In Senegal, there are two main critical issues of the railway network. Firstly,
the lack of modern security monitoring system of the railway infrastructure.
For example, the untimely crossing of the train route by the pedestrians, vehi-
cles, and the uncontrolled movement of livestock within the local neighborhood
can cause a high risk of train obstructions and accidents during movement. Cur-
rently, there exist no automatic detection mechanism of either a fast approaching
train towards a pedestrian intersection crossing, or an unattended fixed object
on the railway line.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Secondly, the men force who work as railway guards and track engineers
have no technology instrument to make real-time and accurate assessment of
rail track damages due to unbearable temperature on the tracks, or a determi-
nation of a fixed object in a far-away distance within the railway perimeter area.
As a result of the consequence of this challenge, this paper presents “RailMon”,
a wireless sensor network model for the continuous monitoring and detection of
obstructive materials within the rail network using Wireless Sensor Networks
(WSN) [3]. In our approach, we aim to deploy, analyze and evaluate the use
of wireless sensor networks for a reliable geo-location data collection of object
detection, monitor a moving train’s location, and temperature measurement of
the rail track infrastructure. This study was conducted in Dakar, using the rail
network infrastructure, called “Petit Train Bleu” which serves Dakar to Rufisque.
It should be noted that our proposition is also suitable for the Dakar-Bamako
railway network. Principally, “RailMon” architecture focuses on practical engi-
neering solutions, where “Dragino” IoT sensor devices [4] are used for their
respective strengths to achieve the desired solutions of our study to in order
avoid unforeseen fatal accidents.

The layout of the paper is presented as follows. Section 2 discusses the related
work. Section 3 describes the “RailMon” deployed architecture. Section 4 high-
lights the experimental setup and technical specifications. Section 5 analyses the
achieved results. Finally, Sect. 6 draws the conclusions and possible future work
for a more scalable railway monitoring technique.

2 Related Work

Railway structures are design in various forms based on environment, infras-
tructure design, model requirement, and core needs. According to the authors of
[1,2], rail tracks are made of steel and can expand when temperature constantly
rises to a certain degree, meaning they get longer and deform in shape. An
1800-foot length of rail will expand almost one foot with an 80-degree change
in temperature. Heat-related expansion places a lot of stress on the ties and
eventually, the tracks will buckle under the force. While the air temperature
might be 31 ◦C, the transport rail corps engineering standards and procedure
publications [1] proofs that temperatures on tracks can exceed 50 ◦C during
heat waves. According to the survey of intelligent transport systems [5], differ-
ent experimental setups of WSN purposely for railway infrastructure monitoring
were experimented. In their analysis, the authors proposed a real-time rail con-
dition monitoring by using microcontrollers as sensor nodes, which transmits to
base station using either GSM or GPRS as a communication medium. While
the authors provide a generic architecture of a typical monitoring infrastructure
using WSN where data is produced continuously or periodically, the paper did
not address the specifics of which communication medium best provides the most
effective transmission cost. In a similar deployment of railway monitoring sys-
tems, recent works [6,7] investigated and proposed an “LED-LDR” based design
using an Arduino MCN, GPS and a GSM module to collect data and send it
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to a mobile phone for analysis. While the use of this technique was found to
produce very accurate results in lab based testing, data transmission from the
remote monitored location could be both expensive, and possibly be compro-
mised by intermittent GSM signals or poor network coverage. Additionally, the
author’s approach of using DC Motors for distance traversing on the rail tracks,
is not only uneconomical but could also be obstructive for a moving train. In an
evaluation of long range wireless transmission sensor devices, the authors of [8]
conducted a survey on the evaluation of the LoRa (Long Range) wireless sensor
antenna transmission coverage within the Dakar Peninsula. While the authors
evaluated their most optimized results within a combined distance of over 40 km
in between 4 base stations, it was concluded that their evaluated results proofs
that a LoRaWAN gateway can cover a transmission range of up to 10 km with
a packet loss ratio less than 30% through a line of sight.

3 RailMon: Design Overview

The model of our architecture as compared to various related works provides
continuous real-time data acquisition and improves data accessibility, with the
capability of simultaneously collecting and processing data from combined vari-
ation of sensors in an integrated frame. While other authors use wireless sensor
networks for real time monitoring of either event detection, temperature mon-
itoring or malicious object detection at different times in a discrete method,
the core competence of our deployment model is the capability of providing
real time information of both the temperature data and information of a pos-
sible malicious object within the railway line, as well as the geo-location data
of a moving train towards an endangered location instantaneously. Using sensor
network mechanism, both temperature data and the location of a non-moving
malicious object within the railway line can be analyzed and interpreted at the
command center for further decision making.

3.1 RailMon Architecture

Figure 1 depicts the RailMon alert system that primarily encompasses a sensor
network which monitors the railway track for deformation and obstruction before
the train reaches the impending danger zone, and a module that monitors the
geo-location of the moving train in order to avoid any impending disaster. With
the RailMon monitoring mechanism, the following tasks were being measured
and evaluated:

(a) Measure the distance between a detected object within the parallel railway
tracks using an ultrasonic sensor, measure the degree of temperature level
at given sensor node locations; and subsequently send the combined data to
a remote command center as illustrated in Fig. 1.

(b) Monitor the location of a moving train in the form of geo-location coordi-
nates including date and time stamp, through a GPS and consequently send
the data to the command center in a separate frame from (a) above, for any
further determination.
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(c) This technology solution is designed with relevance and effective low power
consumption with long-range communication capability by means of aggre-
gating both temperature and distance data in a single frame along the way
to the sink.

Fig. 1. Block diagram of the DTL WSN

Fig. 2. RailMon architecture

Figure 2 illustrates the deployed RailMon architecture. While sensors “x” or
“y” detects different scenarios (i.e., temperature and object depending on its
location), each node can sense both scenarios within its range, and send it to
the gateway in 1 logical frame.
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3.2 Occurrence Detection in RailMon

Based on Fig. 2, sensor nodes are used to collect data from the environment
and send it to a sink node or gateway using a broadcast messaging architecture.
Irrespective of the fact that the data transmission device that we used in our
deployment transmits data in a broadcast mode by default, (where the transmit-
ted data can be received by similar devices operating on the same frequency), in
our architecture, we programmed the sensor nodes and the gateway to transmit
and receive on frequency 868 MHz. In our adopted method, data is collected from
outlying nodes through a direct spanning tree to the gateway. Typically, some
function is applied to the incoming data from each node to identify its location
and other related attributes. The goal being that eventually, the gateway will
obtain data only from nodes that are associated to the setup.

The approach is often called stepwise refinement:

i. Initially, all nodes send input to the gateway @ every 1 min upon receiving
Data (d) from Nodes (x or y):

ii. Upon the gateway receiving Data (d) from Nodes (x, or y),
iii. The sink gateway then forwards the data to the Database
iv. Append (d,) to the database.

With the above algorithm, if the base station (sink node) is interested in
finding the maximum or average temperature in a region, each microcontroller
node monitoring the region can easily aggregate the data generated by its sensors
and simply send one frame containing the result. The attributes of such frame
are “ma” (temperature), “mm” (distance) and “addr” (Location). For the fact
that the GPS is in on different microcontroller board on-board a moving train,
the GPS data can also be aggregated by collecting coordinates, time stamp and
date in a separate frame. Given a set of sensor nodes S = Sx,Sy, . . . ,Sn − 1 in
the network, with Sn − 1 being the sink node as the gateway, where each node
has a data item that it wants to send to the sink node, this implies that the we
had to programmed the sensors to transmit at every 1 min but strictly on time
slots to avoid bottleneck and interference. As the monitoring network scales up,
this algorithm can dramatically reduce the total number and size of packets sent,
because each node sends 1 frame and the total number of packets sent is always
equal to N − 1 for every matured slot.

4 Experimental Setup

There are several sensors types used in railway condition monitoring for analyz-
ing different aspects of the rail infrastructure. According to the proposed topol-
ogy in [9], the authors setup a single-hop network architecture with application
of a converge cast messaging algorithm. For RailMon-based approach, the gate-
way is positioned in the center of the sensor network where data is transmitted
directly to the gateway through a single hop mode. The rail track measurement
kit comprises of an Arduino microcontroller board which embeds several sensor
kits as specified in Table 1.
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4.1 Evaluation of LoRa Transmission Protocol

We compared two contending wireless IoT transmission devices; being ZigbBee
and LoRaWan. Based on our investigations, it was prudent that after an in-depth
comparison between the two technologies. Indeed, LoRaWAN is more suited
for long range transmission with very low power consumption, and long-lasting
battery operated autonomy.

Table 1. Deployed sensor kits and components for RailMon

Measurement kits

Kit
description

Specifications

Dragino LoRa
shield

Microcontroller
(Arduino)

ATmega328

Operating voltage 5V

Digital I/O pins 14 (6 provide
PWM output)

Analog input pins 6

GPS sensor Based on MT3339

Programmable bit rate up to 300 kbps

Frequency band: 868 MHZ/433 MHZ/915 MHZ

Dragino
gateway

Open Source OpenWrt system

Auto-provisioning built-in web server managed by web GUI

Internet connection via LAN, WiFi, 3G or 4G

DHT11
temperature
sensor

Detects surrounding environment of the humidity and temperature

Humidity measurement range: 20%–90%

Temp Measurement range: 0 ◦C–60 ◦C

HC-SR04
ultrasonic
sensor

Power supply: +5V DC

Ranging distance: 2 cm–400 cm/1′′–13 ft

Resolution: 0.3 cm, measuring angle: 0◦

Batteries 5V batteries/mobile power bank

Both LoRa and ZigBee can operate on similar frequency bands of 868 MHz,
and the latter being more efficient in short range transmission. The LoRaWAN is
especially more efficient for use-cases where we have more uplink (device send-
ing to cloud or gateway) updates than downlink, e.g. long distance condition
monitoring. Thus, justifying our need of choosing LoRa as our data transmis-
sion mechanism. As illustrated in Fig. 2, the network is typically laid out in a
star topology, where the sensor nodes transmit directly to the gateway that in
turn, is connected to a the database engine via standard Internet technologies.



218 P. S. Kebbeh et al.

Furthermore, Fig. 1 depicts our measurement kit which is formed by a micro-
controller and a couple of sensor components. The components are depicted as
follows:

• GPS: L80 GPS (base on MTK MT3339) is designed for applications that use a
GPS connected via the serial ports to the Arduino such as timing applications
that require GPS information. The module can calculate and predict orbits
automatically using the ephemeris data (up to 3 days) stored in internal flash
memory, with automatic antenna switching function.

• Dragino Gateway: LG01 LoRa Gateway allows bridging LoRa wireless net-
work to an IP network based on WiFi, Ethernet, 3G or 4G cellular [4]. LG01
runs an open source embedded Linux system with full Ethernet and 802.11
b/g/n WiFi capabilities and can process/send to IoT server in an IP network.

• DHT11 Temperature Sensor: DHT11 is a low cost humidity and temperature
sensor, which generates calibrated digital output and can be interface with
any microcontroller like Arduino, Raspberry Pi, etc.

• Ultrasonic Sensor: HC-SR04 ultrasonic sensor module offers excellent non-
contact range detection with high accuracy and stable readings in an easy-to-
use package. From 2 cm to 400 cm or 1′′ to 13 ft, its operation is not affected
by sunlight or black material like Sharp rangefinders.

4.2 Sensors Network Setup

According to our monitoring setup, wireless sensors are placed along a the rail-
way line at a distance of 4 m away from the rail track in order to monitor both
the pre-defined temperature and object obstruction of the tracks. The microcon-
troller board (Fig. 3) enables the sensors to react to both an ultra-object detected
within a range of 4 m away from the rail track and a pre-defined temperature
range of 0 ◦C to 60 ◦C. The data collected is transmitted by LoRa to the gate-
way c©a TX /RX frequency of 868 MHz. When data is sent to the gateway, it
includes the sensor node location coordinates and the error type detected.

Unlike basic condition monitoring where information is triggered to the com-
mand center based on only abnormal event detection, with our RailMon, [10]
data from sensor nodes are treated as time series, i.e. either periodically or con-
tinuously. For example, at every sensor node, data is generated and sent to the
gateway every 1 min as a condition of no critical error. Otherwise, data will be
generated and sent every 5 s due to a constant error of either a malicious fixed
object detected within the perimeter of the railway lines, or a measured temper-
ature of more than 60 ◦C is being realized, which is enough to deform a railway
track.

To achieve our desired solutions, we formulate a data frame structure in order
to identify and interpret the received data from fixed sensor nodes. The frame
packet as illustrated in Table 2 is associated with the data types, (as implicit to
a condition mode).
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Fig. 3. Mico-controller and sensor components setup

4.3 Analysis of the Error Codes

Depending on a given circumstance of a monitored location, the data frame that
is being sent to the command center is segmented into different blocks, as illus-
trated in (Table 2). The first X is denoted for a segment of a data frame which
describes the error type of the detected anomaly within the railway line. The
error codes ranges from type 0 to 3. With the interpretation of the frame seg-
ments, error type 0 implies that there exist no fault or critical issue for action.
In scenario 1, knowing the maximum threshold of the DHT11 temperature sen-
sor coupled with the fact that temperature on tracks can exceed 50 ◦C during
heat waves, therefore, if a temperature measurement is equal to or surpass the
most extreme temperature of 60 ◦C, then an error code of type 1 is generated
continuously for every 5 s which is transmitted to the command center for an
alert of a possible “sun kinks”, with high risk of causing railway accident. In
this scenario, we set the temperature threshold to 35 ◦C in order to proof our
use case and generate an error code, since it was impractical to witness a 60 ◦C
temperature under normal circumstance.

Fig. 4. An illustration of a captured data frame sent to gateway with no errors

In scenario 2, at a monitored location, while the temperature measurement
may still be within a normal range, there could exist a situation of a constant
fixed object within a distance of 0–4 m, thus, causing a possible derailment of a



220 P. S. Kebbeh et al.

Fig. 5. An illustration of a captured data frame sent to the gateway with error type 1

speeding train. In such a situation, an error code type 2 is constantly transmit-
ted to the command center, until the object is moves by default or physically
removed. In scenario 3, at a monitored location, if both sensors (temperature
and ultra-range) detects an anomaly outside the pre-defined variable parameters
of the sensing function, then error code type 3 is generated and transmitted to
the command center for an urgent reaction. Which implies that there is an issue
with both temperature measurement and the presence of a fixed object on the
railway tracks. It worth noticing that the “X” value labeled in Table 1 means a
segment of the data frame illustrated in Figs. 4, 5, 6 and 7.

Fig. 6. An illustration of a captured data frame sent to the gateway with error type 2

Fig. 7. An illustration of a captured data frame sent to the gateway with error type 3
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Table 2. Data packet frame interpretation

Interpretation of the data packet frame TX/RV at the gateway from sensor nodes

X: X: XXXX.XX: XX.XX

The first block of
the frame is the
description of the
error type:

The second block of
the frame is the
identifier (Location
Address) of a sensor
node

The third block of
the frame is the
description of the
range or distance of
an object away from
the rail track (up to
a max distance of
4m

The fourth block of
the frame is the
description of
location
temperature of the
monitored area

4.4 Data Transmission Architecture

Since our architecture of data transmission is through a wireless signal, it is
evident that in wireless data transmission, attenuation due to unpredictable cli-
mate conditions may also occur at certain times of the year. Our “RailMon”
model assumes the most ideal propagation conditions of clear Line-Of-Sight
(LOS) between the transmitting sensor nodes and receiving gateway. Thus, not
all packet frames transmitted from a given node may all the time be successful
to the gateway.

With the gateway located in the center of the network, all the distributed
sensor nodes are positioned to send data directly to the gateway in a single hop
transmission. Our data transmission mechanism from the sensor nodes to the
gateway relates the effectiveness of our architecture to an energy efficient (EE)
routing protocol [11]. In the architecture, much delayed packets or slow packets
are removed from the queue to the gateway as it is impractical to traverse those
packets to the destination, thereby saving the energy of nodes. With this proce-
dure, the routing protocol calculates the expected delay for the current packet
to reach the destination and decides whether to remove or not; as illustrated in
the below formula for the current packet p at the current node x to reach the
destination d(Txd) is given by the formula:

Tsx(p) = Dxd(p) − Dsx(p) (1)

As shown in Fig. 1, while the data transmission speed relied on the performance
of both the sensor nodes and the gateway, Dsx(P ) is the distance already covered
by the packet p from node x or y, to the gateway. Dxd(p) denotes the remaining
terrestrial distance that the current packet p from sensor node x or y should
span to the destination d, after the several repeated attempts of trials to reach
the gateway. Therefore, Tsx(p) gives the delay for the packet to reach to the
gateway, and after 5 attempts, the packet will be discarded and be replaced by
a newer real time packet for a reliable informed decision at the gateway.
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4.5 Temperature Variation

The variation in temperature depends on the amount of heat exerted or absorbed
around sensed zone. The Temperature Formula is given by:

�T =
Q

WA
(2)

where:

�T is the temperature difference,
Q is the amount of heat absorbed or exerted,
W is the weight of the rail track,
A is the average heat of the track.

To determine an outside temperature of heat on a rail track mass of 5 kg on an
average heat of 0.5/kg ◦C?

Given: Heat absorbed Q = 100 J, (3)
Weight of rail track W = 2kg, (4)

Average Heat A = 0.5/kg ◦C (5)
The temperature is given by �T = QWA (6)

= (100 J)(5 kg)(0.5/kg ◦C) (7)
= 100 ◦C. (8)

5 Results

The final results achieved is an autonomous monitoring technique, thus, making
it possible for a moving train to avoid reaching an unexpected disruption point
within the railroad, We deployed multiple sensors on a single MCU for multiple
monitoring functions of fixed locations. The RailMon model is very simple and
robust. The failure of one node does not influence the operation of the whole
network. This survey proofs that at a given time of the day, while the day
temperature rises between 09:30 am to 19:00 pm, mass movement of either people
or objects can still be detected within a range of 4 m away from the rail tracks,
and the maximum temperature recorded after various sampling test was 38 ◦C.

6 Conclusion

We reviewed wireless sensor network applications for environmental monitoring
and implement an effective WSN with several scenarios experimented. From the
study, it has been proven that an alternative method of replacing a conventional
routine of using men force in environment monitoring can be substitute with a
more pragmatic technique to fulfill such functional requirement by using wireless
sensor networks. The proposed “RailMon” architecture based on IoT, is able to
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detect either rail track damages due to unbearable temperature or determine
fixed object in a far-away distance within track zone.

We plan to deploy and analyze multi sink base stations as cluster heads for
coordinated processing in larger network environments coupled with more robust
efficient and effective routing protocol.
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Abstract. The use of elliptic curves in cryptography requires to be
able to transform an information (generally a bit string) to a point of
an elliptic curve. This transformation, called encoding, must be such
that the encoded message can be easily and uniquely recovered from
the corresponding point. In this paper we propose a new encoding that
maps an element of Fq to a point on the theta model for elliptic curves
Eλ : 1 + x2 + y2 + x2y2 = λ2xy recently introduced in [9]. In particular,
we show that this new encoding is efficiently computable (deterministic
and polynomial-time). We also present a Sage software implementation
to ensure the correctness of the encoding on this curve.

Keywords: Theta model · Elliptic curves · Deterministic encoding

1 Introduction

Many elliptic curve-based cryptographic schemes require to hash into the group
of points of an elliptic curve, such as password-based authentication proto-
cols (SPEKE (Simple Password Exponential Key Exchange), PAK (Password
Authenticated Key exchange)), as well as various signature schemes based on
the hardness of the DLP (Discrete Logarithm Problem). The main idea for con-
structing a hash function into elliptic curves is the following: the image of a
message (an arbitrary string) m by the hash function F is F (m) = f(h(m)),
where h is a classical hash function and f is an encoding function that maps a
point of Fq to an element of the curve. But a problem arises: given any elliptic
curve E over any finite field Fq, how to construct, in a deterministic way, a non-
zero point of the curve? Some authors have proposed algorithms to answer this
question. But before 2006, only probabilistic solutions were known. The paper
[3] of Boney and Franklin in 2001 was one of the first that required hashing
into (supersingular) elliptic curves; in fact, the public key of their identity-based
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encryption is a point on the curve. In 2006, Shallue and Van de Woestjine pro-
posed the first algorithm [15] that maps in a deterministic way an element of Fq

(with odd characteristic) to a point of any elliptic curve over Fq. Their algorithm
is based on the Skalba’s equality theorem and requires to compute a square root
in Fq; but it can constructs only (q − 4)/8 points of the curve.

In 2009, Icart defined a new encoding function [13] for Weierstrass form of
elliptic curves, based on a very simple idea: intersect the line y = ux + v with
the equation of the curve. He showed that his algorithm works in O log3(q)
operations in Fq and conjectured (it was proven later by Tibouchi and Fouque
[12]) that the size of the image set is approximately 5

8 of the size of the curve.
Some authors have also proposed constructions of encoding functions for

special families of elliptic curves, such as Hessian curves (by Farashahi in [10]),
Edwards curves (elligator functions by Bernstein et al. in [1]), or Huff curves (by
Diarra et al. in [8]).

Our goal on this paper is to continue this line of research, by proposing an
encoding function for the theta model for elliptic curves Eλ : 1+x2+y2+x2y2 =
λ2xy, recently introduced by Fouotsa and Diao [6]. In particular, we will show
that this new encoding is efficiently computable (deterministic and polynomial-
time).

The rest of the paper is structured as follows: In Sect. 2, we recall a special
mathematical concept needed in the work. We briefly define elliptic curves and
present the theta model for elliptic curves. together with an overview of main
existing encodings into elliptic curves. The Sect. 3 describes our new encoding on
the theta model and describes its properties. A numerical example is given with
a code written with the Sage software to ensure the correctness of the encoding.
We conclude our work in Sect. 4.

2 Preliminaries

2.1 Quadratic Character

Let p �= 2 be a prime and Fpn = Fq the finite field of q = pn elements (where
n ≥ 1 is an integer). An element a ∈ Fq is a quadratic residue if there exists
r ∈ Fq s.t. a ≡ r2 mod q. We define the quadratic character as follows: χ :
Fq → Fq : a �→ χ(a) = a(q−1)/2; it verifies: χ(a) = 1 if a is a non-zero quadratic
residue, χ(a) = 0 if a = 0 and χ(a) = −1 otherwise. The following properties are
also verified: χ(ab) = χ(a) · χ(b) for any a, b ∈ Fq; χ(a2) = 1 for any a ∈ F

∗
q ; and

if q ≡ 3 mod 4, χ(−1) = −1, χ(χ(a)) = χ(a), for any a ∈ Fq. If q ≡ 1 mod 4,
then χ(−1) = 1.
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2.2 The Theta Model for Elliptic Curves

Elliptic Curves. An elliptic curve E over a field K is the set of solution in
A

2(K) of the equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6,with (a1, a2, a3, a4, a6) ∈ K

5 (1)

together with a rational point O and the condition Δ �= 0 where Δ = −d22d8 −
8d34 − 27d26 + 9d2d4d6 with d2 = a2

1 + 4a2, d4 = 2a4 + a1, d6 = a2
3 + 4a6, d8 =

a2
1a6 + 4a2a6 − a1a3a4 + a2a

2
3 − a2

4.
The quantity Δ is called the discriminant of E and the condition ΔE �= 0

ensures that the curve E is smooth. In the set of point of an elliptic curve, it is
very easy to set an additive group structure using the chord-and-tangent method
(see [16] for complete details). When an elliptic curve is defined over a finite field,
the resulting group presents a difficult mathematical problem known as the Dis-
crete Logarithm Problem stated as follows: Given a point Q multiple of another
given point P , find the integer n such that Q = nP . This problem justifies the
use of elliptic curves in cryptography for the construction of several secure cryp-
tosystems. The model of elliptic curve given by Eq. (1) is called the Weierstrass
model and is the commonly used in the literature. Several other models exists
in the literature such as the Edwards model [7], Hessian curves [14], Huff curves
[5] and the Jacobi curves [2,4] including the theta model recently introduced by
Fouotsa and Diao [6]. Although these curves are birationally equivalent to each
other, in an algorithmic point of view and for security and efficiency purposes,
careful choices need to be made on which model of elliptic to use in cryptography.

The Theta Model. This model of elliptic curves was proposed by Fouotsa and
Diao [9]. The model is obtained from theta functions and the equation is given
as follows Eλ : 1 + x2 + y2 + x2y2 = λ2xy. They showed that their model is
birationally equivalent to the Weierstrass model v2 = u3 − (1 + c4)u2 − 4c4u +
4c4(1 + c4). This model enjoys many other properties such as unified formulas
(addition and doubling of points use the same formulas) and presents competitive
addition formulas over binary fields. More details can be found in [6,9].

2.3 Existing Encodings for Elliptic Curves

In this section, we give a short overview of existing methods to encode into
elliptic curves.

Trivial Encoding: For an elliptic curve Ea,b : y2 = x3 + ax + b over the field
Fq, the simplest way to construct a point of Ea,b from an element of Fq is to
use the trivial encoding, also known as the try-and-increment method. The idea
is to pick a x-coordinate and try to deduce the y-coordinate by computing a
square root: choose a random element u ∈ F

∗
q and compute u3 + au + b; and

then test whether u3 + au + b is a square in Fq. If it is the case, then returns
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(x, y) = (u,±√
u3 + au + b) as a point of the curve. Otherwise, one can choose

another u in Fq and try again. But this method has at least one drawback as
it cannot run in constant time: the number of operations depends on the input
u. In practice the input u is the message m we want to hash; thus running this
algorithm can allow the attacker to guess some information about m.

Icart’s Encoding: Let q ≡ 2 mod 3. The map x �→ x3 is a bijection and then
computation of a cubic root can be done as an exponentiation. In [13], Icart
defined a new encoding function, based on the following idea: intersect the line
y = ux + v with the Weierstrass curve Ea,b : y2 = x3 + ax + b, with a, b ∈ Fq.
He defined the encoding function:

fa,b : Fq → Ea,b

u �→ fa,b(u) = (x, ux + v)

where x = (v2 − b − u6

27 )1/3 + u2

3 and v = (3a − u4)/6u.
As shown in the paper, this function presents many interesting properties. In

fact, it can be implemented in polynomial time with O(log3 q) operations. The
inverse function f−1

a,b is also computable in polynomial time. Icart also showed
that |f−1

a,b (P )| ≤ 4, given a point P on the elliptic curve.

Other Existing Encodings: There exist many other encodings for special
families of elliptic curves, such as supersingular curves (by Boneh and Franklin
in [3]), Hessian curves (by Farashahi in [10]), Edwards curves (Elligator functions
by Bernstein et al. in [1]), Huff curves (by Diarra et al. in [8]), etc.

3 A New Encoding for the Theta Model

3.1 The Algorithm

In this section, we propose a deterministic algorithm that given an element r
(with additional conditions) of Fq, constructs a point on Eλ(Fq). From this
algorithm, we define the new encoding function which does not cover all points
of Fq, unless we make some additional hypothesis on the underlying field Fq.
Nevertheless, we can send all elements of Fq that are not in the set of definition
(there are at most 6 such points) of the encoding to the point at infinity.
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Algorithm 1. Encode-Theta-Model
Input : q be a prime power, c ∈ Fq s.t. c(1 − c4)(1 + c4) �= 0, u ∈ Fq s.t. χ(u) = −1,

r ∈ R = {r ∈ Fq : 4ur2c6 �= (1 − c4)(1 + 3c4), 4ur2c6 �=
−(1 − c4)4, (4ur2c6)(1 + 3c4) �= (1 − c4)3 } ⊆ Fq

Output: A point (xλ, yλ)

v = c ·
(

4ur2c6 + (1 − c4)(3 + c4)

4ur2c6 + (1 − c4)(−3c4 − 1)

)
;

ε = χ
(
(c2 − v2)(1 − c2v2)

)
;

X =
1

2

(
(1 + ε)v + (1 − ε)

(
(−c4 − 1)(v + c) − c(1 − c4)

2c3(v + c) + 1 − c4

))
;

Y = −ε

√
c2 − X2

1 − c2X2
;

xλ =
X + 1

X − 1
;

yλ =
Y − 1

Y + 1
;

return (xλ, yλ);

Theorem 1. The output (xλ, yλ) of Algorithm1 is a point of the curve Eλ :

1 + x2 + y2 + x2y2 = λ2xy, where λ2 =
4(1 + c2)
1 − c2

and λ(λ2 − 4)(λ2 + 1) �= 0.

Proof. 1. v is well-defined from the definition of R.
2. Let us show that ε �= 0. Suppose that ε = 0 ⇔ c2 = v2 or c2v2 = 1.

(a) c2 = v2 ⇒ c = ±v ⇒ 4(1 − c4)(1 + c4) = 0 (impossible by the choice of
c) or 4ur2c6 = (1 − c4)2 (impossible since u is not a square).

(b) c2v2 = 1 ⇒ cv = ±1 ⇒ 4ur2c6 = (c2 + 1)4 or 4ur2c6 = (c − 1)4(c + 1)4;
this is impossible since u is not a square.

So ε �= 0 and then ε = ±1.
3. Let us show that X,Y are well-defined. For this, we consider the two cases

ε = 1, ε = −1 and show that the quantity
c2 − X2

1 − c2X2
is a square.

ε = 1 ⇒ X = v and χ

(
c2 − X2

1 − c2X2

)
= χ

(
c2 − v2

1 − c2v2

)
= ε = 1; so X and Y

are well-defined.

ε = −1 ⇒ X = − (−c4 − 1)(v + c) − c(1 − c4)
2c3(v + c) + 1 − c4

. Now let H(X) =
c2 − X2

1 − c2X2
=

(c − X)(c + X)
1 − c2X2

; we want to express H(X) in term of H(v) and use the value

χ(H(v)) = χ

(
c2 − v2

1 − c2v2

)
= ε = −1. Now to have an expression of H(X) in

terms of H(v), we compute separately the value of c−X, c+X and 1− c2X2

and find that:
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[
2c3(v + c) + (1 − c4)

]
(c − X) = (v + c)(c4 − 1),[

2c3(v + c) + (1 − c4)
]
(c + X) = (v + c)(3c4 + 1) + 2c(1 − c4),

and
[
2c3(v + c) + (1 − c4)

]2 (1 − c2X2) = (1 − c2v2)(c4 − 1)2. This leads
to

H(X) =
(v + c)(c4 − 1)

[
(v + c)(3c4 + 1) + 2c(1 − c4)

]
(1 − c2v2)(c4 − 1)2

=
H(v)
c − v

(
(v + c)(3c4 + 1) + 2c(1 − c4)

c4 − 1

)

Since (v+c)(3c4+1)+2c(1−c4) = 2c
(

8ur2c6(1 + c4)
4ur2c6 + (1 − c4)(−3c4 − 1)

)
and

(c − v)(c4 − 1) = 4c
(

(1 − c4)2(1 + c4)
4ur2c6 + (1 − c4)(−3c4 − 1)

)
, then we can rewrite

H(X) as follows:

H(X) = H(v)
(

4ur2c6

(1 − c4)2

)

and thus χ(H(X)) = χ(H(v)) · χ
[
(4ur2c6)(1 − c4)2

]
= −χ(u) = 1. In other

words,
c2 − X2

1 − c2X2
is a square and Y is well-defined.

4. Since X and Y are well-defined (for both cases ε = 1 and ε = −1), we can

compute Y 2 =
c2 − X2

1 − c2X2
⇒ X2 + Y 2 = c2(1 + X2Y 2). Now we have to show

that xλ and yλ verify the relation 1 + x2
λ + y2

λ + x2
λy2

λ − λ2xλyλ = 0, where

λ2 =
4(1 + c2)
1 − c2

. In fact, we have:

1 + x2
λ + y2

λ + x2
λy2

λ − λ2xλyλ = 1 +
(

X+1
X−1

)2
+

(
Y −1
Y +1

)2
+

(
X+1
X−1

)2 (
Y −1
Y +1

)2 − λ2
(

X+1
X−1

) (
Y −1
Y +1

)

= 1
(X−1)2(Y +1)2

[
2(X2 + 1)((Y + 1)2 + (Y − 1)2) − λ2(X2 − 1)(Y 2 − 1)

]

= 1
(X−1)2(Y +1)2

[
4(1 + X2Y 2 + c2(1 + X2Y 2)) − 4(1+c2)

1−c2

(
1 + X2Y 2 − c2(1 + X2Y 2)

)]

= 4
(1−c2)(X−1)2(Y +1)2

[
(1 − c2)(1 + X2Y 2 + c2(1 + x2Y 2)) − (1 + c2)(1 + X2Y 2 − c2(1 + x2Y 2))

]

=
4

(1 − c2)(X − 1)2(Y + 1)2

[
2c

2
(1 + X

2
Y

2
) − 2c

2
(1 + X

2
Y

2
) − c

4
(1 + X

2
Y

2
) + c

4
(1 + X

2
Y

2
)
]

= 0. Moreover λ verifies λ(λ2 − 4)(λ2 + 1) �= 0 from the conditions on c.

Definition 1. The encoding function for the theta model for elliptic curves is
the function

fλ : R ⊆ Fq → Eλ(Fq)
r �→ (xλ, yλ),

where xλ and yλ are defined by Algorithm1. If r ∈ Fq \ R, we set fλ(r) = Oo.
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3.2 Size of the Set R
– Our encoding covers a subset R of Fq; this means that only elements of R

can be encoded. And from the definition of R, it is easy to see that at most 6
elements of Fq can not be encoded, that is card(Fq \R) ≤ 6. Since in practice
q (the size of the field) is much greater than 6, thus we can state that our
encoding fλ covers a great proportion of Fq. For example, for q = 503 (see
the Appendix for the complete example), we find that card(R) = 501 and
thus f covers more than 99% of Fq.

– To cover Fq (that is R = Fq), one can choose an element c ∈ Fq such
that χ

(
(1 − c4)(1 + 3c4)

)
= 1 and −1 is a square (for example when q ≡ 2

mod 3), and then R = Fq.

Remark 1. – The choice of c (and u) does not have any impact on the running-
time of the algorithm, since one must choose a suitable c (and u) before
starting the algorithm. When q ≡ 3 mod 4, one can choose u = −1; if q ≡ 5
mod 8, one can choose u = 2.

– Compared to many existing encodings, we do not put any requirements on q
(the authors of [13] proposed for example to choose q ≡ 2 mod 3, in order
to compute efficiently cubic roots).

3.3 Properties of Our Encoding

Lemma 1 (Polynomial time).
The function fλ can be implemented in deterministic polynomial time, with
approximately O(log3(q)) operations over Fq.

Proof. – The function fλ is deterministic in the sense that, once the parameters
q, c and u are fixed, then any input r ∈ R will always give the same output
P = (xλ, yλ). In fact, the algorithm does not involve any random value.

– To show that the algorithm is also computable in polynomial time, we must
evaluate its complexity. Globally, the computation of P = (xλ, yλ) requires
some inversions, some multiplications, one computation of the quadratic char-
acter χ and one square root computation. The computation of χ can be
replaced by an exponentiation (to test if a is square, just compute a to
the exponent (q − 1)/2), which requires O(log3(q)) operations. Computing a
square root in Fq requires O(log3(q)) operations when q ≡ 3 mod 4; and more
generally, it can be done in probabilistic polynomial time by using the Tonelli-
Shanks algorithm. The inversions can be made efficiently by using extended
Euclid algorithm or avoided by using projective coordinates (excepted for the
last two inversions in xλ and yλ). So globally, we can expect our algorithm
to run in polynomial time (with approximatively O(log3(q)) operations). �

From definition (1) and from Algorithm (1), it is easy to see that given
any point P ∈ Im(fλ) such that fλ(r) = P (for a certain r ∈ R), we have
f−1

λ (P ) = {r,−r}. This results from the fact that the definition of the encoding
fλ only involves r2. Hence, if fλ(r) = P , then fλ(−r) = P also. And one can
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show that r,−r are the only points in the set f−1
λ (P ) (like in [1] or in [8], this

property of fλ is called almost-injectivity). Moreover, we can invert fλ as follows.

Lemma 2 (Inverting fλ).
Given a point P = (xλ, yλ) ∈ Im(fλ), we can compute its preimage r ∈ R as
follows:

– if χ(yλ) = −1, then r =
1

2c3

√
c(x − 1)(3 + c4) + (1 + x)(1 + 3c4)

u[x(1 − c) + 1 + c]
;

– if χ(yλ) = 1, then r =
1

2c3(1 − c4)

√
(1 + x)(5c4 − 1) + c(1 − x)(3 + c4)

u[(1 − c4)(1 + x + c(x − 1))]
.

The proof is similar to those in [1,8].

Remark 2. Encodings into elliptic curves can be used in several ways. For exam-
ple, Bernstein et al. [1] used an almost-injective encoding, namely Elligator-2, to
make uniform strings indifferentiable from random. When the encoding function
is well-distributed, it can be used to design an indifferentiable hash function into
E(Fq). We can use these two applications for our encoding, since it is:

– almost-injective: injective when restricted to a certain subset S of Fq. In fact,
we can characterize the image set of fλ and show that given a point P in
Im(fλ), f−1

λ (P ) ∈ {r,−r} for some r ∈ Fq. When Fq is a prime field, one can
just set S = {0, 1, . . . , q−1

2 };
– and well-distributed: in [11], Farashahi et al. showed that any deterministic

encoding into elliptic curves can be transformed into a well-distributed one.

Example 1. We consider an example with the following parameters: q = 503, we
set u = −1 and c = 3. A code for the implementation is given in appendix as
well as the outputs for this example.

4 Conclusion

In this work, we described the first known encoding for the theta model for
elliptic curves Eλ : 1 + x2 + y2 + x2y2 = λ2xy. And we showed that this
new encoding is efficiently computable (deterministic and polynomial-time). A
numerical example is also given to ensure the correctness of our encoding. Like
existing encodings for other models of curves, our encoding has some interesting
features, like almost-injectivity and inversibility. Such properties can be used to
design indifferentiable hash functions in the group of points of the curve, or to
design IBE-schemes.
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A An Implementation of Theta-Model-Encoding in Sage

class ThetaModel():

def init(self,q,u,c): ##assuming q is prime

self.F=FiniteField(q,’a’)

self.q=q

self.u=u

self.c=c

def verificationParameters(self):

F=self.F

q=self.q

u=self.u

c=self.c

if F.characteristic()==2:

print ’Error: The characteristic is egal to’, F.characteristic()

return False

else:

if (F(c).is_zero() is True) or (F(1-c^4).is_zero() is True) or (F(1+c^4).is_zero() is True):

print ’Error: bad value for c’

return False

else:

if (F(u).is_zero() is True) or (F(u).is_square() is True):

print ’Error: u={} is zero or is a square’.format(u)+’ in the finite field of {} elements’.format(F.order())

return False

else:

return True

def setOfDefinition(self,value):

F=self.F

c=self.c

u=self.u

r=F(value)

if (F(4*u*r*r*(c^6)-(1-c^4)*(1+3*c^4)).is_zero() is True) or

( F(4*u*r*r*(c^6)+(1-c^4)^4).is_zero() is True ) or ( F(4*u*r*r*(c^6)*(1+3*(c^4))-(1-c^4)^3).is_zero() is True):

print ’r={} is not in the set of definition’.format(r)

return False

else:

return True

def quadraticCharacter(self,value):

F=self.F

try:

residu=value.is_square()

except:

residu=F(value).is_square()

if residu is True:

return 1

else:

return -1

def encodeTheta(self,value):

if self.verificationParameters() is True:

if self.setOfDefinition(value) is True:

F=self.F

r=F(value)

c=self.c

u=self.u

v=F( c*(4*u*r*r*(c^6)+(1-c^4)*(3+c^4))/(4*u*r*r*(c^6)+(1-c^4)*(-3*(c^4)-1)) );

e=self.quadraticCharacter((c*c-v*v)*(1-c*c*v*v));

X=F( v*(e+1)/2 + (((-c^4-1)*(v+c)-c*(1-c^4))/(2*(c^3)*(v+c)+1-c^4))*(e-1)/2 );

try:

a=F((c*c-X*X)/(1-c*c*X*X))

root=a.square_root()

Y=-e*root

x=(X+1)/(X-1)

y=(Y-1)/(Y+1)

return (F(x),F(y))

except:

print ’Error when computing the square root of f(x)’

return {}

B Example with q = 503, u = −1, c = 3:.

t=ThetaModel()

t.init(501,-1,3)

if t.verificationParameters() is True:

for i in t.F:

if t.setOfDefinition(i) is True:

print ’r=’,i,’=====>(x,y)=’,

t.encodeTheta(i)

r= 0 =====>(x,y)= (430, 121)

r= 1 =====>(x,y)= (441, 382)

r= 2 =====>(x,y)= (386, 240)

r= 3 =====>(x,y)= (283, 274)

r= 4 =====>(x,y)= (212, 73)

r= 5 =====>(x,y)= (307, 100)

r= 6 =====>(x,y)= (23, 298)

r= 7 =====>(x,y)= (42, 171)

r= 8 =====>(x,y)= (311, 239)

r= 9 =====>(x,y)= (491, 332)

r= 10 =====>(x,y)= (415, 385)

r= 11 =====>(x,y)= (125, 490)

r= 12 =====>(x,y)= (330, 470)

r= 13 =====>(x,y)= (328, 205)

r= 14 =====>(x,y)= (315, 483)

r= 15 =====>(x,y)= (77, 31)

r= 16 =====>(x,y)= (352, 369)

r= 17 =====>(x,y)= (283, 123)

r= 18 =====>(x,y)= (327, 188)

r= 19 =====>(x,y)= (411, 365)

r= 20 =====>(x,y)= (480, 265)

r= 21 =====>(x,y)= (25, 485)

r= 22 =====>(x,y)= (386, 153)

r= 23 =====>(x,y)= (176, 404)

r= 24 =====>(x,y)= (368, 142)

r= 25 =====>(x,y)= (121, 62)

r= 26 =====>(x,y)= (40, 422)

r= 27 =====>(x,y)= (461, 50)

r= 28 =====>(x,y)= (318, 46)

r= 29 =====>(x,y)= (170, 76)



An Encoding for the Theta Model of Elliptic Curves 233

r= 30 =====>(x,y)= (217, 310)

r= 31 =====>(x,y)= (171, 12)

r= 32 =====>(x,y)= (187, 49)

r= 33 =====>(x,y)= (436, 313)

r= 34 =====>(x,y)= (31, 98)

r= 35 =====>(x,y)= (43, 350)

r= 36 =====>(x,y)= (382, 73)

r= 37 =====>(x,y)= (490, 125)

r= 38 =====>(x,y)= (338, 435)

r= 39 =====>(x,y)= (124, 141)

r= 40 =====>(x,y)= (378, 387)

r= 41 =====>(x,y)= (416, 457)

r= 42 =====>(x,y)= (63, 32)

r= 43 =====>(x,y)= (86, 51)

r=44 is not in the set of definition

r= 45 =====>(x,y)= (470, 330)

r= 46 =====>(x,y)= (259, 352)

r= 47 =====>(x,y)= (153, 460)

r= 48 =====>(x,y)= (318, 339)

r= 49 =====>(x,y)= (237, 69)

r= 50 =====>(x,y)= (220, 380)

r= 51 =====>(x,y)= (442, 330)

r= 52 =====>(x,y)= (213, 166)

r= 53 =====>(x,y)= (495, 110)

r= 54 =====>(x,y)= (393, 8)

r= 55 =====>(x,y)= (185, 164)

r= 56 =====>(x,y)= (287, 364)

r= 57 =====>(x,y)= (378, 13)

r= 58 =====>(x,y)= (472, 405)

r= 59 =====>(x,y)= (232, 304)

r= 60 =====>(x,y)= (51, 310)

r= 61 =====>(x,y)= (216, 139)

r= 62 =====>(x,y)= (258, 199)

r= 63 =====>(x,y)= (60, 476)

r= 64 =====>(x,y)= (258, 91)

r= 65 =====>(x,y)= (382, 441)

r= 66 =====>(x,y)= (352, 259)

r= 67 =====>(x,y)= (350, 117)

r= 68 =====>(x,y)= (109, 149)

r= 69 =====>(x,y)= (102, 336)

r= 70 =====>(x,y)= (467, 375)

r= 71 =====>(x,y)= (425, 154)

r= 72 =====>(x,y)= (339, 318)

r= 73 =====>(x,y)= (231, 209)

r= 74 =====>(x,y)= (379, 362)

r= 75 =====>(x,y)= (116, 334)

r= 76 =====>(x,y)= (252, 502)

r= 77 =====>(x,y)= (149, 109)

r= 78 =====>(x,y)= (235, 278)

r= 79 =====>(x,y)= (466, 338)

r= 80 =====>(x,y)= (457, 416)

r= 81 =====>(x,y)= (16, 123)

r= 82 =====>(x,y)= (495, 471)

r= 83 =====>(x,y)= (141, 215)

r= 84 =====>(x,y)= (470, 157)

r= 85 =====>(x,y)= (127, 94)

r= 86 =====>(x,y)= (334, 490)

r= 87 =====>(x,y)= (311, 181)

r= 88 =====>(x,y)= (301, 409)

r= 89 =====>(x,y)= (458, 67)

r= 90 =====>(x,y)= (440, 471)

r= 91 =====>(x,y)= (360, 253)

r= 92 =====>(x,y)= (350, 43)

r= 93 =====>(x,y)= (304, 245)

r= 94 =====>(x,y)= (322, 192)

r= 95 =====>(x,y)= (173, 33)

r= 96 =====>(x,y)= (18, 342)

r= 97 =====>(x,y)= (410, 179)

r= 98 =====>(x,y)= (485, 25)

r= 99 =====>(x,y)= (190, 488)

r= 100 =====>(x,y)= (475, 161)

r= 101 =====>(x,y)= (225, 122)

r= 102 =====>(x,y)= (8, 393)

r= 103 =====>(x,y)= (73, 382)

r= 104 =====>(x,y)= (342, 18)

r= 105 =====>(x,y)= (69, 237)

r= 106 =====>(x,y)= (442, 157)

r= 107 =====>(x,y)= (443, 27)

r= 108 =====>(x,y)= (403, 290)

r= 109 =====>(x,y)= (12, 453)

r= 110 =====>(x,y)= (148, 214)

r= 111 =====>(x,y)= (291, 430)

r= 112 =====>(x,y)= (289, 486)

r= 113 =====>(x,y)= (135, 361)

r= 114 =====>(x,y)= (250, 401)

r= 115 =====>(x,y)= (369, 493)

r= 116 =====>(x,y)= (305, 376)

r= 117 =====>(x,y)= (167, 143)

r= 118 =====>(x,y)= (493, 369)

r= 119 =====>(x,y)= (212, 441)

r= 120 =====>(x,y)= (125, 116)

r= 121 =====>(x,y)= (38, 235)

r= 122 =====>(x,y)= (490, 334)

r= 123 =====>(x,y)= (196, 337)

r= 124 =====>(x,y)= (263, 43)

r= 125 =====>(x,y)= (324, 93)

r= 126 =====>(x,y)= (357, 77)

r= 127 =====>(x,y)= (337, 290)

r= 128 =====>(x,y)= (337, 196)

r= 129 =====>(x,y)= (164, 185)

r= 130 =====>(x,y)= (460, 153)

r= 131 =====>(x,y)= (14, 224)

r= 132 =====>(x,y)= (245, 412)

r= 133 =====>(x,y)= (110, 495)

r= 134 =====>(x,y)= (271, 91)

r= 135 =====>(x,y)= (478, 18)

r= 136 =====>(x,y)= (151, 134)

r= 137 =====>(x,y)= (435, 189)

r= 138 =====>(x,y)= (467, 279)

r= 139 =====>(x,y)= (404, 483)

r= 140 =====>(x,y)= (489, 279)

r= 141 =====>(x,y)= (409, 301)

r= 142 =====>(x,y)= (493, 259)

r= 143 =====>(x,y)= (315, 176)

r= 144 =====>(x,y)= (28, 478)

r= 145 =====>(x,y)= (237, 226)

r= 146 =====>(x,y)= (157, 442)

r= 147 =====>(x,y)= (465, 268)

r= 148 =====>(x,y)= (394, 354)

r= 149 =====>(x,y)= (460, 240)

r= 150 =====>(x,y)= (198, 202)

r= 151 =====>(x,y)= (202, 198)

r= 152 =====>(x,y)= (189, 466)

r= 153 =====>(x,y)= (87, 339)

r= 154 =====>(x,y)= (78, 454)

r= 155 =====>(x,y)= (240, 386)

r= 156 =====>(x,y)= (213, 100)

r= 157 =====>(x,y)= (143, 250)

r= 158 =====>(x,y)= (224, 36)

r= 159 =====>(x,y)= (51, 86)

r= 160 =====>(x,y)= (435, 338)

r= 161 =====>(x,y)= (215, 132)

r= 162 =====>(x,y)= (411, 390)

r= 163 =====>(x,y)= (376, 305)

r= 164 =====>(x,y)= (275, 355)

r= 165 =====>(x,y)= (316, 349)

r= 166 =====>(x,y)= (307, 166)

r= 167 =====>(x,y)= (272, 294)

r= 168 =====>(x,y)= (502, 252)

r= 169 =====>(x,y)= (485, 161)

r= 170 =====>(x,y)= (463, 118)

r= 171 =====>(x,y)= (381, 38)

r= 172 =====>(x,y)= (217, 86)

r= 173 =====>(x,y)= (476, 60)

r= 174 =====>(x,y)= (264, 317)

r= 175 =====>(x,y)= (333, 427)

r= 176 =====>(x,y)= (88, 81)

r= 177 =====>(x,y)= (298, 175)

r= 178 =====>(x,y)= (67, 458)

r= 179 =====>(x,y)= (281, 119)

r= 180 =====>(x,y)= (338, 466)

r= 181 =====>(x,y)= (199, 258)

r= 182 =====>(x,y)= (362, 288)

r= 183 =====>(x,y)= (128, 14)

r= 184 =====>(x,y)= (384, 222)

r= 185 =====>(x,y)= (98, 357)

r= 186 =====>(x,y)= (290, 403)

r= 187 =====>(x,y)= (466, 189)

r= 188 =====>(x,y)= (186, 239)

r= 189 =====>(x,y)= (104, 69)

r= 190 =====>(x,y)= (36, 128)

r= 191 =====>(x,y)= (132, 124)

r= 192 =====>(x,y)= (46, 87)

r= 193 =====>(x,y)= (225, 268)

r= 194 =====>(x,y)= (263, 117)

r= 195 =====>(x,y)= (475, 25)

r= 196 =====>(x,y)= (487, 229)

r= 197 =====>(x,y)= (404, 176)

r= 198 =====>(x,y)= (328, 265)

r= 199 =====>(x,y)= (82, 390)

r= 200 =====>(x,y)= (104, 226)

r= 201 =====>(x,y)= (229, 220)

r= 202 =====>(x,y)= (488, 190)

r= 203 =====>(x,y)= (342, 28)

r= 204 =====>(x,y)= (161, 475)

r= 205 =====>(x,y)= (334, 116)

r= 206 =====>(x,y)= (489, 375)

r= 207 =====>(x,y)= (480, 205)

r= 208 =====>(x,y)= (403, 196)

r= 209 =====>(x,y)= (380, 487)

r= 210 =====>(x,y)= (278, 381)

r= 211 =====>(x,y)= (175, 238)

r= 212 =====>(x,y)= (375, 467)

r= 213 =====>(x,y)= (401, 167)

r= 214 =====>(x,y)= (288, 371)

r= 215 =====>(x,y)= (87, 46)

r= 216 =====>(x,y)= (271, 199)

r= 217 =====>(x,y)= (371, 379)

r= 218 =====>(x,y)= (50, 491)

r= 219 =====>(x,y)= (186, 181)

r= 220 =====>(x,y)= (10, 244)

r= 221 =====>(x,y)= (146, 426)

r= 222 =====>(x,y)= (31, 77)

r= 223 =====>(x,y)= (117, 263)

r= 224 =====>(x,y)= (440, 110)

r= 225 =====>(x,y)= (189, 435)

r= 226 =====>(x,y)= (502, 2)

r= 227 =====>(x,y)= (441, 212)

r= 228 =====>(x,y)= (465, 122)

r= 229 =====>(x,y)= (279, 489)

r= 230 =====>(x,y)= (483, 315)

r= 231 =====>(x,y)= (17, 228)

r= 232 =====>(x,y)= (91, 271)

r= 233 =====>(x,y)= (94, 127)

r= 234 =====>(x,y)= (169, 387)

r= 235 =====>(x,y)= (453, 42)

r= 236 =====>(x,y)= (15, 45)

r= 237 =====>(x,y)= (116, 125)

r= 238 =====>(x,y)= (20, 99)

r= 239 =====>(x,y)= (357, 98)

r= 240 =====>(x,y)= (310, 217)

r= 241 =====>(x,y)= (346, 61)

r= 242 =====>(x,y)= (226, 104)

r= 243 =====>(x,y)= (73, 212)

r= 244 =====>(x,y)= (471, 440)

r= 245 =====>(x,y)= (169, 13)

r= 246 =====>(x,y)= (412, 232)

r= 247 =====>(x,y)= (32, 63)

r= 248 =====>(x,y)= (332, 461)

r= 249 =====>(x,y)= (478, 28)

r= 250 =====>(x,y)= (82, 365)

r= 251 =====>(x,y)= (16, 274)

r= 252 =====>(x,y)= (16, 274)

r= 253 =====>(x,y)= (82, 365)

r= 254 =====>(x,y)= (478, 28)

r= 255 =====>(x,y)= (332, 461)

r= 256 =====>(x,y)= (32, 63)

r= 257 =====>(x,y)= (412, 232)

r= 258 =====>(x,y)= (169, 13)

r= 259 =====>(x,y)= (471, 440)

r= 260 =====>(x,y)= (73, 212)

r= 261 =====>(x,y)= (226, 104)

r= 262 =====>(x,y)= (346, 61)

r= 263 =====>(x,y)= (310, 217)

r= 264 =====>(x,y)= (357, 98)

r= 265 =====>(x,y)= (20, 99)

r= 266 =====>(x,y)= (116, 125)

r= 267 =====>(x,y)= (15, 45)

r= 268 =====>(x,y)= (453, 42)

r= 269 =====>(x,y)= (169, 387)

r= 270 =====>(x,y)= (94, 127)

r= 271 =====>(x,y)= (91, 271)

r= 272 =====>(x,y)= (17, 228)

r= 273 =====>(x,y)= (483, 315)

r= 274 =====>(x,y)= (279, 489)

r= 275 =====>(x,y)= (465, 122)

r= 276 =====>(x,y)= (441, 212)

r= 277 =====>(x,y)= (502, 2)

r= 278 =====>(x,y)= (189, 435)

r= 279 =====>(x,y)= (440, 110)

r= 280 =====>(x,y)= (117, 263)

r= 281 =====>(x,y)= (31, 77)

r= 282 =====>(x,y)= (146, 426)

r= 283 =====>(x,y)= (10, 244)

r= 284 =====>(x,y)= (186, 181)

r= 285 =====>(x,y)= (50, 491)

r= 286 =====>(x,y)= (371, 379)

r= 287 =====>(x,y)= (271, 199)

r= 288 =====>(x,y)= (87, 46)

r= 289 =====>(x,y)= (288, 371)

r= 290 =====>(x,y)= (401, 167)

r= 291 =====>(x,y)= (375, 467)

r= 292 =====>(x,y)= (175, 238)

r= 293 =====>(x,y)= (278, 381)

r= 294 =====>(x,y)= (380, 487)

r= 295 =====>(x,y)= (403, 196)

r= 296 =====>(x,y)= (480, 205)

r= 297 =====>(x,y)= (489, 375)

r= 298 =====>(x,y)= (334, 116)

r= 299 =====>(x,y)= (161, 475)
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r= 300 =====>(x,y)= (342, 28)

r= 301 =====>(x,y)= (488, 190)

r= 302 =====>(x,y)= (229, 220)

r= 303 =====>(x,y)= (104, 226)

r= 304 =====>(x,y)= (82, 390)

r= 305 =====>(x,y)= (328, 265)

r= 306 =====>(x,y)= (404, 176)

r= 307 =====>(x,y)= (487, 229)

r= 308 =====>(x,y)= (475, 25)

r= 309 =====>(x,y)= (263, 117)

r= 310 =====>(x,y)= (225, 268)

r= 311 =====>(x,y)= (46, 87)

r= 312 =====>(x,y)= (132, 124)

r= 313 =====>(x,y)= (36, 128)

r= 314 =====>(x,y)= (104, 69)

r= 315 =====>(x,y)= (186, 239)

r= 316 =====>(x,y)= (466, 189)

r= 317 =====>(x,y)= (290, 403)

r= 318 =====>(x,y)= (98, 357)

r= 319 =====>(x,y)= (384, 222)

r= 320 =====>(x,y)= (128, 14)

r= 321 =====>(x,y)= (362, 288)

r= 322 =====>(x,y)= (199, 258)

r= 323 =====>(x,y)= (338, 466)

r= 324 =====>(x,y)= (281, 119)

r= 325 =====>(x,y)= (67, 458)

r= 326 =====>(x,y)= (298, 175)

r= 327 =====>(x,y)= (88, 81)

r= 328 =====>(x,y)= (333, 427)

r= 329 =====>(x,y)= (264, 317)

r= 330 =====>(x,y)= (476, 60)

r= 331 =====>(x,y)= (217, 86)

r= 332 =====>(x,y)= (381, 38)

r= 333 =====>(x,y)= (463, 118)

r= 334 =====>(x,y)= (485, 161)

r= 335 =====>(x,y)= (502, 252)

r= 336 =====>(x,y)= (272, 294)

r= 337 =====>(x,y)= (307, 166)

r= 338 =====>(x,y)= (316, 349)

r= 339 =====>(x,y)= (275, 355)

r= 340 =====>(x,y)= (376, 305)

r= 341 =====>(x,y)= (411, 390)

r= 342 =====>(x,y)= (215, 132)

r= 343 =====>(x,y)= (435, 338)

r= 344 =====>(x,y)= (51, 86)

r= 345 =====>(x,y)= (224, 36)

r= 346 =====>(x,y)= (143, 250)

r= 347 =====>(x,y)= (213, 100)

r= 348 =====>(x,y)= (240, 386)

r= 349 =====>(x,y)= (78, 454)

r= 350 =====>(x,y)= (87, 339)

r= 351 =====>(x,y)= (189, 466)

r= 352 =====>(x,y)= (202, 198)

r= 353 =====>(x,y)= (198, 202)

r= 354 =====>(x,y)= (460, 240)

r= 355 =====>(x,y)= (394, 354)

r= 356 =====>(x,y)= (465, 268)

r= 357 =====>(x,y)= (157, 442)

r= 358 =====>(x,y)= (237, 226)

r= 359 =====>(x,y)= (28, 478)

r= 360 =====>(x,y)= (315, 176)

r= 361 =====>(x,y)= (493, 259)

r= 362 =====>(x,y)= (409, 301)

r= 363 =====>(x,y)= (489, 279)

r= 364 =====>(x,y)= (404, 483)

r= 365 =====>(x,y)= (467, 279)

r= 366 =====>(x,y)= (435, 189)

r= 367 =====>(x,y)= (151, 134)

r= 368 =====>(x,y)= (478, 18)

r= 369 =====>(x,y)= (271, 91)

r= 370 =====>(x,y)= (110, 495)

r= 371 =====>(x,y)= (245, 412)

r= 372 =====>(x,y)= (14, 224)

r= 373 =====>(x,y)= (460, 153)

r= 374 =====>(x,y)= (164, 185)

r= 375 =====>(x,y)= (337, 196)

r= 376 =====>(x,y)= (337, 290)

r= 377 =====>(x,y)= (357, 77)

r= 378 =====>(x,y)= (324, 93)

r= 379 =====>(x,y)= (263, 43)

r= 380 =====>(x,y)= (196, 337)

r= 381 =====>(x,y)= (490, 334)

r= 382 =====>(x,y)= (38, 235)

r= 383 =====>(x,y)= (125, 116)

r= 384 =====>(x,y)= (212, 441)

r= 385 =====>(x,y)= (493, 369)

r= 386 =====>(x,y)= (167, 143)

r= 387 =====>(x,y)= (305, 376)

r= 388 =====>(x,y)= (369, 493)

r= 389 =====>(x,y)= (250, 401)

r= 390 =====>(x,y)= (135, 361)

r= 391 =====>(x,y)= (289, 486)

r= 392 =====>(x,y)= (291, 430)

r= 393 =====>(x,y)= (148, 214)

r= 394 =====>(x,y)= (12, 453)

r= 395 =====>(x,y)= (403, 290)

r= 396 =====>(x,y)= (443, 27)

r= 397 =====>(x,y)= (442, 157)

r= 398 =====>(x,y)= (69, 237)

r= 399 =====>(x,y)= (342, 18)

r= 400 =====>(x,y)= (73, 382)

r= 401 =====>(x,y)= (8, 393)

r= 402 =====>(x,y)= (225, 122)

r= 403 =====>(x,y)= (475, 161)

r= 404 =====>(x,y)= (190, 488)

r= 405 =====>(x,y)= (485, 25)

r= 406 =====>(x,y)= (410, 179)

r= 407 =====>(x,y)= (18, 342)

r= 408 =====>(x,y)= (173, 33)

r= 409 =====>(x,y)= (322, 192)

r= 410 =====>(x,y)= (304, 245)

r= 411 =====>(x,y)= (350, 43)

r= 412 =====>(x,y)= (360, 253)

r= 413 =====>(x,y)= (440, 471)

r= 414 =====>(x,y)= (458, 67)

r= 415 =====>(x,y)= (301, 409)

r= 416 =====>(x,y)= (311, 181)

r= 417 =====>(x,y)= (334, 490)

r= 418 =====>(x,y)= (127, 94)

r= 419 =====>(x,y)= (470, 157)

r= 420 =====>(x,y)= (141, 215)

r= 421 =====>(x,y)= (495, 471)

r= 422 =====>(x,y)= (16, 123)

r= 423 =====>(x,y)= (457, 416)

r= 424 =====>(x,y)= (466, 338)

r= 425 =====>(x,y)= (235, 278)

r= 426 =====>(x,y)= (149, 109)

r= 427 =====>(x,y)= (252, 502)

r= 428 =====>(x,y)= (116, 334)

r= 429 =====>(x,y)= (379, 362)

r= 430 =====>(x,y)= (231, 209)

r= 431 =====>(x,y)= (339, 318)

r= 432 =====>(x,y)= (425, 154)

r= 433 =====>(x,y)= (467, 375)

r= 434 =====>(x,y)= (102, 336)

r= 435 =====>(x,y)= (109, 149)

r= 436 =====>(x,y)= (350, 117)

r= 437 =====>(x,y)= (352, 259)

r= 438 =====>(x,y)= (382, 441)

r= 439 =====>(x,y)= (258, 91)

r= 440 =====>(x,y)= (60, 476)

r= 441 =====>(x,y)= (258, 199)

r= 442 =====>(x,y)= (216, 139)

r= 443 =====>(x,y)= (51, 310)

r= 444 =====>(x,y)= (232, 304)

r= 445 =====>(x,y)= (472, 405)

r= 446 =====>(x,y)= (378, 13)

r= 447 =====>(x,y)= (287, 364)

r= 448 =====>(x,y)= (185, 164)

r= 449 =====>(x,y)= (393, 8)

r= 450 =====>(x,y)= (495, 110)

r= 451 =====>(x,y)= (213, 166)

r= 452 =====>(x,y)= (442, 330)

r= 453 =====>(x,y)= (220, 380)

r= 454 =====>(x,y)= (237, 69)

r= 455 =====>(x,y)= (318, 339)

r= 456 =====>(x,y)= (153, 460)

r= 457 =====>(x,y)= (259, 352)

r= 458 =====>(x,y)= (470, 330)

r=459 is not in the set of definition

r= 460 =====>(x,y)= (86, 51)

r= 461 =====>(x,y)= (63, 32)

r= 462 =====>(x,y)= (416, 457)

r= 463 =====>(x,y)= (378, 387)

r= 464 =====>(x,y)= (124, 141)

r= 465 =====>(x,y)= (338, 435)

r= 466 =====>(x,y)= (490, 125)

r= 467 =====>(x,y)= (382, 73)

r= 468 =====>(x,y)= (43, 350)

r= 469 =====>(x,y)= (31, 98)

r= 470 =====>(x,y)= (436, 313)

r= 471 =====>(x,y)= (187, 49)

r= 472 =====>(x,y)= (171, 12)

r= 473 =====>(x,y)= (217, 310)

r= 474 =====>(x,y)= (170, 76)

r= 475 =====>(x,y)= (318, 46)

r= 476 =====>(x,y)= (461, 50)

r= 477 =====>(x,y)= (40, 422)

r= 478 =====>(x,y)= (121, 62)

r= 479 =====>(x,y)= (368, 142)

r= 480 =====>(x,y)= (176, 404)

r= 481 =====>(x,y)= (386, 153)

r= 482 =====>(x,y)= (25, 485)

r= 483 =====>(x,y)= (480, 265)

r= 484 =====>(x,y)= (411, 365)

r= 485 =====>(x,y)= (327, 188)

r= 486 =====>(x,y)= (283, 123)

r= 487 =====>(x,y)= (352, 369)

r= 488 =====>(x,y)= (77, 31)

r= 489 =====>(x,y)= (315, 483)

r= 490 =====>(x,y)= (328, 205)

r= 491 =====>(x,y)= (330, 470)

r= 492 =====>(x,y)= (125, 490)

r= 493 =====>(x,y)= (415, 385)

r= 494 =====>(x,y)= (491, 332)

r= 495 =====>(x,y)= (311, 239)

r= 496 =====>(x,y)= (42, 171)

r= 497 =====>(x,y)= (23, 298)

r= 498 =====>(x,y)= (307, 100)

r= 499 =====>(x,y)= (212, 73)

r= 500 =====>(x,y)= (283, 274)

r= 501 =====>(x,y)= (386, 240)

r= 502 =====>(x,y)= (441, 382)

References

1. Bernstein, D.J., Hamburg, M., Krasnova, A., Lange, T.: Elligator: elliptic-curve
points indistinguishable from uniform random strings. In: Gligor, V., Yung, M.
(eds.) ACM CCS (2013)

2. Billet, O., Joye, M.: The Jacobi model of an elliptic curve and side-channel analysis.
In: Fossorier, M., Høholdt, T., Poli, A. (eds.) AAECC 2003. LNCS, vol. 2643, pp.
34–42. Springer, Heidelberg (2003). https://doi.org/10.1007/3-540-44828-4 5

https://doi.org/10.1007/3-540-44828-4_5


An Encoding for the Theta Model of Elliptic Curves 235

3. Boneh, D., Franklin, M.: Identity-based encryption from the weil pairing. In: Kilian,
J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Heidelberg (2001).
https://doi.org/10.1007/3-540-44647-8 13

4. Chudnovsky, D.V., Chudnovky, G.V.: Sequences of numbers generated by addition
in formal groups and new primality and factorization tests. Adv. Appl. Math. 7(4),
385–434 (1986)

5. Devigne, J., Joye, M.: Binary huff curves. In: Kiayias, A. (ed.) CT-RSA 2011.
LNCS, vol. 6558, pp. 340–355. Springer, Heidelberg (2011). https://doi.org/10.
1007/978-3-642-19074-2 22

6. Diao, O., Fouotsa, E.: Arithmetic of the level four theta model of elliptic curves.
Afrika Mathematica 26(3), 283–301 (2015)

7. Edwards, H.M.: A normal form for elliptic curves. Bull. Am. Math. Soc. 44, 393–
422 (2007). http://www.ams.org/bull/2007-44-03/S0273-0979-07-01153-6/home.
html

8. Diarra, N., Sow, D., Ould Cheikh Khlil, A.Y.: On indifferentiable deterministic
hashing into elliptic curves. Eur. J. Pure Appl. Math. 10(2), 363–391 (2017).
(MathScinet: MR3607082) (ZentralBlattMath: Zbl 06701281)

9. Fouotsa, E., Diao, O.: A theta model for elliptic curves. Mediterr. J. Math. 14, 65
(2017). https://doi.org/10.1007/s00009-017-0840-y

10. Farashahi, R.R.: Hashing into Hessian curves. In: Nitaj, A., Pointcheval, D. (eds.)
AFRICACRYPT 2011. LNCS, vol. 6737, pp. 278–289. Springer, Heidelberg (2011).
https://doi.org/10.1007/978-3-642-21969-6 17

11. Farashahi, R.R., Fouque, P.-A., Shparlinski, I.E., Tibouchi, M., Voloch, J.F.: Indif-
ferentiable deterministic hashing to elliptic and hyperelliptic curves. Math. Com-
put. 82(281), 491–512 (2013)

12. Fouque, P.-A., Tibouchi, M.: Estimating the size of the image of deterministic
hash functions to elliptic curves. In: Abdalla, M., Barreto, P.S.L.M. (eds.) LATIN-
CRYPT 2010. LNCS, vol. 6212, pp. 81–91. Springer, Heidelberg (2010). https://
doi.org/10.1007/978-3-642-14712-8 5

13. Icart, T.: How to hash into elliptic curves. In: Halevi, S. (ed.) CRYPTO 2009.
LNCS, vol. 5677, pp. 303–316. Springer, Heidelberg (2009). https://doi.org/10.
1007/978-3-642-03356-8 18

14. Smart, N.P.: The Hessian form of an elliptic curve. In: Koç, Ç.K., Naccache, D.,
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Abstract. We consider the problem of executing composite computing
applications called workflows on top of unreliable computing infrastruc-
tures. Having in mind the situation of the electric delivery in the sub-
saharan area, we propose BEDWE, a decentralized workflow engine able
to dynamically assign portions of the workflow to currently live compute
nodes. More precisely, in a point-to-point manner, each node can receive
a part of the workflow and delegate a subpart of it to another node.
This mechanism can be repeated recursively until the whole workflow
is executed. BEDWE includes a mechanism to support nodes leaving
the network due to power outage. We present a software prototype of
BEDWE and its experimentation over the French nation-wide Grid’5000
platform.

Keywords: Workflows · Decentralized orchestration
Fault-tolerance · Best-effort infrastructures

1 Introduction

Computing reliably is a major challenge in countries struggling to deliver a
constant electric power delivery. For instance, African countries from the sub-
Saharan region are used to face power outages, due to an insufficient level of
electric injection to satisfy the needs of people, administration and companies.
This problem can be solved by cutting electricity in some area/while another one
is supplied. These cuts are planned according to a predefined schedule that are
publicly announced so people can organise themselves. Being able to ensure the
completion of computations running on computers located in such an environ-
ment calls for fault-tolerance mechanisms to be injected in the system supporting
these applications. This paper explores a specific problem in this area, where we
consider a fully-decentralized computing platform composed of compute nodes
running in an electric environment subject to power cuts. More specifically, we
consider applications which are compositions of building block services, as fol-
lowed by service-oriented computing.

Service-oriented computing has become one of the dominant paradigms to
develop applications in both scientific and industrial contexts. This model advo-
cates the composition of services as a programming model to build complex
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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applications out of existing building blocks, or simpler services [1]. A sibling
concept is the workflow. A workflow is a temporal composition of services com-
pleting a specific task. More precisely, each service in a workflow corresponds to
a particular step in the workflow and may have precedence constraint dependen-
cies with other services. These dependencies between services can be represented
as a directed acyclic graph where nodes are the services and links are the depen-
dencies/precedence constraints between services.

A workflow needs to be enacted. For this, it traditionally relies on a workflow
engine i.e.,a program that takes a workflow’s specification and deploys it on
compute nodes, starting each service once its dependencies have been satisfied
i.e., when the services to get run before completed. This engine is tradition-
ally a centralized, reliable component. If it fails, the whole workflow coordina-
tion is undermined and the workflow may not complete. Having this centralized
engine is no longer possible when the workflow is supposed to run over unreli-
able platforms, where having one reliable node on which to run the engine is no
longer possible. The problem becomes even more complicated when considering
these emerging computing platforms described above. Recently, decentralizing
workflow execution has been the focus of some researches aiming at providing
solutions where centralized enactment systems cannot be used any more.

The objectives of our work is to propose: (1) a truly decentralized work-
flow execution whose management is shared by each participant node and (2) a
mechanism to support crashes and delays for common workflow patterns. Our
solution, called BEDWE (Best Effort Decentralized Workflow Execution) runs
on every node taking part in the workflow engine. It uses a specific protocol
allowing to send, receive and process portions of the workflow.

The remainder of this paper is organized as follows. In Sect. 2, we define
our model and describes, by syntactic means, the type of workflows supported.
Section 3 describes BEDWE execution model and illustrates its execution and
deployment over the nodes for different workflow patterns. In Sect. 4, we dis-
cuss the problems brought about by potential crashes (for instance due to power
cuts) and devise a simple solution, based on a heartbeat protocol to deal with
failures in BEDWE. Experimental results using the Montage workflow over the
Grid’5000 platform are presented in Sect. 5. Finally, Sect. 7 presents some appli-
cations perspective and concludes the paper.

2 Workflow Patterns and Grammar

Workflow computing is a major paradigm in both business process management
and many scientific fields. We distinguish between (1) a workflow specification
module that allows to describe services and the ordering amongst them, and
(2) a workflow enactment system that coordinates the execution of the services
in the correct order. Our contribution is focused on the workflow enactment
system level which should handle most workflow models through an appropriate
language.
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2.1 Workflow Patterns

We here describe the type of workflows that we want to support in BEDWE.
A workflow is a finite set of services that are composed in some specific logical
order to accomplish a specific process/application. Most commonly, patterns
found in workflows are the three following models, as illustrated in Fig. 1: (a)
the sequential pattern, (b) the parallel pattern, and (c) conditional pattern.

S1 S2

a)

S1

S2

FORK SYNC

b)

S1

S2

CHOICE ENDCHOICE

c)

Fig. 1. The three basic workflow patterns.

In order to express more complex patterns, these basic patterns can be com-
bined. Therefore, the loop structure will not be considered in this dissertation.
As an example, Fig. 2 shows a concrete workflow which integrates 10 services.
The first two, S1 and S2 services are sequentially processed. After service S2, the
execution diverges into two parallel branches. The execution of branches will be
merged before the execution of service S9. Also, after the execution of service S3,
the two outgoing branches are associated with the choice condition and either
S3 S4 S6 or S3 S5 S6 path will be selected. Consequently, after S3, a sequential
order process is obtained with S6.

S1 S2 FORK SYNC

S4

S5

CHOICE

ENDCHOICE

S3

S7 S8

S6

S9 S10

Fig. 2. Example of workflow.

2.2 Workflow Description Language

Defining a workflow consists in describing the patterns that compose it and the
relationships among them so, any programmable analyzer can interpret it. As
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mentioned in Sect. 2.1, a workflow pattern is defined by control-flow dependen-
cies between services. In order to build our workflow grammar, we summarize
the possible workflow definition as follows: (1) a workflow is composed of pat-
terns; (2) a pattern is either a parallel, a conditional or a sequential model, or
a composition of two or three different models; (3) a parallel workflow pattern
starts with the FORK keyword which splits the workflow, followed by a list of
branches and ends with the SYNC keyword which merges incoming result of
branches; (4) a conditional workflow pattern starts with the CHOICE keyword
which splits the workflow, followed by a list of switch branches and ends with the
ENDCHOICE keyword indicating a simple merge step. (5) a sequential workflow
pattern is one or a set of services with a basic dependency (a simple transition).
Using some compiling languages principles and rules it is easy to convert above
summary in a grammar annotation similar to the BNF notation that is depicted
in Table 1.

Table 1. Workflow grammar.

WF → t {WFs | WFp | WFc }∗ with:

WFs → t+ t: service identifier, BRC: branch

WFp → FORK(BRC {,BRC}+)SYNC WFs: sequential pattern

WFc → CHOICE(BRC {,BRC}+)ENDCHOICE WFp: parallel pattern

BRC → WFs | WFp | WFc WFc: conditional pattern

According to this grammar, the workflow in Fig. 2 is easily described as follow,
where Si is a service identifier:

S1 S2 FORK(S3 CHOICE(S4, S5)ENDCHOICE S6, S7 S8)SYNC S9 S10

We developed a parser program based on Flex and Bison to validate this
grammar [2].

3 BEDWE Workflow Processing

3.1 Pattern Extraction Model

BEDWE decentralized procedure relies on workflow extraction: any workflow w
in our grammar can be written as w = y.z, y being the first atomic service to be
executed on the local node, and z the rest of the workflow definition to be sent
in a message pack to another node able to execute it. More precisely:

– if y is a sequential pattern, then the first service of the sequence is extracted;
– if y is a parallel pattern, then a list of its branches is extracted;
– if y is a conditional pattern, then from the extracted list of branches, one is

chosen according to the choice condition.
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3.2 Workflow Execution in BEDWE

In the following, we describe how BEDWE operates, by illustrating its behaviour
on a particular workflow composed of the three basic patterns. We assume a set
of agents (processes) running on a set of possibly distributed compute nodes, and
that are able to communicate through message passing. All these agents run the
same software stack; they can invoke services, check the well-formedness of the
workflow (or part of a workflow) received and communicate via message-passing.
These agents are thus interchangeable and any one of them can be selected to
manage the workflow or part of it, as we will now describe. Let us use the example
of Fig. 2 that contains the three basic patterns to illustrate different main phases
of the process illustrated in Figs. 3, 4, 5, 6 and 7.

Initialization. A first contact node (N1 in Fig. 3), gets a complete description
of a workflow from the client, it extracts the first pattern, here S1, it assembles
with the rest of definition into a message pack which will be sent to a node N2
that can invoke S1.

S1 S2 FORK SYNC

S4

S5

CHOICE

ENDCHOICE

S3

S7 S8

S6

S9 S10

N1

Fig. 3. BEDWE workflow execution (initialisation).

Processing of a Sequential Pattern. As illustrated in Fig. 4, some node N2 gets a
message pack from N1, it invokes service S1 and, in the same way extracts from
the content of definition the first pattern (here it is S2), it assembles with the
rest of definition into a message pack which will be sent to a node N3, that can
invoke S2.

S1 S2 FORK SYNC

S4

S5

CHOICE

ENDCHOICE

S3

S7 S8

S6

S9 S10

N2N1

Fig. 4. BEDWE workflow execution (sequential pattern).
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Processing of a Parallel Pattern. As illustrated in Fig. 5, some node N3, receives
a message pack from N2, it invokes service S2 and try to extract from the content
of definition the first pattern, here it is a parallel model. It extracts all branches
belonging to that pattern, here there are “S3 CHOICE(S4, S5)ENDCHOICE
S6” and “S7 S8”. It then assembles message pack from each branch and sends
them to different nodes (here are N4 and N5) which are respectively able to
invoke service S3 and service S7. It keeps the following patterns of the parallel
model (here: S9 S10) that will be processed after synchronization. Nodes N4 and
N5 receive their message packs from the node N3 and they concurrently process
to it. Node N5 will process as sequential pattern while node N4 will operate on
a conditional pattern after service S3.

S1 S2 FORK SYNC

S4

S5

CHOICE

ENDCHOICE

S3

S7 S8

S6

S9 S10

N3N2

(a) before branching.

S1 S2 FORK SYNC

S4

S5

CHOICE

ENDCHOICE

S3

S7 S8

S6

S9 S10

N3
N2

(b) after branching.

Fig. 5. BEDWE workflow execution (parallel pattern).

Processing of a Conditional Pattern. A conditional pattern execution is illus-
trated in Fig. 6. Node N4, after invocation of service S3 and tries to extract
from the content of definition the first pattern, here it is a conditional model. It
extracts the two branches belonging to that pattern, here it is S4 and S5. Then,
it evaluates the condition of selection, we suppose S4 is selected. The selected
conditional branch forms with rest of the branch a sequential model (S4 S6)
which will be processed as sequential phase pattern.

S4

S5

CHOICE

ENDCHOICE

S3 S6

N4

(a) before choice.

S4S3 S6

N4

(b) after choice.

Fig. 6. BEDWE workflow execution (conditional pattern).

Processing of a Synchronization. As illustrated in Fig. 7, the nodes which has
invoked services S6 and S8 send their results to the node N3 who had split
branches for parallel processing. At the end of synchronization, node N3 reads
the following of achieved parallel pattern and processes it as any pattern. For
our example case, we have a pattern S9 S10 which is a sequential model.
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S1 S2 FORK SYNC

S4

S5

CHOICE

ENDCHOICE

S3

S7 S8

S6

S9 S10

N2
N3

Ni Ni+1

Fig. 7. BEDWE workflow execution (synchronisation pattern).

Ending Output. Still as shown in Fig. 7, after the invocation of service S10, the
workflow has completed its execution. The output result of S10 is sent to the
client as such a good process of the workflow.

4 Fault Tolerance in BEDWE

A service’s execution time can significantly vary between invocations, even for
different invocations within the same workflow. This can be due to network’s
and CPU’s load fluctuation. Incidentally, processes may crash. This raises the
common question of detecting crashes of computing nodes hosting services: how
much time should we wait for an answer before considering a service invocation
as failed. In BEDWE, we rely on the classical heartbeat mechanism and fix a
particular duration above which no heartbeat received from a process makes it
considered as failed.

4.1 BEDWE’s Resilience Principle

The implementation of the heartbeat protocol in BEDWE is illustrated in Fig. 8.
Assume Node 1 sends a message to Node 2 to request it to process the next
workflow pattern. We can consider that Node 1 becomes the client for Node 2
which becomes the server for this particular part of the workflow. During the
service’s execution on Node 2, Node 2 sends a particular heartbeat message to
Node 1 periodically, informing it that it is still running the task. Upon receipt,
Node 1 updates its the liveness status of Node 2 as alive. Also, periodically,
Node 1 checks this liveness status and resets it to crash. If, at the next checking
time, the status is not back to alive, it means Node 2 did not send the heartbeat
and thus will be considered as crashed by Node 1. When, the task completion’s
notification is received, Node 1 stops its periodic checking of Node 2’s liveness.
Note that a node can be both a server and a client for different tasks.

4.2 Fault Tolerance for Each Pattern

Let us now review more precisely how the resilience is done for each possible pat-
tern. Note that the resilience mechanism is recursively done in recursive patterns
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Node 1 
(client)

Node 2 
(serveur)

2. Periodic server's 
liveness checking

1. Task request

3. Task completion's 
notifcation

2. Periodic heartbeat 
sent to the client

Fig. 8. BEDWE’s resilience principle.

such as nested parallel patterns. The key assumptions in the following are that:
(1)A node cannot be responsible for the execution of two consecutive services in
a sequence. (2) The two nodes responsible for two consecutive services cannot
fail at the same time.

Sequential Pattern. In a sequence of services, the heartbeat protocol presented
previously is repeated between each pair of nodes managing consecutive services.
Given a sequence of three services whose execution is hosted by N1, N2 and N3
respectively, the process is first started when N2 starts executing, N2 being the
server and N1 the client. Once N2 completes, it sends the subsequent part of the
workflow to N3. At this point, the heartbeat mechanism is also triggered between
N2 which is now the client and N3 which is the server. Once the mechanism is
started between N2 and N3, N2 sends the notification of completion and the
heartbeat protocol between N1 and N2 is stopped.

Parallel Pattern. Assume a node N1 starting a parallel pattern whose first nodes
are respectively N2 and N3. In this case, N1 sends one distinct workflow branch
to N2 and N3. Two concurrent instances of the heartbeat protocol are started
between N1 and N2 on one hand and N1 and N3 on the other hand. When N2
(respectively N3) completes its service and if there are other services in this
branch, then N2 (resp. N3) forwards the residual branch to another node say
N4, (resp. N5). When N4 and N5 receive their respective residual branch, N2
and N3 stops sending hearbeats to N1 but two new heartbeats protocols are
started between N2 and N4 on one hand, and N3 and N5 on the other hand.
The process of shifting the heartbeat along the branch is done in parallel inside
the two branches until reaching their ends.

Conditional Validation. A conditional pattern is converted to sequential one
after the selection test. So, their validation is similar to the sequential case.
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Fig. 9. Experiments with sequential workflows.

5 Experimental Validation

To validate BEDWE, we developed a Java-based software prototype implement-
ing the algorithms described above. It represents more than 1700 lines of code.
The prototype has been enhanced with the resilience mechanism described in
Sect. 4. Deploying BEDWE means deploying BEDWE agents (as described in
Sect. 3) implementing the algorithms described above, and using sockets to
communicate portions of workflows, acks and heartbeats. The prototype was
deployed over the Grid’5000 platform which gathers more than 8000 compute
cores distributed over 8 geographically distributed sites [3]. In the following
experiments, a set of BEDWE agents were deployed over computing cores of
Grid’5000, and different workflows were submitted to these agents. All the exper-
iments were conducted on the parapide cluster located in Rennes, composed of
Intel Xeon X5570 CPUs with 8 cores and 24 GBs of memory each. For whole set
of experiments, 40 BEDWE agents were deployed over 40 different cores. Agents
are initially idle: they are listening for an incoming workflow (or sub-workflow)
to be submitted.

The first experiments were done on sequential workflows, workflows com-
posed of a single sequential pattern whose length varied between 5 and 200, as
illustrated in the right part of Fig. 9). The results are given in the right part of
Fig. 9. We observe an execution time growing linearly with the number of ser-
vices. This is to be expected in the sense that such a workflow does not require
to have many agents to work at the same time. At most two agents are required
to be active at the same time due to the resilience mechanisms: an agent that
completed a service waits for the completion of the next service in the workflow,
running in another agent, before becoming idle again.

The second set of experiments conducted was performed using parallel work-
flows. These workflows were composed of one fork giving birth to a number of
branches varying between 2 and 20. The number of sequential services within a
branch was kept constant, at 10. Such a workflow is illustrated for a number of
branches of 5 in the left part of Fig. 10. The objective of this experiment was to
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Fig. 10. Experiments with parallel workflows.

test the ability of BEDWE to tackle high parallelism. The result is shown in the
right part of Fig. 10. It suggests that the BEDWE prototype is able to leverage
the parallelism: recall that in the previous, sequential experiment, 200 sequential
services were completed in more than 9 s. Now, when we have 20 branches, we
have also 200 services, but the length of the branches are only 10, and the com-
pletion time is between 2 and 2.5 s, which is far closer to the case of a sequential
case of 10 services (even if still significantly longer).

The last experiment was performed on workflows with nested forks. The
workflows used in this part are all composed of 100 services, but the number of
nested forks varies from 1 to 5. This supposes to adapt the number of services
per branch for each case. The particular case illustrated in the left part of Fig. 11
is for the case of 2 nested forks, resulting in 25 services in each branches. For
cases where the total number of services cannot be divided by the number of
branches, few isolated services were added between forks. In our experiments, as
plotted in the right part of Fig. 11, we observed a slightly increasing completion
time, which can be explained, in spite of the higher degree of parallelism, by the
increased complexity of forks management. In particular, the more nested forks,
the more nodes waiting for the completion of the fork they are responsible for,
making less nodes available to run tasks and an increase in sequentiality.

6 Related Work

Workflow execution is a topic which is not settled yet, as highlighted by the
recent articles covering it in literature [4,5]. Traditionally, workflow execution is
centralized, would it be in an industrial [1] or more academic/scientific context [6,
7]. While very mature and efficient, these tools cannot be used in a context where
the continuous presence of an orchestrating tool is mandatory.

The idea of describing direct interactions between services in the execution
of a composition was proposed in the concept of choreography of web services [8].
Choreography allows to describe at once all the interactions that will take place
at execution time. It allows to be more precise than orchestration in which the
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Fig. 11. Experiments with nested parallel workflows.

execution is seen from a single point of view, and to describe interactions between
different organizations each providing part of the services to be combined [9].

Decentralising the workflow execution by relying on direct interactions (based
on messaging) between services has been proposed in [10–12]. In particular, A
continuation-passing style, where information on the remainder of the execu-
tion is carried in messages, has been proposed in [11]. Nodes interpret such
messages and thus conduct the execution of services without consulting a cen-
tralised engine. However, nodes need to know explicitly which nodes to interact
with and when, in a synchronous manner. A similar idea, based on the dynamic
partitioning of the workflow as its execution moves forward has also been studied
in [13]. Bedwe follows a similar principle but focus on parallel splits and choices,
while extending such mechanisms with a particular protocol for fault-tolerance.

7 Conclusion

This paper has proposed BEDWE to decentralize workflow execution over unre-
liable platforms. The platform envisioned in this work is a set of compute nodes
in regions subject to power cuts according to a predefined schedule, due to an
insufficient level of electric injection to satisfy all the needs. Ensuring the com-
pletion of workflow execution on computers located in such an environment calls
for decentralization and fault-tolerance. The BEDWE engine is supposed to run
on every node taking part in the workflow engine. Engines use a specific proto-
col allowing to send, receive and process portions of the workflow, to split the
workflow into several parallel executions, and synchronize their outcomes. Nodes
taking care of contiguous portions of the workflow are watching each others. A
BEDWE prototype was implemented in Java and validated over the Grid’5000
platform. Our future work will include devising a solution based on BEDWE
for executing workflows in an African context, specifically for the city of Lome,
Togo, which is subject to planned power cuts. With such a solution, a workflow
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execution will dynamically move from power outages area to some neighbor-
hood supplied with power. While the targeted platform is very different from
the platform used for the experiment, the present article was about validating
the approach.
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Abstract. In this work, we extend a previous work where we proposed a suitable
state model built from a Karhunen-Loeve Transformation to build a new decision
process from which, we can extract useful knowledge and information about the
identified underlying sub-communities from an initial network. The aim of the
method is to build a framework for a multi-level knowledge retrieval. Besides
the capacity of the methodology to reduce the high dimensionality of the data,
the new detection scheme is able to extract, from the sub-communities, the dense
sub-groups with the definition and formulation of new quantities related to the
notions of energy and co-energy. The energy of a node is defined as the rate of
its participation to the set of activities while the notion of co-energy defines the
rate of interaction/link between two nodes. These two important features are used
to make each link weighted and bounded, so that we are able to perform a thor-
ough refinement of the sub-community discovery. This study allows to perform
a multi-level analysis by extracting information either per-link or per-intra-sub-
community. As an improvement of this work, we define the notion of pivot to
relate the node(s) with the greatest influence in the network. We propose the use
of a thorough tool based on the formulation of the transformation of a suitable
probabilistic model into a possibilistic model to extract these pivot(s) which are
the nodes that control the evolution of the community.

Keywords: Social network analysis · Community detection · Energy
Pivot · Influencer

1 Introduction

Social networks describe web-based services that allow users (individuals) to connect
with other users, communicate, share or publish contents within the network [1,2]. The
rise of web 2.0 has come with the ease in the production and sharing of content that
allowed the social networks development. Users themselves become the producers of
web content [1,3]. In a formal and simple description, social network can be seen as a
graph consisting of nodes (as individuals) and links (as social links) used to represent
social relations on social network sites [4]. These last years, Social networks sites have
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become some important sources of online interactions, contents sharing [5] and com-
munication means. While giving these opportunities, they are affordable and universally
acclaimed. Social network sites are commonly known for information dissemination,
personal activities posting [6], product reviews, online pictures sharing, professional
profiling, advertisements, subjectivity [6], assessments [7], approaches [8], influences
[9], observations [10], feelings [3], opinions and sentiments expressions [11], news,
remarks, reactions, or some many other content type [12]. News alerts, breaking news,
political debates and government policy are also posted and analyzed on social network
sites.

Observations [13] show that more and more people are becoming interested and
involved in social networks. Sometimes, users of social networks exploit them for mak-
ing decisions. These decisions can be maked based on know or familiar users or, in
some case, based on unfamiliar users [11]. Such a situation increases the degree of con-
fidence in the credibility of these sites. The social network has transformed the way
different entities procure and retrieve valuable information regardless of their location.
The social network has also given users the privilege of giving their opinion.

The massive data generated or produced by all the social networks users allows
for thorough analysis to efficiently extract useful knowledge such as trends, opinion
leaders, influencers, feelings, etc. Such an analysis can be done as a whole, which means
the representations of all the social network actors then proceed to the detection of
communities and/or opinion leaders. The main aim of community detection methods is
to partition the network into dense regions of the graph. Those dense regions typically
correspond to entities which are closely related. The determination of such communities
is useful in the context of a variety of applications such as customer segmentation,
recommendations, link inference and influence analysis [14].

In this work, we focus on community influencers identification. We extend our
previous work [15] in which, we derive a suitable state model from Karhunen-Loeve
Transformation [16]. From this state model we built a new decision process, which
allows us to extract useful knowledge and information about the identified underlying
sub-communities from an initial network.

This extension is interested in the extraction of the most “important” nodes in given
sub-communities already detected or known. Identifying sub-groups under a social net-
work is a great challenge in the area of social network analysis [17–19], but analyzing
the intrinsic behavior of each sub-group might be an important need if one desires to
focus on the quality of nodes/actors [20]. If sub-communities are identified, decisions
could be taken on a group of nodes regardless the underlying contents of the group
itself since it can be viewed as a single homogeneous entity in which all items are of
same behavior. One could also see the sub-community as a machine where the dynamic
structure and the evolution depend strongly on the nature and quality of its combined
pieces. If this second point-of-view is adopted, we need a tool to identify the “most
important” pieces whose actions are more influential than those of the rest of the group.
We define these pieces as “pivots” and the quality of the network is as important as it
contains influential pivots with high degree of influence. In the following, we define
pivots and how they could be important for a manager, a advertiser and so on.
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Inside a sub-community, nodes share links so, identifying pivots can be helpful in
many situations:

– (i) if in a sub-community, the pivot(s) is/are linked to a few other nodes, the manager
can conclude that this network is of less quality simply because the “most” important
nodes have less interactivity and thus less influence. But in the contrary, he can pay
more attention to the underlying evolution of the group;

– (ii) the different sub-communities can be classified in an ascending order based on
their quality – the first group is the one with the greater number of pivots, and so on;

– (iii) in a sub-community, we can find other sub-communities in the following man-
ner: If the pivots themselves are not linked to each other, each of them can be the
center of a group/entity formed by all the nodes linked to a pivot.

The procedure for sub-communities detection/identification we built in our previ-
ous work [15] consisted in extracting a decision variable from a state-space model we
defined with a Karuhen-Loeve Transformation (KLT). This have served also to reduc-
ing the dimensionality of the dataset in order to maintain the only relevant part of the
data. Then, after defining some new quantities as “energy” of an actor/node and the“co-
energy between” actors, we apply a decision process to identify the sub-communities
and the features inside each of them. The improvement we bring in this present work
is the ability to learn more about the impact of node’s energy to see if some nodes
could be selected as those with the highest degree of influence. The notion of highest
degree must be properly define to achieve this aim. We found that a suitable definition
of a probability density function (pdf) related to the defined node’s energy can be done.
Then, a second definition of a possibilistic model will be able to discover the relevant
node(s) we classify as pivot(s).

The rest of this paper is organized as follow: In Sect. 2 we do a thorough study of the
related work; in Sect. 3 we detail the methodology and algorithm for the sub-community
detection; in Sect. 4 we present our use of possibility theory to identify the pivots; in
Sect. 5 we present the results of our experimental validation of our propositions, and we
conclude this paper in Sect. 6.

2 Background

Social sites have undoubtedly bestowed unimaginable privilege on their users to access
readily available never-ending uncensored information. Twitter, for example, permits its
users to post events in real time way ahead the broadcast of such events on traditional
news media. Also, social network allow users to express their views, be it positive or
negative [20]. Organizations are now conscious of the significance of consumers’ opin-
ions posted on social network sites to the patronage of their products or services and the
overall success of their organisations. On the other hand, important personalities such
as celebrities and government officials are being conscious of how they are perceived
on social network. These entities follow the activities on social network to keep abreast
with how their audience reacts to issues that concerns them [21].

Opinion of influencers on social network is based largely on their personal views
and cannot be hold as absolute fact. However, their opinions are capable of affecting the
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decisions of other users on diverse subject matters. For example, Rihanna’s rant has cost
Snapchat $800 million in one Day [22]. Opinions of influential users on Social network
often count, resulting in opinion formation evolvement. Clustering technique of data
mining can be used to model opinion formation by assessing the affected nodes and
unaffected nodes. Users that depict the same opinion are linked under the same nodes
and those with opposing opinion are linked in other nodes. This concept is referred to
as homophily in social network [23]. Homophily can also be demonstrated using other
criteria such as race and gender [24].

Researchers in social network analysis are facing many other research issues and
challenges such as in Linkage-based and Structural Analysis, or in Dynamic Analysis
and Static Analysis.

Linkage-based and Structural Analysis consists of analyzing of the linkage
behaviour of the social network so as to ascertain relevant nodes, links, communities
and imminent areas of the network - Aggarwal [20].

Static analysis, such as in bibliographic networks, is presumed to be easier to carry
out than those in streaming networks. In static analysis, it is presumed that social net-
work changes gradually over time and analysis on the entire network can be done
in batch mode. Conversely, dynamic analysis of streaming networks like Facebook
and YouTube are very difficult to carry out. Data on these networks are generated at
high speed and capacity. Dynamic analysis of these networks are often in the area of
interactions between entities such as in Papadopoulos et al. [25] and Sarr et al. [26].
Dynamic analysis is also covered through temporal events on social networks such as
in Adedoyin-Olowe et al. [27] and Becker et al. [17], and we also have such analysis
through the study of evolving communities - Fortunato [18], Sarr et al. [19].

3 Methodology and Algorithm for the Sub-communities Detection

This methodology tracks and detects sub-communities based on the analysis of a huge
number of features corresponding to events/activities for which a group of actors/nodes
participate. First, we aim at finding the main features, to incorporate in our model,
by means of extended principal component analysis. The second relevant issue of this
methodology is related to the specification of a new detection procedure consisting of
merging all the relevant features into a single process we will label as a “Decision
Variable” (DV). By analyzing this process for the sub-community tracking operation,
we can discover subgroups of actors using a multi-level thresholding and the notion of
“energy dissipation” of an actor over the events.

We consider a community of R actors Ω = (a1, . . . , aR) which perform activi-
ties on a set of K initial correlated events (e1, . . . , eK). For each event ek, we have a
column vector of size R containing the amount of participation of all R actors to the
corresponding activity. This operation gives us the R × K matrix of correlated random
variables X = (X1, . . . , XK). In other words, one observes these random variables
through R independent realization vectors xi = (xi

1, . . . , x
i
K) i = 1, . . . , R.

After extracting the relevant components from the Karhunen-Loeve transformation
[15], we can build our decision variable as a row vector DV = (y1, . . . , yK). Then
we can set a certain number of concepts for our methodology. We introduce the notion
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of “energy dissipation” (Ed) to quantify the degree of importance a given actor puts
on a series of events. This notion is simple and intuitive. When considering the set of
events/activities, the events for which the actor puts a high degree of importance consti-
tutes his energy. For example, we can consider money as energy. When someone goes
to buy some products, we can say that he/she is dissipating a certain amount of his/her
energy. In this case, he/she should buy a “product A”, and consequently buy another
“product B” necessary to use the product A. Here, we can see the notion of correlation
between these products/variables. When an athlete performs several disciplinary exer-
cises in sport, we can view his actions as the dissipation of his energy over the different
events, in order to win a medal. The energy of an actor is then quantifiable, its a measure
of the strength of his participation to the a series of activities.

If the actor participates actively to all or most of the activities with a high intensity,
then his energy increases, otherwise we say that this actor has less energy according to
the ensemble of events happening at a given period of time.

Since the DV variable contains the aggregated amount of all actors participation to
all events, the energy dissipation Ed of an actor i is the row vector defined as:

Edi =
{
k, /xi

k ≥ DV[k],∀k = 1, . . . ,K
}

(1)

Edi contains all the index of events for which the energy dissipation is greater than
the reference DV. Consequently, we can calculate the total energy of the actor i as:

Ei =
|Edi|
|DV | (2)

where |.| indicates the size of a vector.
We also refer to the notion of “co-energy” dissipation (CED) as the amount of

energy between two actors according to their participation to the same set of activi-
ties. This quantity is a measure of the mean energy produced simultaneously by the two
actors on the same activities:

CEDij =
| (Edi ∩ Edj) |

|DV | (3)

Finally, our detection procedure boils down to fix a threshold α and put a link
between actor i and actor j if the rate of their co-energy exceeds the limit α. This
means the following inequality must be held to add the link:

CEDij ≥ α (4)

When Eq. 4 holds, the value of CEDij becomes the weight of the link
between actor i and actor j. And then, this link is bounded by the interval
[min(Ei, Ej),max(Ei, Ej)]. By varying the threshold α ∈ [0; 1], one can build many
different sub-communities with the same dataset, each sub-community with a score α
which measures its degree of realization. The algorithm to achieve our aim is described
as follow:
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4 Using Possibility Theory to Identify Pivot(s)

Our pivot identification methodology relies mainly in the feature of energy we defined
for the actors/nodes. Pivots refer to nodes with “high” energy. These nodes have the
opportunity to control the dynamic evolution of the network. If the energy of a pivot
decreases or increases, the structure of the network might evolve towards a new direc-
tion allowing to suppress or add links between nodes. A simple question arises from the
perspective of pivots identification: how much energy is necessary for a node to be clas-
sified as a pivot? We believe that it is very difficult to answer this question by analyzing
only the amount of energy of each node. If someone would like to do so, he/she should
build a kind of threshold and apply the decision to put the label “pivot” on a node if
its energy exceeds this limit. This methodology weakens the objectivity of pivots’ iden-
tification. To surround this difficulty, we propose a more robust identification scheme
based on a link between probability theory and possibility theory.

Algorithm 1. Sub-Community Discovering
Input : Ct, a community

Ω(Ct), the sets of actors within Ct

xi = (xi
1, . . . , x

i
K) the vector of participation of actor i

DV = (dv1, . . . , dvK) the decision variable
α, the link detection threshold

Output : V, a sub-community
1 /* Calculate Co-Energy dissipation between actors and apply
threshold to add link*/

2 begin
3 foreach (k, l) ∈ Ω(Ct), k �= l do
4 /* Apply Eq. (1)*/

5 Edk =
{
p, /xk

p ≥ dvp, ∀p = 1, . . . , K
}

6 Edl =
{
p, /xl

p ≥ dvp, ∀p = 1, . . . , K
}

7 /* Apply Eq. (3)*/

8 CEDkl =
|(Edk∩Edl)|

|DV |

9 /*Apply threshold to decide to put a link, Eq. (4)*/
10 if CEDkl ≥ α then
11 addLink(V, k, l)

12 return V

The energy property can be viewed as a continuous random variable X : Ω → V ,
where Ω is the set of actors/nodes and V the measurable function giving the real value
of the energy as defined in Eq. 2. X does not return a probability. But we want to know,
if it were the case, could this probability help achieving our goal.

Probability theory is a valuable quantitative tool to study randomness/uncertainty in
random phenomena. In this area, we can find the probability of occurrence of different
possible outcomes in an experiment. If a random variable returns a probability P , then



254 J. Ndong and I. Gueye

V = [0, 1] and
∑

u

P (X = u) = 1. As we defined the energy in Eq. 2, the energy Ei

of actor i is always between 0 and 1. So, we can take V = [0, 1], but we do not have
K∑

i

Ei = 1 (K is the number of nodes).

4.1 Defining Probability to Characterize Energy

For the purpose to return a probability from X , we have just to normalize the energy
by the size of E, where E = {Ei, i = 1 . . . , |Ω|}. At this point, the random variable

X returns a probability since the equation
∑

u

P (X = u) = 1 holds. We build this

probability to characterize each energy of a node with a probability of occurrence in
[0, 1]. Now, using this probability definition, our scope is to build a test to identify the
potential pivots under each sub-community. Generally, a typical test consists of apply-
ing a threshold on the outcomes (probabilities of energy) to decide to put the label pivot
on a node if the probability distribution takes a value higher than this threshold. The
task to build this threshold is not straightforward even if, for given nodes if the proba-
bility of their respective energy is 0.95, 0.6 and 0.3 for example, how could we decide
to label a node as pivot, based only on the not obvious notion of “high” probability.
Is 0.6 a “high” or “low” probability? By pointing out this example, we simply want to
show that it is not evident to know the “best” value of the probability threshold in order
to conclude if the node is a pivot or not. Nevertheless, one could, for simplicity, build
an heuristic decision process where the threshold is set manually. With probability, the
only evident decision we can take is, when the probability of a node is P (X = u) = 1.
If this case happens, it means that there’s only one pivot in the entire sub-community,
since the other nodes have probability 0 and so this sub-community is built with only
one node. Finally, we believe that pivots might be nodes with any probability, different
to zero, “sufficient” to become member of a sub-community and to have the potential to
change the dynamic evolution of the network. To go towards the direction of extracting
the “best” level of probability measure, we think of an alternative related the area of
possibility theory, which gives as another tool to represent uncertainty in a qualitative
fashion. This tool can also helps to learn more about the incompleteness that reflects
the lack of information. We have seen above that, our defined probability doesn’t give
us the information about the limit to apply to detect pivots. So, the idea behind the use
of this new scheme is to associate to each node, in accordance to its energy, a degree of
possibility which quantifies the level of “importance” of that node among the others.

4.2 Detecting Pivot by Possibility Degree

Between probability and possibility, we can state a consistent principle is this terms:
“what is probable should be possible” [28]. This requirement can then be translated as
follow:

P (A) ≤ Π(A) ∀A ⊆ Ω (5)

where P and Π are, respectively, the probability and the possibility measure on the
domain Ω. In this case, Π is said to dominate P . With Π , given nodes should have
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the maximum possibility degree, i.e. the value 1. In possibility theory the equality∑

u

Π(X = u) = 1 is not guaranteed. So, for any node, when its possibility degree

reaches the maximum, we can robustly say that this node is a pivot since it is entirely
sure that it might exist in the network. So, we see that the notion of “high” probability
can be defined properly, since it corresponds to the maximum degree of possibility.

A possibility measure, [29], Π on V is characterized by a possibility distribution
π : V → [0, 1], and is defined by:

∀A ⊆ V,Π(A) = sup{π(v), v ∈ A}. (6)

If V is a finite set, thus: ∀A ⊆ V,Π(A) = max{π(v), v ∈ A}. The key concept
of a possibility distribution is the preference ordering it establishes on V . Basically, π
designates what one knows about the value of a given variable X , and π(v) > π(v′)
states that X = v is more plausible than X = v′. When π(v) = 0, thus, v is an
impossible value of the variable X while π(v) = 1 means that v is one of the most
plausible values of X . For us, identifying pivots is just a process to searching at these
most plausible values.

Transforming a probability measure into a possibilistic one then amounts to choos-
ing a possibility measure in the set 	(P ) of possibility measures dominating P . This
should be done by adding a strong order preservation constraint, which ensures the
preservation of the shape of the distribution:

pi < pj ⇔ πi < πj ∀i, j ∈ {1, . . . , q}, (7)

where pi = P ({Ei}) and πi = Π({Ei}),∀i ∈ {1, . . . , K}. It is possible to search
for the most specific possibility distribution verifying (5) and (7). The solution of this
problem exists, is unique and can be described as follows. One can define a strict partial
order P on Ω represented by a set of compatible linear extensions Λ(P) = {lu, u =
1, L}. To each possible linear order lu, one can associate a permutation σu of the set
{1, . . . , q} such that:

σu(i) < σu(j) ⇔ (ωσu(i), ωσu(j)) ∈ lu, (8)

The most specific possibility distribution, compatible with the probability distribution
(p1, p2, . . . , pK) can then be obtained by taking the maximum over all possible permu-
tations:

πi = max
u=1,L

∑

{j|σ−1
u (j)≤σ−1

u (i)}
pj (9)

Finally, the vector (π1, π2, . . . , πK) gives us all the possibility degrees for the K nodes,
corresponding to the (p1, p2, . . . , pK) vector of probability of their energies. And pivots
are nodes for which the possibility degree exceeds a given rate δ. For this study we set
this threshold δ = 1, it corresponds to the maximum value a possibility degree might
be set. A more flexible and non-heuristic method might be to set δ to a value less than
the maximum. But, here, we set δ to 1 in order to show that in all situations or scenario,
a pivot must be found.

For a thorough view of possibility theory, we recommend the reader to [28–30].
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5 Validation

We validate our approach on the real world collection of data coming from Reddit.com
[31]. We use several samples of different sizes and, build four scenarios A, B, C and D
with dimension (N ×K, N the number of actors and K the number of events) 10×15,
10 × 150, 10 × 500 and 10 × 1200 respectively. In Table 1, we give an idea on the
content of the data, in each column vector, we have the total amount of submissions to
an image by the set of actors.

Table 1. Activities and amount of actor participation to submissions on events. Scenario A.

Actors Events

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15

1 11 0 11 4 0 2 0 4 18 2 0 6 16 1 0

2 5 0 0 0 0 0 1 0 0 0 2 0 2 0 0

3 1 0 2 0 3 1 1 0 1 0 0 2 1 0 2

4 4 1 0 0 0 1 2 0 7 0 1 0 9 1 0

5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0

7 0 2 0 0 1 0 0 0 0 0 0 4 0 0 0

8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

In the previous experiment our previous work [15] (that we can not show again due
to a limit page number), we retrieved two levels of information can be retrieved from the
results. In the first level, we had the results about the formation of the underlying sub-
communities. It corresponds to the natural clustering of the different nodes according
to the energy provided by each of them. The second level of information refered to the
characteristics of links and nodes inside the given sub-groups. This refinement provides
useful information when one wants to emphasize and explore some parts of the network.

Here in below, we discuss the obtained results about the pivots identification.

Discussion About the Pivots Identification Results
We apply the detection process to identify pivots to the data samples for scenarios A,
B, C, D, E, F and G. We have arbitrarily chosen the size of the sample and the interval
where data come from. We just want to show cases where there’s one pivot or more.
The Table 2 resumes the data selection scheme, and in we put the results of the detection
procedure in Table 3 where the variable NBE refers to the total amount of participation
on events by nodes, p is the probability of the energy and π the corresponding degree of
possibility. The results give many useful information. For the scenarios A, B, C and D,
we extract only one pivot which have the particularity to be the node with the highest
amount of activities in the network. The pivot also has the highest probability of energy



A Robust Process to Identify Pivots 257

Table 2. Information about the selection of the different data samples

Scenario A B C D E F G

Size 15 150 500 1200 155 255 555

interval [1:15] [1:150] [1:500] [1:1200] [1100:1254] [1000:1254] [700:1254]

Table 3. Detection of pivots when degree of possibility π = 1

Nodes i a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 Scenario

NBE 75 10 14 26 1 2 7 0 0 0 A

p 0.30 0.10 0.25 0.25 0 0 0.10 0 0 0

π 1 0.20 0.70 0.70 0 0 0.20 0 0 0

pivot Yes No No No No No No No No No

NBE 591 28 218 142 44 31 117 53 10 8 B

p 0.42 0.06 0.18 0.23 0 0 0.11 0 0 0

π 1 0.06 0.35 0.59 0 0 0.17 0 0 0

pivot Yes No No No No No No No No No

NBE 1638 108 668 348 120 63 348 170 27 16 C

p 0.39 0.11 0.17 0.22 0 0 0.11 0 0 0

π 1 0.22 0.38 0.61 0 0 0.22 0 0 0

pivot Yes No No No No No No No No No

NBE 3659 257 1596 773 206 164 890 425 59 40 D

p 0.39 0.11 0.17 0.22 0 0 0.11 0 0 0

π 1 0.22 0.38 0.61 0 0 0.22 0 0 0

pivot Yes No No No No No No No No No

NBE 428 34 204 95 26 40 52 40 6 4 E

p 0.38 0 0.38 0 0.06 0.06 0.06 0.06 0 0

π 1 0 1 0 0.25 0.25 0.25 0.25 0 0

pivot Yes No Yes No No No No No No No

NBE 702 50 321 140 38 54 122 82 13 8 F

p 0.32 0 0.32 0.07 0 0 0.07 0.15 0 0.07

π 1 0 1 0.23 0 0 0.23 0.38 0 0.23

pivot Yes No Yes No No No No No No No

NBE 1569 127 663 335 72 81 405 170 22 16 G

p 0.32 0 0.38 0 0.06 0 0.18 0.06 0 0

π 0.62 0 1 0 0.12 0 0.31 0.12 0 0

pivot No No Yes No No No No No No No

but, the value of this probability seems to be “very low” in a pure point-of-view of the
probability theory. For example, for scenario A, the pivot has a probability p = 0.30 but
its possibility degree reaches π = 1. For scenarios A, B, C and D, we find only one pivot
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and it corresponds to the node with the highest probability and which have perform the
greater amount of activities in the network. But this findings are not a generality since
we see, in the scenario G, the pivot has the highest probability but it does not have the
greatest amount of activities. This discover says clearly that, learning only the amount
of activities is not a sufficient process to analyze a network in order to detect links or to
put a level of importance/quality to nodes. In scenarios E and F, we detect twos pivots
which have not the same amount of actions but they have the same probability of energy.
We think that this situation is do to the fact that the quality of node depends not only
to its level of participation on events but, it depends also to its interaction with other
nodes. So one must have two (or more) nodes with different level of actions on events
but they have the same behavior regarding to other nodes.

6 Conclusion

In this work, we have extent a new technique related to an extended version of principal
component analysis to build a methodology for the purpose of community detection
in a social network. The initial work built a technique more elaborated to run within
stochastic process than the classical PCA which is designed originally to solve the prob-
lem of dimensionality reduction for univariate dataset. The main innovation of the work
is manifold: (i) we define the notion of co-energy between two nodes to quantify the
intensity of their relation, (ii) we can also extract the proper energy of a given node
to know how it influences the overall community, (iii) technically, the KL-PCA tech-
nique makes possible to build a decision variable and to form a state model from which
we apply a decision process to identify each link. The introduction of the notion of
energy make possible to see potential intra sub-communities (i.e. nodes with the same
co-energy) inside a sub-community; (iv) each detected link is bounded, so we know how
much energy is necessary to maintain a link over time. In this complementary study, we
show that a possibility distribution can be properly defined from the energy to solve an
interesting feature i.e, the problem of identifying pivots which have the main impact in
the dynamic nature of the network. From this work, we plane to learn the impact of the
number of pivots in a given sub-community and between sub-communities to face the
idea related to their impact on a network distributed in many geographic area.
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