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Abstract  

The electricity sector generates externalities due to pollution that can have damaging impacts on human 

health, environment, ecology, and climate. This thesis focuses on three problems related to health, 

environmental and/or climate change externalities associated with the operation of the power sector.  

In Chapter 1, I estimate the trace elements mass flow rates from U.S. coal-fired power plants, a negative 

externality that is not well monitored at the plant level, except for gas phase emissions of Hg. I create a 

generalizable model for stochastically estimating trace element mass flow rates, specifically Hg, Se, As, 

and Cl, to solid, liquid, and gas phase waste streams of coal-fired power plants and evaluate the accuracy 

against available data. When compared with measured and reported data on trace element mass flow 

rates, I find that my model generally overestimates trace element concentrations in coal, leading to 

overestimation of trace element mass flow rates to the waste streams. The partitioning estimates are 

consistent for Se, As, and Cl removal from flue gas, but tend to underestimate Hg removal. Model 

performance would improve with access to more recent measurements of trace element concentrations in 

the coal blend, where data quality is the weakest. 

In Chapter 2, I focus on the issue of understanding the emissions of SO2, NOx and CO2 that would result 

from policies that would lead to an increased usage of coal. I also study the emissions consequences of 

turning off some of the currently installed air pollution technologies at U.S. coal power plants. While a 

coal resurgence is unlikely due to other market forces, an increase in coal electricity will cause increases 

in SO2, NOx and CO2, which have significant human health, environment, and climate consequences. I 

explore the potential consequences of an increase in coal generation under two bounding scenarios: 1) I 

assume that environmental regulations are weakened so that coal plants turn off their wet flue gas 

desulfurization and selective catalytic reduction devices and 2) I assume coal electricity becomes cheaper 

to operate than natural gas and displaces natural gas electricity. Turning off wet flue gas desulfurization 

and selective catalytic reactor devices leads to SO2 and NOx that would be twice to three times the 

emissions observed in 2017. These emissions levels were last observed about 7-10 years ago. A 

resurgence of coal that would displace natural gas would increase SO2, NOx, and CO2 emissions by 41%, 

45%, and 21% compared to 2017 levels.  

In Chapter 3, I study the potential of deep decarbonization of the Pennsylvania electricity sector, which is 

an energy policy goal which would push coal out of the fuel mix. The Pennsylvania Department of 

Environmental Protection aims to reduce greenhouse gas emissions from Pennsylvania to 20% of 2005 

levels by 2050. While deep decarbonization is crucial for mitigating the effects of climate change, the 

infrastructure required to implement deep decarbonization can create significant land and forest impacts 
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that may negatively impact ecology. I model pathways to deep decarbonize Pennsylvania’s electricity 

sector, quantify the land and forest land use from these pathways, and estimate potential ecological 

impacts using fragmentation indices. Even if all the coal plants retire, the emissions from current natural 

gas plants exceed the carbonization goals, suggesting that natural gas cannot be a bridge fuel. If only wind 

is built, the total land use is 13,300 km2 (Pennsylvania is 119,000 km2), with direct land use and forest 

land use impacts of 520 km2 and 370 km2, respectively. Solar farms are constructed across Pennsylvania, 

as there is insufficient land in the southeast where resources are highest, impacting 2400 km2 of forested 

land. As such, solar contributes to a greater loss of landscape than wind, but wind requires significantly 

more land allocated to deep decarbonize the Pennsylvania electricity sector.  

Through these three chapters, I find that energy policy needs to be assessed on a holistic basis by 

considering all possible cost and benefits of a potential policy. While policy goals, such as 

decarbonization of the electricity grid, will create obvious net benefits, energy interventions still need to 

be carefully planned out by decision makers to avoid and minimize other downstream problems. Other 

policy interventions, such as promoting more coal for the sake of grid reliability, may introduce such 

significant costs that they should be scrapped entirely.  
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Introduction  

The U.S. electricity sector is a large contributor of emissions that affect human health, environment, and 

climate. Estimates from the literature suggest that in 2005, the electricity power generation operations are 

associated with more than 52,000 premature mortalities by exposing people to particulate matter.1 The 

Hidden Cost of Energy report suggests that in 2010, the damages from emissions from coal-fired power 

plants alone could be nearly $62 billion.2 Coal plants are a large contributor of those damages because 

they emit a significant amount of nitrogen oxides (NOx) and the largest share of sulfur dioxide (SO2) in 

the electricity mix, which are precursors to secondary particulate matter (PM).  

Since 2005, the Environmental Protection Agency (EPA) has promulgated numerous regulations under 

the Clean Air Act to curb emissions from coal plants in the past decade. The Cross State Air Pollution 

Rule, implemented in 2015 and the successor to the Clean Air Interstate Rule in 2009, allows states to 

allocate SO2 and NOx budgets to electrical generating units to meet the National Ambient Air Quality 

Standards.3 The 2011 Mercury Air Toxics Standards requires coal and oil-fired power plants to reduce 

emissions of toxic pollutants and PM2.5 (PM less than 2.5 microns in diameter), including PM2.5 

precursors such as SO2 and NOx, to meet the National Emissions Standards for Hazardous Air Pollutants.4 

Though solid, liquid, and gas phase discharges from coal plants have decreased over time,5–8 setting these 

regulatory standards in an efficient manner requires an understanding of how pollution control 

technologies will affect the partitioning of non-targeted pollutants. For example, the adoption of wet flue 

gas desulfurization technologies reduces SO2 emissions by >90%, but also generates an aqueous waste 

stream containing mercury, arsenic, selenium, lead, chlorine, bromine, and other trace elements.9 Though 

these trace elements are less harmful than the precursors of PM2.5, they still pose problems to human 

health and environment by causing morbidity to humans and wildlife and creating biomagnification 

effects down the food chain.9  

Therefore, in Chapter 1 I study the gas, liquid, and solid mass flow rates of these non-targeted pollutants 

from coal-fired power plants at the plant level. By studying four trace elements with different partitioning 

properties, Hg, Se, As, and Cl, Chapter 1 creates a model that can be used by researchers to generalize the 

behavior of trace elements in coal plant processes and by decision-makers to understand current mass 

flow rates despite an absence of well-resolved monitoring data and predict the shift in trace element mass 

flow rates if further regulation were to promulgate. Though the Effluent Limitation Guidelines,9 

promulgated by the EPA, requires coal plants to treat trace elements in post-wet flue gas desulfurization 

waste streams, coal ash remains a concern in the U.S. where spills and accidental discharge of trace 
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elements into water bodies are problematic for human health and environment.10,11  Therefore, it is 

worthwhile to track coal plants that could have the largest potential solid and liquid discharge to the 

environment.  

While Chapter 1 leans on negative consequences caused by regulating coal plants, in Chapter 2 I examine 

the potential negative consequences of coal if the federal government successfully props coal. Namely, 

current federal policy has supported coal electricity by rolling back environmental and climate 

protections, such as repealing the Stream Protection Rule and the Clean Power Plan and looking to vacate 

the Mercury Air Toxic Standards,12 and pushing for market structures that favor coal electricity with the 

“Grid Resiliency Pricing Rule,” which would allow “for the recovery of costs of fuel-secure generation 

units” by directing the Federal Energy Regulatory Commission (FERC) to “develop and implement 

market rules that accurately price generation resources necessary to maintain reliability and resiliency.”13 

Shawhan and Picciano argue that if the Grid Resiliency Pricing Rule was enacted, then approximately 25 

GW of coal capacity may delay retirement causing about 27,000 premature deaths in the U.S. over 25 

years due to the increase of criteria air pollutants emissions such as SO2, NOx, and PM2.5.
14 While FERC  

has voted down the Grid Resiliency Pricing Rule,15 the Department of Energy continues to look for ways 

to increase the longevity and generation of coal plants in the U.S.16 Although it is unlikely for coal to 

make a strong resurgence even with federal policy, it is worthwhile to examine the potential consequences 

of an increase in coal generation since an increase in coal could displace the use of natural gas and 

increase health, environmental and climate change damages.14 I model SO2, NOx, and CO2 emissions 

from coal-fired power plants and natural gas plants under the assumption that coal plants can operate 

without key environmental controls or coal displaces natural gas electricity. These assumptions mimic 

coal-favored policies that have been suggested by the federal government. I recognize that more coal 

electricity will create air pollution and set out to explore how significant a resurgence in coal could be as 

a warning of what could happen.  

In Chapter 3 I examine the future of the electricity sector in Pennsylvania, where deep decarbonization 

policies will promote energy transitions that will likely phase out coal electricity. Globally, deep 

decarbonization policies will be necessary to limit the global temperature below 2°C above pre-industrial 

levels and avoid the serious impacts of climate change.17–20 Various U.S. institutions, such as the 

Environmental Protection Agency under the Obama Administration and the current Pennsylvania 

Department of Environmental Protection, have pushed policy goals that attempt to deep decarbonize 

(80% reduction of 2005 levels) by 2050.21,22 Reaching a deeply decarbonized energy system will require 

drastic transformations to the electricity sector, such as decreasing the carbon intensity of electricity and 



3 

 

the electrification of end uses.21,23,24 Projections of future deep decarbonization scenarios highlight that 

fossil fuels make up less than 20% of the fuel mix.25–30 However, the current U.S. fuel mix is still 27% 

coal and 35% natural gas.31 Therefore, to meet deep decarbonization goals in time, fossil fuels will need 

to be rapidly phased out and significant renewables infrastructure will be required. However, deep 

decarbonization will create significant land use change because of the amount of infrastructure needed to 

build new renewable capacity, transmission for new electricity production, and pipelines for carbon 

capture and sequestration.32–37 This land use change associated with new renewables capacity may then 

create adverse effects on wildlife by fragmenting forests and disrupting habitats.32,34,38–40 Chapter 3 

examines this problem for the state of Pennsylvania, where climate change impacts are less extreme than 

in other parts of the country, and climate-based ecological impacts are a more significant component of 

total impacts.41 Thus, in Chapter 3, I model the land and forested land use impacts from deep 

decarbonizing the Pennsylvania electricity sector. While mitigating the effects of climate change is an 

important task and one that every state is likely to undertake, Pennsylvania can also damage its forests 

and habitats if the infrastructure needed for deep decarbonization is sited haphazardly. I examine how 

Pennsylvania’s ecology could be affected by the buildout of infrastructure for renewables capacity and 

transmission under a few deep decarbonization bounding scenarios.  

In the Conclusions, I summarize key findings and policy implications.     
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1 Trace element mass flow rates from U.S. coal fired power plants 

Abstract: Trace elements exit coal-fired power plants (CFPPs) via solid, liquid, and gaseous waste 

streams. Estimating the trace element concentrations of these waste streams is essential to selecting 

pollution control technologies and estimating the benefits of emission reduction. This work introduces a 

generalizable model for estimating trace element mass flow rates in the waste streams of CFPPs and 

evaluates the accuracy of this model for the US coal fleet given current data constraints. We stochastically 

estimate the 2015 mass flow rates of Hg, Se, As, and Cl to solid, liquid, and gas phase waste streams at 

the plant-level by combining publicly available data for trace element concentrations in combusted coal 

with estimates of trace element partitioning within installed air pollution control processes. When 

compared with measured and reported data on trace element mass flow rates, this model generally 

overestimates trace element concentrations in coal, leading to overestimation of trace element mass flow 

rates to the waste streams. The partitioning estimates are consistent for Se, As, and Cl removal from flue 

gas, but tend to underestimate Hg removal. Model performance would improve with access to more 

recent measurements of trace element concentrations in the coal blend, where data quality is the weakest.  

A version of this chapter is currently under revised and resubmit in Environmental Science and 

Technology as: Sun, X., Gingerich, D. B., Azevedo, I. L., & Mauter, M. S. “Trace element mass flow 

rates from U.S. coal fired power plants”.  

Notation used in this Chapter: 

Symbols: 

c: Concentration [g/kg] 

�̂�:  Plant-average concentration [g/kg] 

E:  Mass of trace element exiting APCD [g/yr] 

G: Electricity generation [MWh] 

I: Generation normalized trace element mass flow rate [g/MWh] 

�̇�: Mass of trace element entering plant or APCD [g/yr] 

�̇�: Mass of coal combusted [kg/month] or [kg/yr] 

x: Partitioning fraction [-] 

Subscripts: 

i: Coal-fired power plant 

l: County 

j: Trace element 

k: Boiler 

m: Month 

PM: Particulate matter control 

r: Rank 

SO2: Flue gas desulfurization system 

φ: Phase 
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1.1 Introduction 

Coal-fired power plants (CFPPs) are a significant source of trace element emissions4 impacting human 

health42–47 and the environment.48–53 Though U.S. regulations have curtailed solid, liquid, and gas phase 

discharges from CFPPs,5–8 as exemplified by a 61% reduction between 1990 and 2014 of Hg emissions to 

the atmosphere driven by regulations and reductions in coal generation,54 setting these regulatory 

standards in an efficient manner requires an understanding of how pollution control technologies will 

affect the partitioning of non-targeted pollutants. For example, the adoption of wet flue gas 

desulfurization technologies reduces SO2 emissions by >90%, but also generates an aqueous waste stream 

containing mercury, arsenic, selenium, lead, chlorine, bromine, and other trace elements.9 Without a 

detailed understanding of trace element partitioning across plant processes, it is difficult to estimate the 

implications of regulations on the fate of trace elements in the environment.  

A second challenge associated with setting regulatory standards is an inability to easily quantify trace 

element emissions across the entire U.S. coal fleet. Because each coal plant has different coal sources, 

combinations of installed air pollution control technologies, generation efficiencies, and capacity factors, 

accurately performing a national assessment of the cumulative benefits of regulation requires boiler or 

plant level modeling of trace element emissions across the solid, liquid, and gas phases.  

Current models for estimating trace element mass flow rates at CFPPs either provide estimates of trace 

element emissions to a single phase or a single plant, but none are specifically developed for capturing the 

fleet-level variation described above. For instance, several models estimate the behavior of trace element 

partitioning within select air pollution control devices, but none provides comprehensive coverage of the 

common post-combustion controls deployed at U.S. CFPPs.55–65 Other models have been developed to 

estimate trace element mass flow rates to the gas phase from  Kosovan66 and Chinese67–70 coal fleets or 

for mass flows of any trace element to waste water.71,72 Most of these studies use a mass-balance 

approach similar to the framework we will use in this paper, termed by Zhang L. et al.69 the “probabilistic 

technology-based emission factor” approach that consists of multiplying the probability distribution 

functions of coal concentration, coal cleaning, and removal in APCDs to predict mass flow rates to the 

gas phase. These models, unfortunately, focus on only one phase at a time despite the sequestration of 

trace elements like mercury into multiple phases such as fly ash, bottom ash, FGD wastewater, and 

gypsum having long been of interest.73–76 To date, the most comprehensive plant-level model for 

simulating trace element mass flow rates is the Power Plant Integrated Systems: Chemical Emissions 

Studies (PISCES) model. Most recently updated in 2016,77 PISCES combines user inputs for installed air 
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pollution control devices and trace element concentrations in the coal blend to estimate the concentration 

of dozens of trace elements in the solid, liquid, and gas phase waste streams of CFPPs.78–81 Rubin applied 

the PISCES model to estimate trace element emissions from three CFPPs intended to represent the entire 

U.S. CFPP fleet on the basis of size, rank of coal combusted, and installed air pollution control devices. 

These representative plants were then used to perform “back of the envelope” calculations on the total 

trace element mass flow rate from all U.S. CFPPs in 1996.81 While suitable for a zeroth-order analysis, 

accurately describing trace element mass flow rates at CFPPs requires a model that accounts for the wide 

variation in the trace element concentrations of combusted coal and in installed post-combustion air 

pollution control devices at U.S. CFPPs. Such a model could be used to inform selection of pollution 

control technologies, as well as provide fleet-level estimates that form the basis for policy assessment. 

The other significant drawback of these earlier modeling studies is inadequate model validation and 

assessment, largely due to an absence of robust monitoring data. The handful of analyses that perform 

model validation compare national-level estimates69,82 or province-level estimates70 to previous studies 

rather than plant-level emission inventories. Only one study70 compares plant-level estimates to actual 

observations, comparing predicted ambient mercury concentrations to observed ambient mercury 

concentrations at a single observation station. Therefore, there is a significant gap in validating the results 

of models that are structured similarly to our own.  

Fortunately, recent efforts by the U.S. Environmental Protection Agency (EPA) to collect data on trace 

element emissions at the plant-level can be used to validate these approaches. Data collected by the U.S. 

Environmental Protection Agency (EPA) as part of the Mercury and Air Toxics Standards Information 

Collection Request (MATS ICR) on trace element concentrations in coal purchased and gaseous trace 

element emissions by CFPPs facilitate comparisons between predicted and actual coal quality and trace 

element partitioning fractions. Recently implemented stack-level monitoring and reporting of mercury 

emissions at large CFPPs via the EPA’s Continuous Emissions Monitoring System (CEMS) enables the 

first assessment of model fidelity for Hg emissions in the gas phase. Similarly, several recent plant-level 

monitoring studies conducted during rule development for the EPA’s recently updated Effluent Limitation 

Guidelines for the Steam Electric Power Generating Category (ELGs) enable validation of aqueous phase 

concentrations of several trace elements of relevance to human health and the environment.  

This work estimates the mass flow rates of trace elements in solid, liquid, and gas waste streams at the 

boiler, plant, and fleet levels. We construct the first stochastic mass balance model that combines the 

estimates of trace element concentration in combusted coal with estimates of trace element partitioning by 

post-combustion air pollution control devices. We apply this model to estimate Hg, Se, As, and Cl mass 
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flow rates in the solid, liquid and gas phases, focusing on these trace elements because of their relevance 

to human or environmental health9 and their diverse partitioning behavior in installed air pollution control 

processes.83 We compare model results with empirical data reported by the EPA in establishing the 

Mercury Air Toxics Standards84, updating the Effluent Limitation Guidelines9 and implementing the 

Continuous Emissions Monitoring Systems program.85   

1.2 Data and Methods 

Figure 1.1 provides an overview of our model formulation. In brief, the model takes coal concentration 

data from COALQUAL and coal purchase data from U.S. EIA to estimate the mass of arsenic, chlorine, 

mercury, and selenium entering each coal-fired boiler. We then model trace element partitioning in air 

pollution control devices based on partitioning coefficients in the reported literature and for each 

reportedly installed air pollution control device. This allows us to calculate the mass flow rates to the gas 

phase (air emissions from the CFPP), liquid phase (input into the FGD wastewater treatment process), and 

solid phase (bottom ash, fly ash, or gypsum waste streams that are retained on-site in an ash pond, 

landfilled, or sold to market). We then apply this model to each of the 626 boilers we have information 

for at U.S. CFPPs. Altogether, these boilers are responsible for 89% of total electricity generation in 2015 

to calculate total gas, solid, and liquid phases for US plants. The model does not consider partitioning 

between the solid and liquid phases during wet sluicing of solids, as wet sluicing practices are being 

phased out under the ELGs,6 or trace element removal in FGD wastewater treatment processes. The 

model is available on GitHub to encourage and facilitate extensions of our study (Appendix A provides 

repository link).  
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Figure 1.1: Overview of the data and methods used in estimating and validating the trace element mass 

flow rate model. We begin by estimating the trace element content of coal entering each U.S. CFPP by 

matching county-level coal purchase data to county-level trace element concentration data. We then 

multiply the concentration of trace elements in coal fed to U.S. boilers by the quantity consumed at those 

boilers to estimate the mass flow rate of trace elements at the boiler level. Next, we estimate trace element 

partitioning coefficients for each air pollution control technology by assessing the fraction of each trace 

element exiting and entering the air pollution control device in each phase. This data is derived from 17 

peer-reviewed studies on trace element partitioning at U.S. CFPPs. Then, we combine these estimates of 

trace element mass inputs and partitioning coefficients to estimate trace element mass flow rates in the 

solid, liquid, and gaseous waste streams for the year 2015. Finally, we normalize trace element mass flow 

rates to the solid, liquid, gaseous waste streams by electricity generation. We explicitly treat variability 

and uncertainty in our datasets by performing a bootstrapping analysis with replacement, rather than 

producing point estimates of trace element mass flow rates. We randomly draw 10,000 trials with 

replacement for the following variables: the concentration of trace elements in coal by county and rank 

and the partitioning of trace elements by air pollution controls.   Yellow boxes represent inputs, dark blue 

boxes represent outputs, and red boxes represent comparison analyses. Dashed yellow boxes represent 

stochastic inputs and solid yellow boxes are deterministic inputs. CEMS is the Continuous Emissions 

Monitoring System.85 COALQUAL is the U.S. Geological Survey COAL QUALity database.86 EIA A/B 

is the Energy Information Administration, form number A, schedule number B.87,88 EPA ELGs is the 

Environmental Protection Agency’s Effluent Limitation Guidelines.9 MATS ICR is the Mercury Air 

Toxic Standards Information Collection Request.84  
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1.2.1 Model Input Data: A total of 443 U.S CFPPs report boiler and generator level data through the U.S. 

Energy Information Administration (EIA) Form 923 (EIA-923) and EIA Form 860 (EIA-860) for 1,135 

boilers and 1,036 generators.87,88 We exclude 302 boiler-generator pairs because they do not report all 

necessary data for the analysis or have multiple connections to other generators and boilers (see Table A2 

and Table A1 for further detail). Our final dataset includes 277 coal plants, consisting of 626 boiler-

generator pairs, and covers 89% of total electricity generated from coal in 2015. We use boiler level data 

reported to the EIA, including boiler capacity from EIA-860/3, installed air pollution controls from EIA-

860/6, coal consumption at the boiler level from EIA-923/3, annual boiler generation from EIA-923/4, 

and coal rank and county of origin from EIA-923/5.  

1.2.2 Trace element mass flow rates to the gas, solid, and liquid phase: 

Trace element content in the coal combusted in each U.S. boiler: Coal trace element concentration by 

rank and county is drawn from the U.S. Geological Survey (USGS) COAL QUALity database V3 

(COALQUAL). COALQUAL was originally assembled in the 1970s-80s by the USGS and includes over 

6,500 run-of-mill coal samples covering over 60 trace elements across 36 states and 328 counties.86 The 

number of samples for a given county in COALQUAL varies widely from county to county (min = 1; 

max = 427). In Table A3, Figure A1, we plot the variability of trace element concentrations for several 

counties with representative levels of variability. We treat the variability in the concentration of the coal 

sample c for a given coal rank r and county l by assuming each sample is a discrete observation with a 

uniform probability from which we perform a random draw in a bootstrapping analysis. We use the 

concentrations of all four trace elements from a single COALQUAL coal sample in a draw to account for 

potential correlations of trace element concentrations in coal. If a sample is missing data for a trace 

element, we use the median trace element concentration for all samples of the same rank at the county 

level. Similarly, we use basin-level data if there are no samples reporting at the state-level.  

Thus, for each U.S. CFPP i, we will have 10,000 observations for the average concentration of a trace 

element j, 𝑐𝑖,�̂� [g/kg] entering the power plant that results from using each of those samples one at a time 

and by multiplying the concentration by the proportion of coal that the plant has purchased from county l 

in 2015 (Equation 1.1).   

𝑐𝑖,�̂�  = ∑ ∑ 𝑐 𝑙,𝑟,𝑗  𝑟 𝑙 ×  
 �̇�𝑖,𝑙,𝑟

∑ ∑ �̇� 𝑖,𝑙,𝑟  𝑟 𝑙  
 (1.1) 

The concentration of trace elements in coal blends combusted at the plant level, Emissions and 

Generation Resource Integrated Database (eGRID) sub-region level (See Table A4, Figure A2, and Table 

A2 for sub-region definitions), and fleet-level are plotted in Table A5, Figures S3 and S4. In Table A5, 
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Figure A5, we also compare differences in concentration estimates when bootstrapping COALQUAL 

samples versus using the median of the COALQUAL samples.  

We calculate the total mass of trace element j, 𝑀𝑗,𝑘
̇  [g/yr] entering a power plant boiler by multiplying the 

concentration of trace element j, 𝑐𝑖,�̂�, by the mass of coal combusted in boiler k in month m, 𝑚𝑘,𝑚̇  

[kg/month] (Equation 1.2). 

𝑀𝑗,𝑘
̇ =  ∑ 𝑐𝑖,𝑗 ̂𝑚 ×  𝑚𝑘,𝑚 ̇  (1.2) 

As we do not know if counties of origin for coal combusted at the boiler-level, we assume that each boiler 

at a plant burns coal with the plant-level average concentration. 

One limitation of the COALQUAL dataset is that numerous coal samples are below the detection limit. In 

such cases, the USGS assigned a value of 70% of the lower detection limit. This issue occurs for 

approximately 4%, 3%, 1%, and 21% of Hg, Se, As, and Cl samples, respectively. In Table A6 and 

Figure A6, we explore differences in Cl concentrations in coal blends when samples below the detection 

limit are assumed to have concentration equal to 0% or 100% of the lower detection limit.  

This analysis does not account for coal preparation and cleaning, because we find that coal purchased 

from coal preparation plants accounts for less than 6% of total coal purchases in 2015 (See Table A7 and 

Figures A7 and A8 for additional detail).88 Furthermore, previous work has estimated that less than 1% of 

trace metals are removed by pulverization at the plant site prior to combustion.89,90  

Trace element partitioning in post-combustion air pollution control devices: The second step of the 

model is to calculate the partitioning fraction of trace elements at the boiler-level. In Table A3 of Table 

A8, we provide a summary of studies that have estimated, measured, or reported the partitioning of trace 

elements to solid, liquid, and gaseous phases at U.S. CFPPs for different post-combustion air pollution 

control devices and combinations of those devices. We do not include studies that sampled plants from 

other countries, as the technology and operation of the air pollution control devices may have been 

specifically adapted to comply with different emissions standards.91  

Most existing partitioning studies provide data on the mass of a trace element entering and the mass of 

that trace element exiting each stream of the coal plant, which may include bottom ash, fly ash, gypsum, 

the chloride purge, and/or the stack. We estimate the partitioning fraction x into phase  for each air 

pollution control technology as:   

𝑥𝜙 =
𝐸𝜙

�̇� 
 (1.3) 
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where 𝐸𝜙 is the mass of a trace element exiting an air pollution control device in phase  [g] and �̇� is the 

mass of trace element entering the air pollution control device [g]. We assume all trace elements exiting 

with the bottom ash, fly ash, and gypsum are in the solid phase, all trace elements exiting in the chloride 

purge are in the liquid phase, and all trace elements exiting the stack are in the gaseous phase.  

In Figure 1.2, we show the partitioning coefficients to solid, liquid, and gas phase for each study included 

in the model for different combinations of air pollution controls (Table A8 reviews the literature on trace 

element partitioning, Table A3 provides numerical values for Figure 1.2). There is a large body of 

information on the capture and fate of mercury at coal-fired power plants; much of which is summarized 

in several publications.73,74  Because of this focus on mercury removal, we have 29 different studies from 

which we draw partitioning coefficients, compared to 12 for selenium, 11 for arsenic, and 8 for chloride. 

 

Figure 1.2: Solid, liquid, and gas phase trace element partitioning fractions for (A) mercury; (B) 

selenium; (C) arsenic and (D) chloride. The partitioning factors are either directly reported or estimated 

using the information reported in the studies. The air pollution control technologies listed are: ACI = 

activated carbon injection; csESP = cold side electrostatic precipitator; dFGD = dry flue gas desulfurizer, 
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DSI = dry sorbent injection; FF = fabric filter; hsESP = hot side electrostatic precipitator; SCR = selective 

catalytic reactor; wFGD = wet flue gas desulfurizer. *Samples from Swanson et al. are a mixture of 

csESP and hsESP fly ash. 

 

We account for the variability observed in trace element partitioning across phases (Figure 1.2) by 

performing a bootstrapping analysis. We assume discrete distributions with uniform probabilities and 

develop a distribution of partitioning fractions for each air pollution control device by sampling 10,000 x, 

with replacement, from all studies containing the same air pollution control device.  

Using partitioning data for each air pollution control device, we create a distribution of partitioning 

fractions for the combination of air pollution control devices associated with each boiler. First, we 

perform a bootstrapping analysis at the boiler level on the partitioning fractions for each air pollution 

control device (Table A9, Figure A9). Then, we use Equation 1.4 to assess the partitioning fraction of 

trace elements across the entire boiler treatment train to the solid, liquid or gas phase.  

𝑥𝑖,𝜙,𝑗 = 𝑥𝑃𝑀,𝜙,𝑗 + (𝑥𝑃𝑀,𝜙=𝑔𝑎𝑠,𝑘 × 𝑥𝑆𝑂2,𝜙,𝑗) (1.4) 

Here, 𝑥𝑖,𝜙 is the overall partitioning fraction for boiler i and its downstream air pollution controls for a 

phase 𝜙 and a trace element j; 𝑥𝑃𝑀,𝜙,𝑇𝐸 is the partitioning fraction at the particulate matter control, 

activated carbon injection, dry flue gas desulfurization and dry sorbent injection; and 𝑥𝑆𝑂2,𝜙,𝑗 is the 

partitioning fraction at the sulfur dioxide control and the selective catalytic reactor. Equation 3 assumes 

that partitioning of trace elements by air pollution controls are independent of the controls downstream or 

upstream, which we test in Table A10, Figure A10. Table A11, Table A4, quantifies the TWh of U.S. coal 

generation treated by each air pollution control technology. 

Of our 17 peer-reviewed studies, only five studies report partitioning to bottom ash in addition to 

partitioning to fly ash (Table A8, Table A3 reports the five studies). For those five studies, we combine 

trace element mass flow rate in the bottom ash waste stream and the particulate matter control device 

waste stream. In these cases, the fraction of trace elements partitioning to the solid phase in the particulate 

matter control equals the sum of the fraction of trace elements in bottom ash plus the fraction of trace 

elements in the fly ash.  

 

Boiler-, plant-, and national-level trace element mass flow rates to each waste stream: In the third step, 

we calculate the annual boiler-level trace element mass flow rates to the gas, solid, and liquid phases, 
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𝑀𝑘,𝜑,𝑗
̇  [g/yr], by multiplying  the total mass of trace element j entering a power plant boiler, 𝑀𝑗,𝑘

̇  [g/yr], 

and the overall boiler partitioning fraction, 𝑥𝑖,𝜑,𝑗, (Equation 1.5). 

𝑀𝑘,𝜑,𝑗 ̇ =  𝑀𝑗,𝑘
̇ 𝑥𝑖,𝜑,𝑗 (1.5) 

We then aggregate the boiler-level trace element mass flow rates at both the plant-level and national-

level. We calculate the annual plant-level trace element mass flow rates for a given plant i and phase φ, 

𝑀𝑗,𝜑,𝑗
̇  [g/yr] by summing boiler-level trace element mass flow rates, as shown in Equation 1.6. 

𝑀𝑗,𝜑,𝑗
̇ =  ∑ 𝑀𝑘,𝜑,𝑗 ̇

𝑘 ∈[𝑏𝑜𝑖𝑙𝑒𝑟𝑠 𝑎𝑡 𝑝𝑙𝑎𝑛𝑡 𝑖]  (1.6) 

Finally, we calculate the national-level trace element mass flow rates for each phase, 𝑀𝜑,𝑗
̇  [g/yr] by 

summing over all boilers included in our analysis (Equation 1.7). 

𝑀𝜑,𝑗
̇ =  ∑ 𝑀𝑖,𝜑,𝑗 ̇

𝑖  (1.7) 

Generation normalized trace element mass flow rates in the solid, liquid, and gaseous phases at each 

U.S. CFPP : Finally, using Equation 1.8 we estimate the generation normalized trace element mass flow 

rate  𝐼𝑖,𝜙,𝑗 [g/MWh] to solid, liquid, and gaseous waste streams at each U.S. CFPP by dividing the plant-

level trace element mass flow rate for plant i to phase φ, 𝑀𝑖,𝜑,𝑗
̇  [g/yr] by net annual generation for plant i, 

𝐺𝑖 [MWh/yr], i.e.,  

𝐼𝑖,𝜙,𝑗 =
𝑀𝑖,𝜑,𝑗̇  

𝐺𝑖
 (1.8) 

1.2.3 Model Validation: We compare our model estimates against sampled data in four ways:  

(i) We validate trace element concentrations in coal blends by comparing the trace element concentration 

in coal blends estimated in this study to those reported in the MATS ICR. To enable comparison to the 

2010 MATS ICR data, we re-run our analysis using 2010 coal purchase data from EIA.  

(ii) We validate partitioning fraction estimates by comparing the median partitioning fractions estimated 

in this study to experimentally determined partitioning fractions reported in the MATS ICR. Details of 

this analysis and its results are provided in the Table A12 and Figure A11.  

(iii) We validate gas phase Hg mass flow rates by comparing our estimates of gas phase Hg emissions in 

2015 against Hg measurements from the Continuous Emissions Monitoring System (CEMS) in 2015. 

CEMS includes stack level measurements of Hg emissions, but not other trace elements.  

(iv) We validate liquid phase trace element mass flow rates by comparing our estimates to the average 

trace element concentration in FGD wastewater reported in the Environmental Assessment of the ELGs in 
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2015.9 The Environmental Assessment estimated the average annual trace element mass discharge of Hg, 

Se, As, Cl, and several other species across 88 CFPPs. While the data was sampled across a six-year 

window, we compare it to data in 2015. Although we are unable to make a plant-by-plant comparison, we 

can compare our fleet-level estimates of trace element mass flow rates to flue gas desulfurization 

wastewater against data sampled at these 88 plants.  

1.3 Results 

2015 annual mass flow rate of trace elements to solid, liquid, and gas waste streams: In Table 1.1, we 

provide 25th, 50th, and 75th percentile estimates of 2015 annual trace element waste stream mass flow 

rates from the coal fleet modeled in our dataset. We find significant variability in total pollutant mass 

flow rates as the 25th and 75th percentile flow rates estimates vary from 200% - 600%, depending on the 

trace element and phase. The variability is partially caused by the variability in trace element 

concentrations in coal at the plant-level, which is shown in Figure A3E-H. This large variation in trace 

element concentrations between plants underscores the importance of performing plant-level analyses 

when performing policy analysis. It is also useful in explaining some of the discrepancy between our 

model results and the average plant emissions data from sampling campaigns, as discussed below.  

Additional variability stems from differences in trace element partitioning between installed air pollution 

control technologies. While Hg, Se, and As predominantly partition to the solid phase, Cl exits plants in 

the solid phase waste stream if dry sorbent injection or dry FGD technologies are installed, the liquid 

phase waste stream if wet FGD technology is installed, or the gas phase waste stream if there are no sulfur 

dioxide controls installed downstream of the boiler.  

Despite this variability, our results are consistent with the physical-chemical properties of the trace 

elements. Less volatile trace elements, such as Se and As, are more likely to be discharged as solid waste 

than more volatile metals, such as Hg, where a higher proportion is discharged as a gaseous waste.92,93  

Table 1.1: Estimates of total 2015 trace element mass flow rates from the CFPP fleet in our dataset, 

which represents 89% of 2015 U.S. coal generation. Results are shown using 25th, 50th, and 75th 

percentile estimates from our bootstrap analysis.  

Trace 

element  

Solid (metric ton/year) Liquid (metric ton/year) Air (metric ton/year) All phases (metric tons/year) 

 25
th

 50
th

   75
th

  25
th

 50
th

   75
th

  25
th

 50
th

   75
th

  25
th

 50
th

  75
th

  

Hg 35 51 70 1.4 1.9 3.0 10 16 24 51 71 93 

Se 790 990 1300 4.6 11 18 54 150 240 950 1200 1500 

As 2300 3400 5600 0.14 0.23 0.51 28 72 180 2400 3500 5800 

Cl 24,000 28,000 32,000 93,000 110,000 130,000 22,000 25,000 30,000 140,000 160,000 190,000 
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Generation normalized mass flow rate to each phase at each U.S. coal-fired power plant: In Figure 1.3, 

normalize the annual mass flow rate at each U.S. CFPP by the plant’s annual generation to determine a 

distribution of median generation normalized mass flow rates (in g/MWh) across the fleet of CFPPs (see 

Table A13, Figure A12 for a boiler level analysis). Median generation normalized mass flow rates vary by 

up to 5 orders of magnitude across plants. Table A13 provides data and a permanent link to the MATLAB 

code that allows the reader to generate similar distributions for each eGRID sub-region. We caution the 

reader that plant-level CFPP coverage in these sub-regions varies between 45-89%.  

  

 

Figure 1.3: Cumulative distribution functions of plant-level median trace element generation normalized 

mass flow rates (g/MWh) across the U.S. CFPP fleet to the solid, liquid, and gas phases. Distribution is 

derived from bootstrapping coal concentrations in coal at each plant and the solid, liquid, and gas 

partitioning of trace elements by air pollution controls at each boiler across the coal fleet for A) Hg, B) 

Se, C) As, and D) Cl. The x-axis on all figures is cut-off at the 99th percentile (0.18 g/MWh for Hg, 4.9 

g/MWh for Se, 10.8 g/MWh for As, and 358 g/MWh for Cl) for readability.  

1.4 Assessment of Model Validity using Empirical Data from U.S. CFPPs 
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1.4.1 Model Validation Against Available Empirical Data 

We compare our results for trace element mass flow rates in the solid, liquid, and gas phases against 

empirical data from the 2010 MATS ICR dataset,84 2015 CEMS,85 and the 2015 EPA ELGs,9 as 

explained in the methods section. We summarize the comparisons made in this section in Figure 1.4. 

Overall, we find that our estimates differ from empirical data for both the coal concentrations and waste 

stream concentrations. Our partitioning estimates for Se, As, and Cl agree with empirical data reported in 

the datasets referenced above, while our estimates for Hg are poorly matched.  

Validation of trace element concentrations in coal blends using MATS ICR coal quality data: The 

MATS ICR is a publicly available dataset reporting trace element concentrations of coal, the fuel content, 

and the emissions to air for 1,000 boiler-level coal samples from 210 U.S. CFPPs collected between 

February and August 2010.84 The limited sampling period may have constrained the range of coal 

qualities combusted at each plant, as we observe significant temporal variability in the concentration of 

trace elements in the coal blend over the course of a year (Table A14, Figure A13). The number of plants 

in this analysis reduced from 210 plants to 122 plants after removing 1) CFPPs with boilers connected to 

multiple generators and vice-versa and 2) CFPPs without complete coal purchase and consumption data in 

EIA (Table A2 reports the complete set of inclusion and exclusion criteria).  

For these 122 plants, the median concentrations of coal entering the plants in the MATS ICR dataset are 

0.08 ppm for Hg, 1.0 ppm for Se, 2.0 ppm for As, and 142 ppm for Cl. Using 2010 coal purchase data, 

our model estimates concentrations of 0.12 ppm for Hg, 1.3 for Se, 2.8 ppm for As, and 120 ppm for Cl. 

We plot median percent differences for each trace element in Figure 1.4A. Additional details are reported 

in Table A15 and Figure A14. 

We attribute the differences between our estimates and the value reported in MATS ICR to two factors. 

First, COALQUAL reports trace element concentrations at the coal mine, whereas the MATS ICR reports 

them at the plant. While the expected change in trace element concentration between the mine and the 

plant is very small, there may be significant differences in concentration as a result of uneven spatial or 

temporal coal blending. This is especially likely because the MATS ICR data collection occurred for only 

half of a year.  

Second, COALQUAL data was collected 30 years before the MATS ICR data, when the detection limit 

and accuracy of analytical methods for trace element detection were inferior. Indeed, 4%, 3%, 1%, and 

21% of COALQUAL samples do not detect the presence of Hg, Se, As, and Cl, respectively. Instead, 

COALQUAL reports a trace element concentration equal to 0.7 times the detection limit. While this could 

lead to overestimation of the actual concentration in the coal blend, we find that COALQUAL lower 
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detection limit assumptions are only likely to affect Cl concentrations (Table A6). Additional details 

comparing our estimates of trace element concentrations entering the plant with measurements from the 

MATS ICR for those plants that are common to both datasets in more detail.  

Validation of partitioning fraction model using MATS ICR partitioning fractions: The median boiler 

surveyed by the MATS ICR has a gas phase partitioning fraction of 0.11 for Hg, 0.03 for Se, 0.003 for 

As, and 0.02 for Cl. In contrast, the median of the bootstrapped fraction emitted to the gas phase from our 

partitioning model for these same boilers is 0.52 for Hg, 0.12 for Se, 0.01 for As, and 0.03 for Cl. The 

median difference in boiler-level trace element partitioning to the gas phase between our model estimates 

and data reported in MATS ICR is plotted in Figure 1.4B.  

While there is reasonable agreement in partitioning fractions for Se, As, and Cl, we significantly 

overestimate Hg partitioning to gas phase. We attribute this difference to the inability of our model to 

account for unreported methods plants may use to reduce mercury emissions, such as fuel blending, 

addition of oxidizing chemicals, and increasing unburned carbon in the fly ash.94 Boiler-level results from 

CFPPs in our dataset are reported in Table A9, Figure A9.  

Validation of boiler level Hg gas phase mass flow rate using CEMS emissions measurements:  We 

compare our estimated median boiler-level gas phase Hg emissions to 224 of the 276 boilers reporting to 

CEMS in 2015. Excluded boilers are those excluded in our dataset for the reasons stated in Table A2. 

These boilers operated at 113 CFPPs and generated 527 TWh of electricity or 40% of coal electricity in 

2015.  

The histogram of the CEMS boiler level median gas phase Hg emissions intensity (median of 2.0 mg 

Hg/MWh across all boilers) is plotted with the histogram of modeled emissions for those same boilers 

(median of 2.8 mg Hg/MWh) in Figure 1.4C. The regulated mercury emission limit for low-rank coal 

units is 18.1 mgHg /MWh and for high-rank coal units is 5.9 mg Hg/MWh. Our model estimates 72 

boilers, or about a third of the boilers, exceed 5.9 mg Hg/MWh.8  

We attribute the model’s overestimation of gas phase Hg emissions to overestimation in both the 

estimated Hg concentrations in the coal blend (see Table A6, Figure A4e for plant-level Hg 

concentrations produced by bootstrapping) and overestimation of Hg partitioning to the gas phase 

discussed above. In Figure A15 of Table A16, we repeat our analysis using the minimum Hg 

concentration and gas-phase Hg partitioning coefficient to test this explanation. We find that model 

overestimation of our model falls from 58% to 15% when using these minimum model inputs.  
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Comparison of fleet level aqueous phase mass flow rates to the reported FGD wastewater mass flow 

rates at 88 plants sampled during ELG rule making: The Environmental Assessment of the ELGs 

estimates liquid phase trace element mass flow rates in FGD wastewater from 88 coal plants.9 The 

identity of these 88 coal plants have been restricted as confidential business information. As such, we 

compare our median fleet level liquid phase FGD wastewater trace element mass flow rate to the average 

value for these 88 plants.  

The ELGs report the trace element mass flow rates to FGD wastewater at the average plant as 2.5 kg 

Hg/yr, 641 kg Se/yr, 4.3 kg As/yr and 4.6 million kg Cl/yr.9. In our dataset, we average Hg, Se, As, and 

Cl mass flow rates to FGD wastewater for 129 plants. Based on the 25th and 75th percentile annual mass 

flow rates reported in Table 1.1, we estimate the average plant FGD wastewater discharge to be 11 – 23 

kg Hg/yr,  36 – 139 kg Se/yr, 1.1 – 4.0  kg As/yr, and 0.7 – 1.0 million kg Cl/yr.  

For the four trace elements, only EPA’s average As wastewater discharge is contained within our 

uncertainty bounds. As shown in Figure 1.4D, we overestimate average Hg mass flow rates to flue gas 

desulfurization wastewater by 500% and underestimate Se, As, and Cl by 86%, 58%, and 82% 

respectively. Consistent with the CEMS comparison, we overestimate Hg emissions, suggesting that we 

overestimate Hg content in coal and underestimate the removal of Hg by particulate matter controls. We 

underestimate Se, As, and Cl mass flow rates to wastewater, despite overestimating trace element 

concentrations in coal, and showing agreement with removal estimates from MATS ICR.  Because the 

trace element removal analysis compares combined solid and liquid removal, we are likely 

underestimating the partitioning of trace elements to the liquid phase within the wet FGD.   

Comparison of gas phase mass flow rates against other model results: Additionally, we compare our 

estimates of mass flow rates to the gas phase for arsenic, selenium, and chloride to modeled results from a 

2018 Electric Power Research Institute study.95 We do this comparison in order to benchmark our model 

against previous modeling efforts, and find that we have reasonable agreement (+/- 30%) for the majority 

of plants common to our data sets for arsenic and selenium mass flows. Details of this analysis, including 

methods and results, can be found in Table A17 and Figures S16 and S17. 
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Figure 1.4: Summary of the comparison analyses. A) Median percent difference in plant-level trace 

element composition of coal between model estimates and data reported in the MATS ICR; B) Median 

difference in boiler-level trace element partitioning to the gas phase between model estimates and data 

reported in MATS ICR; C) Histogram of generation normalized boiler level gas phase Hg emissions 

estimated from model and reported in the CEMS in 2015; D) Median percent difference in liquid phase 

mass flow rates estimated at the fleet level compared to average mass flow rates for the 88 plants sampled 

and reported in the Environmental Assessment of the Effluent Limitation Guidelines.  

1.4.2 Data Needs to Improve Future Emissions Modeling Efforts 

There are several areas that warrant attention in future studies and data gathering efforts, including data 

on coal quality and trace element behavior. The first gap for improving modeling of coal quality involves 

updating the National Coal Resources Data System that underlies the COALQUAL database to focus on 

coal from active mines using analytical techniques with lower detection limits would reduce uncertainty 

from coal trace element concentrations and allow us to model correlations between concentrations. 

Second, more systematic efforts to sample coal at power plants would be useful in validating the coal 

blend models used in this work. Third, the effect of coal cleaning and preparation on trace element 

removal is another source of uncertainty that should be studied in the future.  
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Better characterizing trace element partitioning behavior will require well-designed trace element mass 

balance studies at CFPPs. These studies should sample the coal burned while accounting for the residence 

time in the flue gas treatment train in order to link measured concentrations in the combustion gasses with 

actual coal concentrations. Furthermore, sampling should be conducted during periods of plant ramping, 

shutdown. and partial loading. The difference in operation in these periods may explain some of the 

discrepancy between modeled and sampled emissions data. Advanced air pollution treatment technologies 

(i.e., dry sorbent injection, activated carbon injection, and selective catalytic reduction) will impact the 

removal or arsenic, selenium, and chloride in FGD and particulate matter control systems, but a lack of 

data forces us to assume these processes have no impact. Knowing the validity of this assumption is 

important in enabling accurate modeling these processes, something that will be critical as installations 

have increased and will continue to increase in recent years in response to the Cross State Air Pollution 

Rule and MATS. Finally, as noted above, a crucial source of error in the FGD system partitioning 

coefficients is the partitioning between gypsum and the FGD slurry. Filling this gap will assist plants in 

achieving compliance with the ELGs. 

Correlations between the trace element partitioning coefficients in APCDs may exist. Establishing these 

correlations would require either mechanistic models of trace element behavior in each unit process or a 

sufficient number of studies that systematically measure multiple trace element partitioning coefficients in 

identical APCDs, neither of which exist. Future sampling activities are needed to study correlations in 

trace element partitioning that would inform future analysis using this open-source modeling framework. 

1.5 Discussion  

This model estimates CFPP trace element mass flow rates in the solid, liquid, and gas phase waste 

streams using publicly available data for trace element content in coal and partitioning fractions by air 

pollution control devices from the literature. Our method provides first order estimates of trace element 

concentrations in coal, mass flow rates, generation normalized mass flow rates, and air emissions to the 

environment. Despite important limitations to our model, the framework we use has the potential to 

address policy questions surrounding the impact of regulatory interventions on criteria air pollutants (e.g. 

PM, SO2, NOx) on changes on trace element emissions from CFPPs. For instance, the model could be 

used to quantify how the shift away from high-sulfur Appalachian coal and towards low-sulfur Powder 

River Basin coal following the passage of 1990 Clean Air Act Amendments may have also affected trace 

element mass flows into CFPPs. To answer such questions, general trends derived from first-order 

estimates are useful.  
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There are three main limitations. First, the model uses decades-old coal sample data (the most recent 

publicly available data source for trace element concentrations for in-ground coal in the U.S.). We also 

assume that the coal blend combusted in the boilers is reflective of recent coal purchases, ignoring any 

stockpiling of coal on site. Second, the model estimates trace element partitioning within air pollution 

control devices by generalizing partitioning behavior from data collected at a subset of CFPPs. The model 

also assumes the partitioning behavior of trace elements is 1) independent of installed pollution control 

devices upstream and downstream of the modeled device and 2) independent of the order of installed air 

pollution control devices. Finally, our model does not account for the introduction of trace metals from 

chemicals used in other plant processes, such as lime used in FGD. These sources of uncertainty may 

contribute to poor model alignment with existing validation data available from the MATS ICR, ELG rule 

development process, and the Hg emissions monitoring data reported in CEMS.  

Given these limitations, this model is unlikely to be applicable for estimating specific emissions loadings 

from individual plants. However, it does highlight several important trends that are of relevance to the 

selection of pollution control technologies at the plant and the design of regulations across the fleet. First, 

there is a connection between the removal of trace elements from the gas phase and the resulting 

concentrations in either the liquid or solid phases. For example, we find that particulate matter controls 

and sulfur dioxide controls divert nearly all Hg, As, and Se from the flue gas into the solid waste stream. 

Trace element management strategies will maximize human health benefits by considering the ultimate 

fate of the trace element and the relative ease of long-term sequestration in that phase.  

Second, this modeling framework is useful to regulators and policy analysts who are interested in 

monitoring trace element emissions and their cumulative impacts at the fleet level.96  This is especially 

true for trace elements without continuous emissions monitoring and those in the liquid or solid phases. 

This model can also be useful in understanding broad trends in trace element flow rates in coal and to the 

gas, solid, liquid phases over the past few decades as coal plants responded to new regulations such as the 

1990 Clean Air Act Amendments, the Mercury and Air Toxics Standards, and the Cross-State Air 

Pollution Rule. Without continuous monitoring data, trace element mass flow rate models are critical for 

understanding major point source emissions to the environment. Therefore, more effort is required to 

improve data quality and perform model validation in order to better inform risk assessment and policy 

design.  
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2 A bounding analysis of emissions consequences from weaker environmental 

regulations or from increased use of coal in the U.S.  

Abstract: Under the Trump administration various policies have been proposed to increase coal-fueled 

electricity by either weakening environmental regulations or changing market rules to favor coal. While it 

is unlikely that a coal resurgence will materialize given other market forces, we explore the potential 

consequences of such policies on emissions of CO2 and of pollutants that affect health and the 

environment (SO2 and NOx). We use two bounding scenarios: 1) we assume that environmental 

regulations are weakened so that coal plants turn off their wet flue gas desulfurization (wFGD) and 

selective catalytic reduction (SCR) devices and 2) we assume coal electricity becomes cheaper to operate 

than natural gas and displaces natural gas electricity. We assume no new coal construction and use data 

from the Environmental Protection Agency to characterize plant emissions. Turning off wFGD and SCR 

devices leads to SO2 and NOx emissions twice to three times the emissions observed in 2017. These 

emission levels were last observed about 7-10 years ago. A resurgence of coal that would displace natural 

gas would increase SO2, NOx, and CO2 emissions by 41%, 45%, and 21% compared to 2017 levels.  

A version of this chapter is in preparation for submission to Energy Policy as: Sun, X., Yang, J., Tong, 

D., Mauzerall, D., Azevedo, I. L. “Estimating the emissions consequences from increasing the use of 

coal in the U.S.”   

 

2.1 Introduction 

Current federal policy has supported coal electricity by rolling back environmental and climate 

protections, such as repealing the Stream Protection Rule and the Clean Power Plan. Under the Clean Air 

Act, the Cross-State Air Pollution Rule (CSAPR) and the Mercury Air Toxics Standards (MATS) are two 

of the more recent rules promulgated by the Environmental Protection Agency (EPA) which require 

electric generating units to reduce their sulfur dioxide (SO2) and nitrogen oxides (NOx) emissions. These 

pollutants are precursors of secondary PM2.5 (particulate matter smaller than 2.5 microns in diameter). 

NOx also reacts with carbon monoxide (CO) and volatile organic compounds (VOCs) to form ground-

level ozone (O3) in the presence of sunlight.  CSAPR, implemented in 2015 and the successor to the 2009 

Clean Air Interstate Rule (CAIR), allows states to allocate SO2 and NOx budgets to electrical generating 

units to meet the National Ambient Air Quality Standards.3 CSAPR is currently still in effect.  

The 2011 MATS requires coal and oil-fired power plants to reduce emissions of toxic pollutants, such as 

Hg, and PM2.5, including PM2.5 precursors such as SO2 and NOx, to meet the National Emissions 
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Standards for Hazardous Air Pollutants.4 As a result, coal-fired power plants (CFPPs) are required to treat 

flue gas with wet flue gas desulfurization (wFGD) and selective catalytic reaction (SCR) to protect public 

health and welfare. SCR and wFGD also improve mercury capture. The SCR system oxidizes mercury, 

which becomes more water soluble and can then be removed by the wFGD system.94 These policies 

decrease the number of premature mortalities in the U.S. by reducing SO2 and NOx emissions from 

CFPPs.3,4,97,98 While MATS is still in effect, the EPA, at the time of writing, is seeking comments to 

determine if the MATS should be vacated.12 If the EPA successfully vacates the rule, it is unclear how 

SO2 and NOx emissions might increase.  

The Environmental Protection Agency estimates that the MATS and CSAPR are responsible for net 

benefits to society on the order of tens to hundreds of billions of dollars annually based on reductions in 

premature mortalities.5,99 Furthermore, rollbacks of environmental regulations might impact human 

health, as Thomson et al. (2018) estimate that if the 2016 coal fleet had the same emissions as in 2007, 

before CAIR, CSAPR, and MATS, there would be 17,000 to 39,000 more premature mortalities 

annually.98  

In September 2017, the Department of Energy proposed the “Grid Resiliency Pricing Rule,” which would 

allow “for the recovery of costs of fuel-secure generation units” by directing the Federal Energy 

Regulatory Commission (FERC) to “develop and implement market rules that accurately price generation 

resources necessary to maintain reliability and resiliency.”13 Based on a Department of Energy report on 

electricity markets and reliability from August 2017, the fuel-secure generation units refer to coal and 

nuclear units.100 While allowing cost recovery for nuclear may help reduce greenhouse gas emissions, 

pushing for coal could displace the use of cleaner energy sources and increase damages to public health, 

the environment and climate. Shawhan and Picciano argue that if this rule is enacted, then approximately 

25 GW of coal capacity may delay retirement causing about 27,000 premature deaths in the U.S. over 25 

years due to the increase of criteria air pollutant emissions such as SO2, NOx, and PM2.5.
14 FERC has 

rejected the Grid Resiliency Rule,15 but the push to increase the competitiveness of coal remains a goal of 

the current administration. If an increase in coal generation materializes, it would most likely displace 

natural gas generation given that nuclear power operates as base load and is not easily ramped up and 

down, and renewable electricity will generate regardless of market conditions.  

To date, there has been no assessment of which we are aware of the potential damages of coal displacing 

natural gas, but there is extensive work in the literature that quantifies the benefits of natural gas replacing 

coal. Using a life-cycle perspective, these studies find that electricity produced using natural gas can lead 
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to more or less warming than coal depending on whether a 20 year or 100 year global warming potential 

is used. 25,101,102 Jenner and Lamadrid compare different life cycle analyses and conclude that a transition 

in the U.S. from coal to shale gas, including accounting for methane leakages, would yield public health 

benefits and create a smaller greenhouse gas footprint.103 Lu et al. use an econometric model, which 

regressed the fraction of electricity generated by coal versus natural gas against the costs of generating 

coal relative to costs of generating natural gas and natural gas capacity. The authors find that fuel 

switching prompted by low natural gas prices, without accounting for methane leakages, reduced the 

greenhouse gas emissions of the U.S. electricity sector by 4% in 2008.104 Potential coal plant retirements 

in unstructured electricity markets can reduce life-cycle greenhouse gas emissions by at most 4% while 

SO2 and NOx emissions can decrease by up to 30%.105 Lastly, Lueken et al. find that if all coal in the U.S. 

had been replaced by natural gas in 2016 the human health benefits would have been valued at $20-$50 

billion annually.106 

In this chapter, we estimate the potential emissions of reactive pollutants and carbon dioxide (CO2) under 

two bounding scenarios: 1) our first scenario assumes that environmental regulations are repealed or 

enforcement of those regulations are weakened so that coal plants can turn off their wFGD and SCR 

devices (and thus reducing their operational costs) and 2) our second scenario assumes that coal 

electricity becomes cheaper to operate than natural gas and displaces natural gas electricity (we are 

agnostic on whether this would be due to a policy intervention or market forces as our focus is to 

understand the emissions consequences).  

The first scenario assumes that if there is a roll back of environmental regulations or if enforcement 

weakens, CFPPs may consider ceasing operations of their air emission controls to reduce their operating 

costs. It is worth noting that turning off SCR would mean not injecting the equipment with ammonia 

reagent but over time, the acidic flue gas will damage the catalysts. Turning off wFGD equipment would 

function by redirecting emissions to an air vent, which is accomplished by changing the operation of the 

fans. We choose wFGD and SCR as the focus of our analysis because they treat the largest share of coal 

generation in the U.S.87 If in fact this scenario was to materialize, CFPPs operating costs would likely be 

lower, which in turn would shift coal further to the left in the merit order dispatch (an ordering of the 

generators used to meet demand from cheapest to most expensive operating costs). This would increase 

coal generation even further. However, for simplicity, we ignore that effect. 

The second scenario focuses on a situation where coal would become competitive to operate when 

compared to natural gas. This situation could arise if market prices are altered to favor coal with policies 

similar to the Grid Resiliency Rule.13 While we are fully aware that the extreme scenarios we are showing 
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are unlikely to materialize, this research can inform policy makers on the value of keeping current 

policies in place. 

The rest of the chapter is organized as follows: in section 2.2, we provide the data and methods and in 

section 3 we provide our results. In section 2.3, we start by presenting the estimates of current CO2, NOx, 

and SO2 emissions from the U.S. electricity sector, which provide the emissions baseline to which we will 

compare our two bounding scenarios. We then provide the emissions estimates for CO2, NOx, and SO2 for 

our two scenarios. In section 2.4, we conclude and discuss policy implications.  

2.2 Data and Methods  

The baseline and scenario assumptions are shown in Table 2.1. For all cases, we assume the 2017 

electricity generation fleet and that changes occur overnight. In all cases, we include the SO2, NOx, and 

CO2 emissions.  

Table 2.1: Overview of the baseline and scenarios considered in this work.  

Baseline U.S. electricity sector SO2, NOx, and CO2 emissions observed in 2017. 

Air pollution rollbacks U.S. electricity sector SO2, NOx, and CO2 emissions in 2017 if coal 

plants were to turn off their wFGD and SCR equipment. 

Increase in coal generation U.S. electricity sector SO2, NOx, and CO2 emissions in 2017 if coal 

electricity were to displace natural gas electricity in each Emissions & 

Generation Resource Integrated Database (eGRID) sub-region. 

 

Estimating base case emissions: We use hourly SO2, NOx, and CO2 emissions, generation, and heat input 

in 2017 from each boiler from all coal and natural gas power plants with capacities greater than 25 MW 

from the Environmental Protection Agency Continuous Emissions Monitoring System (CEMS).85 This 

data source is used to establish baseline emissions and annual generation. We also compute the hourly 

emissions intensity for each pollutant using the emissions and generation data from CEMS. The CEMS 

data includes some misreported entries, which we remove from our dataset. Specifically, we remove any 

boilers from our dataset that: (i) have a positive gross generation and a positive heat input, but report zero 

emissions for any pollutant; (ii) report zero or missing gross generation, zero or missing heat input, and 

nonzero emissions for any pollutant; and (iii) report positive gross generation, positive heat input, but 

have an emission factor less than 300 kg CO2/MWh (because most efficient, state-of-the-art natural gas 

combined cycle generators have an emission factor of 300 kg CO2/MWh).106 We then present the annual 

emissions of each pollutant by region, using eGRID sub-regions as our geographical boundaries. The 

eGRID sub-regions are 26 regions of the U.S. defined by the EPA to mimic the regional transmission 
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organizations and the independent system operators across the U.S (in the SI, section 1, we provide a map 

of the 26 eGRID sub-regions).107  

We combine CEMS, Energy Information Administration (EIA), and eGRID datasets at the plant level. 

EIA data provides the capacity at the plant level and eGRID data identifies the eGRID sub-region of each 

plant. We include only plants that are present in all three datasets. Our final dataset includes 855 natural 

gas and 280 coal plants with a total capacity of 435 GW and 296 GW, respectively, and total gross 

generation of 1050 TWh and 1250 TWh, respectively. These numbers correspond to 83% and 106% of 

the total gas and coal capacity,31 and 90% and 98% of the U.S. electricity gross generation from natural 

gas and coal, respectively. We overrepresent coal capacity in this work because we identify capacity at 

the plant level, so plants with multiple boilers that use different fuel sources, such as coal and natural gas, 

are incorporated as a single fuel source based on the fuel source with the highest head input, which is the 

method also used in eGRID.108 Furthermore, it corresponds to 62% of U.S. total generation capacity and 

57% of total electricity generation. 

Estimating the emissions consequences of air pollution control rollbacks: We simulate the emissions 

that would occur if wFGD and/or a SCR device ceased to operate as follows: for each boiler b with a 

wFGD and/or a SCR device installed downstream, we assume the hourly emissions at hour h would be:  

𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠𝑏,𝑝,ℎ
𝑎𝑖𝑟 𝑝𝑜𝑙𝑙𝑢𝑡𝑖𝑜𝑛 𝑟𝑜𝑙𝑙𝑏𝑎𝑐𝑘𝑠 =

𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠𝑏,𝑝,ℎ
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 

1−𝑟𝑒𝑚𝑜𝑣𝑎𝑙𝑎,𝑝
  (4) 

Where a is the air pollution control device and p is the pollutant. The combination of a and p represent 

either a SCR device for NOx removal or a wFGD device for SO2 removal. From the literature, we find 

that air pollution control removal efficiencies by SCR is 70-90% for NOx emissions, and by wFGD is 80-

98% for SO2 emissions.109,110 We assume a baseline removal of 80% for SCR and 90% for wFGD, and 

test the effect of these assumptions in our sensitivity analysis in Appendix B.1. The wFGD does not 

remove any NOx and the SCR does not remove any SO2, so we can treat those two removal rates 

independently.  

Estimating the effect of an increase in coal generation: For each eGRID subregion, we calculate the 

total hourly unused coal generation, in MWh, against hourly observed natural gas generation, and we 

assume that the generation would be provided by coal instead of natural gas. In instances where the 

hourly available unused coal capacity is larger than natural gas generation, we assumed that the electricity 

generated by natural gas plants would be fully displaced. If there is not enough coal capacity to fully 

substitute natural gas generation, we assume that the difference is still met by natural gas. We displace 
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natural gas generation equally across natural gas power plants and we replace them with the coal plants 

from lowest to highest SO2 emissions intensity. This strategy provides us with a lower bound regarding 

the emissions that would be induced by coal. We assume that the capacity factor of each coal plant used 

to displace natural gas would increase from the actual observed value to a maximum of 90% (we do not 

use 100% to be more conservative and account for the fact that plants may need maintenance or other 

operations that require the plant to be offline temporarily). Lastly, we split the generation increase at each 

plant proportionally across all boilers, which assumes that power plants will operate more active boilers 

before operating less active, and potentially less efficient boilers. This strategy is used for each eGRID 

sub-region separately to account for the fact that coal plants would replace natural gas plants within the 

same region of operation. We assume that trade would not occur between regions.  

Since this calculation requires capacity data from EIA, which are linked to CEMS at the plant level and 

not the boiler level, we also identify the fuel type of each plant (i.e., the primary fuel with the largest heat 

input into the plant in 2017 – this is the method used in eGRID).108  

We estimate the hourly emissions induced or avoided by each coal or natural gas boiler by multiplying 

generation by the respective boiler’s emissions factor. If a coal boiler does not report an hourly emission 

factor (because it is offline at that hour), we use one of the following emission factors:  

• If the boiler was operating sometime in that month, we use the that month’s average emission 

factor from CEMS. 

• If the boiler was not operating in that month, we use the boiler’s annual average emission factor 

from CEMS.  

• Otherwise we use the plant’s average annual emission factor. 

We note that we find significant variations in the hourly emission factors for coal and natural gas plants, 

as shown in Appendix B.2.  

Natural gas combined cycle (NGCC) boilers do not necessarily report gross generation from both steam 

and combustion turbines. This missing data raises an issue on emissions allocation for these units. We 

mark all NGCC boilers that report generation from the combustion turbine but not the steam turbine by 

analyzing the ratio of EIA net generation to CEMS gross generation. If the ratio of EIA net generation to 

CEMS gross generation for an NGCC boiler is much greater than 1, we assume that boiler does not report 

total gross generation and we scale their generation up by the combustion plus steam generation to 

combustion generation ratio, which we calculate using EIA generator data.88 There are 63 NGCC plants 

(out of 514 total NGCC plants in the dataset) that misreport generation.  
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There are also non-NGCC plants that report generation from only a subset of their boilers. We treat these 

plants using a method similar to our treatment of NGCC plants. There are 40 non-NGCC plants that 

misreport generation out of 855 natural gas plants in our dataset.  

2.3 Results 

In Figure 2.1, we show the observed SO2, NOx and CO2 emissions in each eGRID sub-region in 2017 

(See Appendix B.3 for a map of the eGRID sub-regions). Nationwide emissions from the U.S. power 

sector were 1.2 million metric tons SO2, 0.9 million metric tons NOx, and 1.6 billion metric tons CO2. For 

context, total CO2 emissions from energy consumption in the U.S. is 5.1 billion metric tons.111 The sub-

regions with the largest SO2, NOx, and CO2 emissions are sub-regions with relatively high proportions of 

coal plants (ERCT, MROW, RFCW, SPSO, and the SRMW). These sub-regions are predominantly in the 

Midwest and in the south. Our 2017 estimates match those reported annually by CEMS. 

 

Figure 2.1: Observed 2017 emissions for each eGRID sub-region for SO2 (blue), NOx (green), and CO2 

(yellow). See Figure 2.3 or Appendix B.3 for a map of the eGRID sub-regions. 

In Figure 2.2, we show the annual SO2, NOx, and CO2 emissions emitted by the U.S. electricity sector for 

each scenario. We find that environmental air pollution control rollbacks for the power sector that would 

lead to turning off wFGD and SCR equipment would lead to annual emissions of SO2 and NOx of about 4 

million metric tons and 2 million metric tons, respectively. These emissions levels would correspond to 

triple the observed levels of SO2 emissions and double the observed levels of NOx emissions. These 

emissions levels were last observed in 2008-2011,31 when coal constituted 42-48% of the U.S. electricity 
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fuel mix112, and, according to 2010 CEMS data, when only 137 and 133 coal plants reported a unit with 

wFGD and SCR installed, respectively, out of a total of 484 coal plants.85 CO2 emissions do not change 

from the historically observed emissions as we neglect the energy benefit of turning off air emission 

controls.  

Finally, we also estimate the emissions associated with increasing coal use in electricity generation (while 

assuming that the wFGDs and SCRs, if installed, would continue to operate). We find that in this case, the 

emissions would be 1.7 million metric tons for SO2, 1.4 million metric tons for NOx, and 2 billion metric 

tons for CO2. This translates to an increase of more than 40% from observed values for SO2 and NOx and 

a 20% increase in CO2 emissions. The emission increases in this scenario are smaller than the wFGD and 

SCR scenario, in part, because there is not enough coal to displace all the natural gas at the eGRID sub-

region level, and because several of the plants have wFGDs and SCRs that lower the emissions of SO2 

and NOx. We find that coal plants would be able to displace between 16% (in NEWE) and 100% (in 

SRMW) of natural gas generation in eGRID sub-regions (See Appendix B.4 for analysis). The total 

natural gas generation displaced is 551 TWh, which is 45% of total natural gas generation in 2017. In 

2017, coal boilers combusted 540 teratons of coal to generate 1250 TWh of electricity.88 Assuming a 551 

TWh increase in coal generation, then an additional 238 teratons of coal would be needed to meet the 

electricity increase.  

We also highlight that in this scenario air pollution control technologies continue to operate as usual: if 

plants did not use emission controls, the emissions would be higher. Emissions may also increase if we 

changed the dispatch order instead of increasing the capacity of coal plants with the lowest SO2 emission 

factors first. In Appendix B.5, we perform a back of envelop estimate of emission increases using the 

average eGRID sub-region SO2, NOx, and CO2 emission factor for coal and natural gas plants. We find an 

additional 1% increase in SO2 emissions and a 12% and 3% decrease in NOx and CO2 emissions 

respectively, suggesting that plants with low SO2 emission factors do not necessarily have low NOx and 

CO2 emission factors. The emission levels in this scenario were last observed in 2014-2015.31 The fuel 

mix in 2014-2015 was 33-39% coal and 28-33% natural gas. 
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Figure 2.2: SO2, NOx and CO2 emissions in the U.S. electricity sector. The blue bar corresponds to the 

observed emissions in 2017, the teal bar represents the scenario where wFGD and SCR devices are turned 

off at coal plants, and the yellow bar represents the scenario where coal generation displaces natural gas 

generation. 

Figure 2.3 shows the change in emissions in each eGRID sub-region for our two scenarios, when 

compared with the baseline emissions. The largest SO2 emission increases occur in SRMP, where 

emissions increase by 550% in the scenario where environmental regulations are relaxed, and by 900% in 

NYUP in the scenario where coal use displaces gas. Four coal plants in NYUP have among the highest 

emission factors across all sub-regions, averaging 2.2 kg SO2/MWh and 1.0 kg NOx/MWh (See Appendix 

B.6 for plant-level emission factors of the coal and natural gas fleet across the entire U.S. and the eGRID 

sub-regions). Furthermore, 40% of NYUP’s natural gas generation is displaced in the scenario where coal 

generation is increased, leading to an 8-fold increase in coal generation.  

In the scenario where coal displaces natural gas, all sub-regions but NEWE and RFCE see an increase in 

their coal generation by up to 110% from what was observed in 2017 (See Appendix B.4 for CFPP 

capacity and generation level in each eGRID subregion in 2017). 
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Figure 2.3: Increase in pollutant emissions from the baseline resulting from turning off wFGD and SCR 

devices at coal boilers (A-B) and by coal generation displacing natural gas generation (C-E). Results are 

expressed as a percentage of the baseline for SO2 (A&C), NOx (B&D) and CO2 (E). NYCW and NYLI 

eGRID sub-regions are excluded because those sub-regions have zero coal plants in our dataset. wFGD 

and SCR – CO2 plot is excluded because wFGD and SCR do not affect CO2 emissions.  
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The emission increases are important to consider at the state level, given that state level policies are still 

in effect even if policies favoring coal are implemented at the federal level. In Table 2.2, we show the SO2 

and NOx emissions budget mandated by the Cross State Air Pollution Rule that the federal government 

requires states to have state implementation plans to meet.99 Of the 23 states with emission budgets, 13 

states will have emissions greater than the budget for at least one pollutant when wFGD and SCR devices 

are turned off and 6 states will have emissions greater than the budget for at least one pollutant when coal 

displaces natural gas. Because the state implementation plans are executed at the state level, it is unlikely 

that states will allow emissions to exceed their states’ budget. Therefore, the emission budgets listed in 

Table 2.2 could set a limit of how much emissions could potentially increase. In Appendix B.7, we show 

the emission increases for the two scenarios at the state level relative to the baseline.  

Table 2.2: SO2 and NOx emissions compared to the 2017 state-level budget allocated by the Cross-State 

Air Pollution Rule when wFGD and SCR devices are turned off at coal plants and coal displaces natural 

gas.99 In red are emissions that exceed the 2017 budget.  

  SO2 (thousand metric tons) NOx (thousand metric tons) 

State 2017 Budget 
wFGD and 
SCR off 

Coal 
displaces 
natural gas 2017 Budget 

wFGD and 
SCR off 

Coal 
displaces 
natural gas 

Alabama         194              60            16            65            54            34  

Georgia         123              85            28            49            84            55  

Illinois         113              72            40            44            46            20  

Indiana         151             250            66            99          166            74  

Iowa           68              36            30            34            49            23  

Kansas           38              24              5            29            26            12  

Kentucky           97             212            63            70          107            55  

Maryland           26              24            45            15              8            58  

Michigan         131              78            63            57            50            33  

Minnesota           38              40            13            27            17            17  

Missouri         151             146            99            44          114            46  

Nebraska           62              46            47            27            39            19  

New Jersey             5                2              3              7              6              6  

New York           25                5            18            20              9            15  

North Carolina           52             109            31            38            91            57  

Ohio         129             505            96            82          158            58  

Pennsylvania         102             291            79          108            84            45  

South Carolina           88              38            17            30            29            42  

Tennessee           53              62            44            18            48            33  

Texas         268             705          374          125          204          132  

Virginia           32              13              7            30            16            20  
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West Virginia           69             204            55            50          103            48  

Wisconsin           44              17            16            30            39            23  

 

In Figure 2.4, we show the historical emissions for CO2, SO2, and NOx and compare them with our 

scenarios. Historical emissions have been steadily decreasing over time due to technological advances, 

market and regulatory conditions. The levels of emissions of SO2 and NOx expected if wFGD and SCR 

devices are turned off were last observed in 2011 and 2008, respectively, suggesting that weakening of 

enforcement of existing environmental policies could potentially undo 7-10 years of air pollutant 

emission reductions and technological improvements.  

On the other hand, the increased use of coal would lead to SO2, NOx, and CO2 emissions that were last 

observed in 2015, 2014, and 2014 respectively, and thus have relatively modest impacts, suggesting that 

coal-favored policies which promote fuel switching would move us backwards in terms of air quality less 

than the weakening of emission standards or enforcement.  If a push towards the increased use of coal 

were successful, it would have adverse impacts on health, but the magnitude of damages would be 

constrained by the operation of wFGD and SCR equipment at coal plants and the decrease in available 

coal capacity caused by coal plant retirements. For example, in 2008, net summer capacity for coal was 

313 GW and dropped to 267 GW by 2016, while during the same time period, net summer capacity for 

natural gas plants increased from 397 GW to 447 GW.31 The generation mix showed similar changes with 

coal decreasing from 48% to 30% and natural gas increasing from 24% to 34% from 2008-2016.31 Even 

if there was enough coal to displace all 1050 TWh of natural gas generation in 2017, assuming 0.9 kg 

SO2/MWh, which is the SO2 emission factor of the coal fleet in our dataset, SO2 emissions would increase 

by 964 thousand metric tons. These emission increases would result in approximately an 80% increase 

from the baseline, or an additional 40% increase from the coal displacing natural gas scenario.   
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Figure 2.4: Annual A) SO2, B) NOx, and C) CO2 emissions from 2007-2016 for scenarios: baseline, air 

pollution rollbacks, and coal displace natural gas generation.  

2.4 Conclusions and Policy Implications  

In this paper, we estimate the potential emissions’ consequences of coal-favored energy policies in the 

U.S. We utilize two bounding scenarios to encapsulate two different types of energy policies, one which 

weakens environmental regulations and one which makes coal more economically viable so that the 

electricity sector switches from natural gas to coal. Weakening environmental air pollution regulations or 

enforcement of coal electricity can increase SO2 and NOx emissions up to 2-3 times more than the 

national baseline emissions without affecting CO2 emissions. Coal displacing natural gas can increase 

SO2 and NOx emissions by 40-50% and CO2 emissions by 21%.  

Generally, we find that policies that weaken environmental regulations or enforcement result in larger 

emission increases than policies that motivate more coal generation. However, some eGRID sub-regions, 

especially those in the northeast, face larger emission increases from increased coal generation than 

weakened environmental regulations. Additionally, there is significant spatial variability in emission 

increases resulting from each type of coal-favoring policy. This variation introduces spatial inequities as 

some eGRID sub-regions may suffer greater adverse human health impacts than other sub-regions.  

To avoid these emission increases and their health and climate consequences, federal decision makers, 

such as EPA and FERC, need to continue to enforce environmental regulations and prevent changes to the 

electricity market price structures in ways which benefit coal-fired power plants for electricity generation. 

Either policy directive has the potential to undo years of emission reductions and weaken the electricity 

sector’s ability to decarbonize. Though different coal-favored policies have been proposed over the last 

two years, few of them have been approved. Thus, we acknowledge that it is highly unlikely for the 

scenarios proposed in this work to fully come to pass. Turning off wFGD and SCR devices would require 

the federal government to stop enforcing the Clean Air Act and for states to ignore their own rules. Coal 



35 

 

will not displace natural gas unless natural gas becomes more expensive than coal. States, under the 

Cross-State Air Pollution Rule, are also required to not exceed the SO2 and NOx emissions budget that 

EPA allocated. There are several states where emissions resulting from either turning off wFGD and SCR 

devices or from coal displacing natural gas would exceed these budgets. However, if federal requirements 

change so that states no longer must enforce these budgets, then states may choose to weaken their 

enforcement. At the time of writing, we find that states do not have ambient air pollution standards or air 

pollution rules that would stay in effect if the Clean Air Act is not enforced, except for California, which 

has its own Ambient Air Quality Standards with emission stringencies comparable to the National 

Ambient Air Quality Standards.113 We believe that it is important to investigate the potential emission 

outcomes of energy policies that favor coal over other fuels, especially natural gas.  

Additionally, power plants may see minor economic benefits if they turn off the wFGD and SCR devices. 

By turning off these control devices, power plants can save operational costs on purchasing reagents and 

increase overall efficiency by turning off auxiliary processes and leaving only the fans necessary to draw 

the flue gas out of the equipment. Based off of an example 500 MW plant, turning off auxiliary wFGD 

processes, such as dewatering, reagent prep, and pumps, overall plant efficiency can be increased by 

1%,114 but it is not clear how significant the efficiency gains would be from turning off a SCR device. 

Turning off the SCR also poisons the catalyst layers, which could be a significant cost.114 Catalysts need 

to be replaced once every three years,114 so a power plant may wait until the end of the catalyst’s lifetime 

to turn off the control.   

One limitation of our methods is the lack of unit-level capacity data in CEMS, which meant fuel types 

had to be determined at the plant level instead of the unit level. Therefore, power plants with boilers of 

mixed fuel types had to be reduced to a single fuel type. In our dataset, 143 natural gas boilers or 5% of 

boilers are incorporated into coal plants. In the coal displacing natural gas scenario, because coal plants 

with lower SO2 emission factors are selected to increase generation first, actual emissions may be higher 

than simulated due to this modeling preference.  

Further inquiries into coal-favoring energy policies can also a more incremental approach that estimates 

emission increases as individual air pollution regulations, such as the MATS rule, are undone or the 

marginal price of coal electricity decreases. Further study should also estimate and monetize the human 

health and climate impacts of potential emission increases from possible changes to existing 

environmental regulations, enforcement, and possible increases in coal power generation to fully 

understand the potential ramifications of these policies. Such studies can also analyze how damages vary 

across space and whether the spatial variation observed in this work leads to inequities. These 
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characterizations can help articulate the need to transition from more harmful forms of energy to a cleaner 

energy future.  
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3 Land use and ecological impacts of deep decarbonization of Pennsylvania’s 

electricity sector 

Abstract: The Pennsylvania Department of Environmental Protection aims to reduce greenhouse gas 

emissions from Pennsylvania to 20% of 2005 levels by 2050. A deep decarbonization is crucial for 

mitigating the effects of climate change, but the infrastructure required to implement deep 

decarbonization can also create significant land and forest impacts, which in turn may disrupt habitats and 

negatively impact the ecology. In this work, we model a variety of pathways to deep decarbonize 

Pennsylvania’s electricity sector, quantify the land and forest land use from these pathways, and estimate 

potential ecological impacts using fragmentation indices. If carbon capture and sequestration is not used, 

Pennsylvania would need to replace all coal and retiring nuclear generation with renewables, which 

constitutes 64% of the fuel mix. Even if all the coal plants retire, the emissions from current natural gas 

plants exceed the decarbonization goals, suggesting that natural gas cannot be a bridge fuel. If only wind 

is built, the total land use is 13,300 km2 (Pennsylvania is 119,000 km2), with direct land use and forest 

land use impacts of 520 km2 and 370 km2, respectively. Solar farms are constructed across Pennsylvania, 

as there is insufficient land in the southeast where resources are highest, impacting 2400 km2 of forested 

land. As such, solar contributes to a greater loss of landscape than wind, but wind requires significantly 

more land allocated to deep decarbonize the PA electricity sector. Carbon capture and sequestration can 

play an important role in deep decarbonization by reducing renewables penetration and reducing land 

impacts by up to half.  

A version of this chapter is in preparation for submission to Environmental Science and Technology as: 

Sun, X., Griffin, M.; Azevedo, I. L. “Land use and ecological impacts of deep decarbonization of 

Pennsylvania’s electricity sector.”  

 

3.1 Introduction 

Pennsylvania (PA) accounts for 4.6% of CO2 emissions from electricity across all U.S. states, fourth 

amongst all states.115 In 2018, PA’s Department of Environmental Protection announced plans to reduce 

all greenhouse gas emissions emitted in PA to 20% of 2005 levels by 2050,22 which aligns with previous 

2016 U.S. mid-century deep decarbonization strategy.21 Timely deep decarbonization can reduce the 

severity of climate change impacts, such as more frequent and intense heat waves, droughts, extreme 

weather events, and disrupted ecosystems.21  
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Deep decarbonization of the electricity sector requires significant changes to the fuel mix. Although PA 

has yet to focus on deep decarbonization research, previous deep decarbonization assessments for the 

U.S. find that the electricity sector needs an assortment of conservation, wind, solar, nuclear, and carbon 

capture and sequestration (CCS), while constraining fossil fuels to about 20% of the fuel mix.25–30 State-

level deep decarbonization analyses focus primarily on California, where demand-supply models and 

capacity expansion models find that fossil fuel needs to be less than 10% of the fuel mix to reduce CO2 

emissions to less than 80% of 1990 levels.116–118 As such, PA may need to make drastic changes to their 

fuel mix considering the 2016 fuel mix is 25% coal and 32% natural gas.88 Also, 39% of PA’s fuel mix is 

nuclear, all of which may retire by 2050 given that the plants are approaching the end of their useful life 

and up for relicensing by 2049.119  

Deep decarbonization in PA could result in significant land use change due to infrastructure required for 

renewable capacity increases, transmission for new electricity production, and pipelines for CCS.32–37 

Various studies examining U.S. deep decarbonization with high renewables use find that 6,000 km2 to 

90,000 km2 land can be impacted, where the range depends on CO2 emissions or renewable penetration 

goals, technologies utilized, and the assumed land use factors.24,120–123 Renewables use and associated 

land use change are known to have adverse effects on wildlife via forest fragmentation and habitat 

disruption.32,34,38–40 Therefore, these impacts should be quantified to understand potential impacts and 

inform policy makers of the strategies that could meet decarbonization goals and minimize ecosystem 

impacts.  

In this chapter, we define potential pathways to reduce CO2 emissions by 80% of 2005 levels by 2050 for 

the PA electricity sector, quantify the land-use and forested land-use requirements, and measure forest 

fragmentation metrics of several potential pathways. We discuss the impact and tradeoffs of PA deep 

decarbonization.  

3.2 Data and Methods  

Deep decarbonization pathways: We assume electricity generation in 2050 is the same as in 2016 

because electricity generation in PA has not changed significantly over the last ten years (See Appendix 

C.1, where we show the PA electricity generation since 2001).124 We assume PA will not electrify the 

transportation sector by 2050. We estimate the CO2 emissions from each fuel source by multiplying the 

CO2 emissions factor by the electricity generated by that fuel type. Table 3.1 shows the CO2 emission 

factors we assume for this analysis and the source of those emission factors. Generation produced by fuel 

type in PA is from EIA.115   
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Table 3.1: CO2 emission factors by fossil fuel type with the source of each emission factor.  

Fuel category CO2 emission factor (kg/MWh) Source 

Coal 1000 Schivley et al.125 

Natural Gas 414 Schivley et al.125 

State-of-the-art Natural Gas 

Combined Cycle (NGCC) 
300 

Lueken et al.106 

We assume CCS reduces CO2 emissions from coal and natural gas plants by 90%, which is the assumed 

CCS efficiency used in other theoretical studies.126 We also assume that all of PA’s nuclear power plants 

retire by 2050 and replaced by renewables since they will be up for relicensing by 2049.119 

We identify five scenarios that deep decarbonize the PA electricity sector. Those scenarios are given in 

Table 3.2. 

Table 3.2: Description of the baseline and the five deep decarbonization scenarios examined for the land 

and forested land impacts analysis along with the number of farms and the amount of installed capacity 

needed to deep decarbonize. In Scenarios 1-5, we install CCS and replace natural gas with state of the art 

NGCC until power plants reduce 80% of 2005 CO2 emissions.  

Scenario Description Farms 

needed to 

deep 

decarbonize 

Capacity 

needed to 

deep 

decarbonize 

(GW) 

0. Baseline  Current 2016 fuel mix and demand in 

Pennsylvania 

- - 

1. Wind and 

CCS 

Wind replaces all electricity generated by nuclear 

in 2016 and CCS is installed on coal and natural 

gas plants. 

451 31.6 

2. Wind only Wind replaces all electricity generated by coal 

and nuclear in 2016. Existing natural plants are 

retrofitted with state of the art NGCC. 

832 52.2 

3. Solar and 

CCS 

Solar replaces all electricity generated by nuclear 

in 2016 (83 TWh) and CCS is installed on coal 

and natural gas plants.  

3053 61.1 

4. Solar only Solar replaces all electricity generated by coal 

and nuclear in 2016 (137 TWh). Existing natural 

gas plants are retrofitted with state of the art 

NGCC 

5145 102.9 

5. Solar, wind, 

and CCS  

CCS, solar, and wind each reduce PA carbon 

dioxide emissions by a third of 80% of 2005 

levels. Solar and wind replaces electricity 

generated by nuclear plants first and then coal 

plants in 2016.  

342 (wind) 

1974 (solar) 

20.3 (wind) 

39.5 (solar) 
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Land and forested land use of different pathways to deep decarbonize: We estimate land use change and 

forest fragmentation for the five different deep decarbonization pathways given in Table 3.2.  

Impacts from CCS: If a plant installs CCS, the plant needs to transport and inject the CO2 underground 

into an appropriate reservoir for storage. We assume plants with CCS construct pipelines with a 40 m 

right-of-way, which is the same right of way for transmission lines, to the boundary of the nearest saline 

formation. Pipeline construction could clear forests and cause forest fragmentation, but plants that sit 

directly above a reservoir can inject CO2 underground into the reservoir, which minimizes impact. We 

assume each plant site has sufficient storage, since actual storage capacity of the reservoir is dependent 

on-site characteristics that can only be assessed in person. The National Energy Technology Laboratory 

provide saline reservoir maps which were developed to determine CCS storage capacity.127  

Impacts from solar and wind farms: In Appendix C.2 we provide all the data sources used to estimate 

land and forested land impacts. We identify forested and non-forested land using the 2011 National Land 

Cover Database, which contains land use type at 30m x 30m resolution. We then exclude land where solar 

and wind cannot be built, such as urban areas, roads, bodies of water etc. (In Appendix C.2, we list the 

exclusion criteria used in the analysis).  

We assume all wind and solar farms are built on land with the highest renewable resource first. For solar, 

we estimate the generation of solar panels using National Renewable Energy Laboratory’s PVWatts, 

which estimates generation of a solar panel given its capacity and coordinates.128 Each solar farm is a 

utility-scale solar farm with 20 MW built with fixed, open rack arrays. We do not build rooftop solar 

farms. In Appendix C.3, we show a distribution of solar farm capacity across the U.S. and find that there 

are 293 out of a total of 2306 solar farms with capacity equal or greater than 18 MW. Each solar farm is 

built on an 800 m x 800 m grid cell, so that each solar farm has a land impact factor of 28 MW/km2. For 

comparison, NREL estimates the fixed, open rack solar farms built before 2013 had an median impact 

factor of 33 MW/km2.129 

We estimate the generation from wind farms by converting wind speeds to generation (see Appendix 

C.4). The National Renewable Energy Laboratory’s mid-Atlantic wind resource maps provide the wind 

class at 1/4 degree latitude and 1/3 degree longitude resolution.130 We build wind farms on a 4 km x 4 km 

grid and build the highest possible capacity with the wind available at each grid cell. We make this 

assumption because wind developers would attempt to maximize the capacity they can build and so that 

we can present a more conservative estimate of land use and forested land use. According to an NREL 

analysis of wind projects built prior to 2009, capacity density wind farms range from 1.0 to 11.2 MW/km2 

with an median land impact factor of 3.4 MW/km2.131 At the highest wind class, a 128 MW wind farm 
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can be built, which has a capacity density factor of 8.0 MW/km2. In Appendix C.3, we show the 

distribution of wind farm capacity in the U.S. and find that at least 100 existing projects have a capacity 

of at least 128 MW. To convert capacity to generation, we assume each wind farm has a capacity factor of 

0.3.  

New renewable capacity creates two types of impacts: indirect and direct. Indirect impacts are land 

impacts created by spacing turbines for optimal operation or to enclose solar farms within their 

boundaries.129,131 Although indirect impacts do not convert land from one purpose to another, they need 

to be tracked for permitting reasons. Direct impacts are impacts created by conversion of land, such as 

roads and infrastructure for power generation. The direct impacts of wind farms can be either permanent 

or temporary. Permanent impacts are caused by the turbine pad and access roads and temporary impacts 

are caused by temporary roads and storage space used during construction. Land impacted temporarily is 

expected to recover after a few years.131 According to NREL, the median permanent direct land use factor 

of wind is 0.2 hectares/MW and temporary direct land use factor of wind is 0.5 hectares/MW (1 km2 = 

100 hectares).131 The direct impact of solar farms are always permanent. The median direct land use 

factor of solar is 2.4 hectares/MW.129  

For each wind and solar farm constructed, we assume a transmission line is built from the center of the 

farm to either the nearest transmission substation or the nearest newly constructed solar or wind farm. We 

assume each transmission line requires a right of way of 40 m.132 

We perform a sensitivity analysis of the total area and the direct area for wind only and solar only 

scenarios. We fix the capacity and recalculate the total and direct area using the area-per-capacity impact 

factor of every farm reported in the appendices of the NREL land impact analyses for wind and 

solar.129,131 For solar, out of 192 solar farms, we find the total land factor use varied from 1.2-7.0 

hectares/MW and the direct impact factor varied from 0.9-4.9 hectares/MW. The median total and direct 

land use factors are 3.2 hectares/MW and 2.4 hectares/MW, respectively. For wind, out of 192 wind 

farms, the total impact factor ranged from 4.3-228 hectares/MW with a median of 29 ha/MW. The direct 

impact factor of wind ranged from 0.1-5.7 hectares/MW with a median of 0.7 ha/MW. 

Fragmentation Analysis: We use three fragmentation indices to analyze the potential ecological impact 

of the deep decarbonization scenarios. The fragmentation indices are Number of Core Patches (NCP), the 

Percent of Habitat Available in the Landscape (PLAND) relative to the total baseline land, defined as 

PLANDtotal, and the PLAND relative to the forested baseline land, defined as PLANDforest. The NCP is the 

number of patches greater than 4 ha that are greater than a 100 m from a non-forest opening.35 For the 
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NCP, we buffered each solar and wind project by the radius of the grid cell plus an additional 100 m to 

account for edge effects. Therefore, we buffered solar farms by 450 m, wind farms by 2100 m, and 

transmission lines by 140 m. All land within the buffer are removed. 

We define the PLAND in equations 1 and 2:  

𝑃𝐿𝐴𝑁𝐷𝑙𝑎𝑛𝑑 =
𝑙𝑎𝑛𝑑𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜

𝑙𝑎𝑛𝑑𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
       (1) 

𝑃𝐿𝐴𝑁𝐷𝑓𝑜𝑟𝑒𝑠𝑡 =
𝑓𝑜𝑟𝑒𝑠𝑡𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜

𝑓𝑜𝑟𝑒𝑠𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
       (2) 

Where the 𝑙𝑎𝑛𝑑𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 and 𝑓𝑜𝑟𝑒𝑠𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 are the land and forested land area in PA without manmade 

infrastructure, respectively. We remove manmade infrastructure because new infrastructure could not be 

built over existing infrastructure and habitats of interest exist outside of land occupied by manmade 

infrastructure. Land excluded is specified in Appendix C.2. The 𝑙𝑎𝑛𝑑𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 and 𝑓𝑜𝑟𝑒𝑠𝑡𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜 are the 

land and forested land area of a given scenario after removing direct impacts, respectively. These 

definitions of 𝑃𝐿𝐴𝑁𝐷𝑙𝑎𝑛𝑑 and 𝑃𝐿𝐴𝑁𝐷𝑓𝑜𝑟𝑒𝑠𝑡 differentiate generic land use impacts from forested land use 

impacts.  

These metrics serve as a proxy to understand the ecological damages caused by the land-use change from 

the various deep decarbonization scenarios. The specific impacts on species, habitat, and mobility will 

require on-site impact assessments.  

3.3 Results  

Deep decarbonization pathway analysis to create the scenario suite: If the PA electricity sector emits 24 

million metric tons CO2 by 2050, then it will reduce CO2 emission by 80% of 2005 levels, which was 122 

million metric tons of CO2. In 2016, the PA electricity sector emitted 83 million metric tons of CO2 (68% 

of 2005 levels), of which 55 and 28 million metric tons of CO2 were emitted by coal and natural gas 

plants, respectively.  

In Figure 3.1, we show carbon dioxide emissions as a function of coal and natural gas generation treated 

by CCS keeping the fuel mix and demand fixed. Installing CCS on all coal reduces CO2 emissions to 34 

million metric tons, which is insufficient to meet the deep decarbonization goal. To reach an 80% 

reduction, CCS needs to treat all emissions from coal generation and 37% of emissions from natural gas 

generation. Conversely, one can install CCS on all natural gas generation and 68% of coal generation. 

Thus, without changes to the fuel mix, CCS must play a significant role to deep decarbonize the PA 

electricity sector.  
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Figure 3.1: CO2 emissions of the PA electricity sector in 2050 as a function of the fraction of natural gas 

generation with CCS installed and the fraction of coal generation with CCS installed. The fuel mix is the 

same as the fuel mix in 2016. The dashed lines show annual million metric ton of CO2 emitted in 2050. 

The red line highlights the 80% reduction target and the red numbers illustrate the fraction of fossil fuel 

needed to deep decarbonize assuming the other fossil fuel 100% treated with CCS.  

Changes to the fuel mix create more options for deep decarbonization. In Figure 3.2, we show CO2 

emissions emitted by the PA electricity sector in 2050 assuming the fuel mix is comprised of natural gas 

with CCS and renewables or state-of-the-art natural gas with CCS and renewables. If the share of natural 

gas in the fuel mix in 2050 is the same as 2016 and the rest of the fuel mix is renewables, the electricity 

sector would emit 28 million metric tons of CO2, exceeding the target goal. Therefore, even if all coal 

retired, the PA electricity sector cannot decarbonize without either retiring natural gas until it is 27% of 

the fuel mix or installing CCS so that it treats 18% of natural gas generation. The PA electricity sector 

cannot, however, continue to build more natural gas as a bridge fuel without driving further away from 

80% reduction goals.  

CO2 emissions can decrease significantly when fossil fuel plants are replaced by state-of-the-art NGCC 

plants and renewables. If state-of-the-art NGCC made up 57% of the fuel mix, which is the share of fossil 

fuels in the fuel mix, the PA electricity sector emits 37 million metric tons. About 38% of the fossil fuel 

generation will require CCS to reach the decarbonization goal.  
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We also sought to understand if deep decarbonization goals could be attained without CCS, given that 

CCS has yet to demonstrate commercial viability at a large scale.133 If the entire coal fleet is replaced by 

renewables, and the entire natural gas fleet is retrofitted for state-of-the-art NGCC, then the electricity 

sector emits 20 million metric tons of CO2, reaching the deep decarbonization goal. Assuming no changes 

to demand, this fuel mix is the only pathway to deep decarbonization without the use of CCS.  

Based on the results of Figure 3.2, we created the five deep decarbonization scenarios in Table 3.2. In the 

wind and CCS and solar and CCS scenarios, we assume 100% of coal generation and 37% of natural gas 

generation is treated with CCS. For the wind only and solar only scenarios, we assume coal retires and 

state-of-the-art NGCC replaces the existing natural gas fleet until fossil fuel plants emit 24 million metric 

tons. For the solar, wind, and CCS scenario, we reach 24 million metric tons by changing the fuel mix and 

installing CCS. Solar and wind displace coal until CO2 emissions decrease by two-thirds of 80% (55 

million metric tons to 16 million metric tons). CCS on the remaining coal generation and 20% of natural 

gas generation reduces CO2 emissions by one-third of 80%. We believe these five scenarios create 

illustrative examples and bounds to evaluate land use and forested land use impacts caused by deep 

decarbonization.  

 

Figure 3.2: CO2 emissions of the PA electricity sector in 2050 as a function of A) natural gas and 

renewables in the fuel mix and the fraction of natural gas generation with CCS installed and B) state-of-

the-art NGCC and renewables in the fuel mix and the fraction of state-of-the-art NGCC generation with 

CCS installed. The dashed lines show annual million metric ton of CO2 emitted in 2050. The red line 

highlights the 80% reduction target. 
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Land and forested land use of different pathways to deep decarbonize  

Impacts from CCS: CCS can deep decarbonize the entire PA electricity sector by treating all coal 

generation and at least 37% of natural gas generation with CCS. In Figure 3.3, we show the location of 

every coal and natural gas plant in PA along with the location of saline reservoirs in PA. In Appendix 

C.5, we provide a table of each plant with their generation, fuel type, and coordinates. Each plant located 

above a reservoir can build injections wells on site. Every coal plant except for plant 3140 sits directly 

above a saline reservoir. Plant 3140 is 70 km away from the saline reservoir. Installing CCS on all these 

coal plants reduces CO2 emissions 68% of 2005 levels to 28% of 2005 levels.  

Natural gas plants above saline formations generated 18.9 TWh or 28% of natural gas generation. To 

reach deep decarbonization goals, CCS needs to treat an additional 6.1 TWh of natural gas generation. In 

the blue circle in Figure 3.3, plants 3148 and 55667 generated 4.4 TWh and 3.9 TWh respectively. Both 

plants are about 33 km away from the nearest reservoir.  

CCS requires about 136 km of pipeline from plants 3140, 3148, and 55667 to the saline reservoir 

boundary. Assuming a 40 m pipeline right-of-way, CCS pipelines would clear 5.4 km2 of land. The bulk 

of the land and forest impacts will be caused by renewables infrastructure.  

 

Figure 3.3: Coal (red) and natural gas (green) plants with their ORISPL numbers (black numbers) in PA 

in 2016.87,88 Plants that are above saline reservoirs (yellow) can build pipelines for carbon capture and 
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sequestration directly underground and create negligible forest impacts. In the blue circle is the natural 

gas plant 3148 and 55667 and the coal plant 3140. These three plants generated which generated 3.9 

TWh, 4.4 TWh, and 3.3 TWh, respectively in 2016. The natural gas plants 3148 and 55667 are about 33 

km away from reservoir boundary and the coal plant 3140 is about 70 km away from the reservoir 

boundary.  

Impacts from solar and wind farms: Table 3.2 shows the number of farms and capacity needed in each 

deep decarbonization scenario. Figure 3.4 illustrates the solar and wind farms that would be sited in PA 

for the scenarios. The average wind farm capacity is 59-70 MW across the different scenarios. The 

average capacity factor of a solar farm is 0.151-0.155 across the different scenarios.  

In the wind and CCS and wind only scenarios, wind farms are sited throughout central PA, except for 

Allegheny National Forest, which is excluded from our analysis because it is a protected area. Wind farms 

appear on PA ridgelines, which are important areas for species conservation.134 Solar farms are sited in 

the southeast first, where solar resources are highest in PA. In the solar only scenario, solar farms are built 

across central PA and into western PA to augment the production in southeast PA. As CCS use allows for 

fossil energy production it can be used to mitigate land impacts in central PA and western PA.  
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Figure 3.4: A map of PA showing new renewables capacity and transmission lines built for A) wind-

based scenarios: wind and CCS and wind only, B) solar-based scenarios: solar and CCS and solar only, 

and C) solar, wind, and CCS scenario. In addition to new infrastructure, we also show the existing 

transmission network and a base map, where green are forested regions, black are non-forested regions, 

and white are areas with existing manmade infrastructure, where renewables infrastructure cannot be 

built.  

Figure 3.5 shows the land and forested land area directly and indirectly impacted by new solar farms, 

wind farms, and transmission. The results provide upper and lower bounds for the land use needed to 
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deep decarbonize PA, assuming no changes to demand. The wind-based scenarios have the largest land 

and forested land impacts. In wind only, the amount of land and forested land allocated to site wind 

turbines is 13,300 km2 and 9400 km2 or 11% and 14% of total land and total forested land in PA, 

respectively. However, the bulk of wind impacts are indirect due to the amount of space required between 

wind turbines. The direct land and direct forested land impacts of wind only are 380 km2 and 270 km2, 

which are nearly two order of magnitudes less than the total impacts. In fact, direct impacts from wind 

farms are 73-78% less than direct impacts in solar and CCS and solar only scenarios. 

Our results are similar to those described by others. Siting 102.9 GW of solar in the solar only scenario 

directly impacts 3300 km2. Shum finds that adding 300-400 GW of solar in the U.S. can impact 5700-

18,000 km2 of land.123 For wind, the Nature Conservancy estimates that 30,000 turbines could lead to 200 

km2 of direct impact to forests.34 Assuming farms are composed of 1.5-2 MW turbines, then the wind 

only scenario requires about 30,000 turbines to build 52.2 GW and impacts 270 km2 of forest directly, 

35% greater than the Nature Conservancy’s estimate.   

Scenarios with CCS impact 54-61% of the direct and indirect land compared to scenarios without CCS. 

Therefore, CCS can be used to decrease land impacts in PA. In the solar and CCS scenario, 2.3% and 

2.4% of land and forested PA land are needed, respectively. This scenario is the best-case scenario for 

minimizing total land impacts. Meanwhile, wind and CCS minimizes direct impacts. Only 0.5% and 0.4% 

of land and forested PA land are needed, respectively.  

Lastly, the transmission impacts in the solar scenarios are 260-280% higher than the wind scenarios. The 

greater transmission impacts are caused by the fact that 6-7 times more solar farms need to be sited to 

deep decarbonize compared to wind. More solar farms are needed because our model assumes solar farms 

with capacity (20 MW) smaller than wind farm capacity (59-70 MW on average).  
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Figure 3.5: Land area (A) and forested area (B) required to deep decarbonize PA. Direct impacts cause 

changes to the land while indirect impacts include area needed to contain the project, such as turbine 

spacing or boundary enclosures. Temporary impacts are land cleared temporary roads and storage space 

cleared that can recover in a few years while permanent impacts are land cleared by roads and farms that 

are not expected to recover during the lifetime of the project.  

 

In Figure 3.6, we perform a sensitivity analysis of the total and direct area for the wind only and solar 

only scenarios. We assume the same capacity of renewables needed to deep decarbonize in the two 

scenarios, which is 55.2 GW for wind only and 102.9 GW for solar only.  

Based on Figure 3.6, solar tends to have less total area impacts than wind. Assuming the highest solar 

area-per-capacity impact factor, solar only has the highest total land impact if the wind impact factor is 

less than 12 ha/MW, which is true for 5% of all land impact factors. However, the lowest wind land 

impact factor at 4.3 ha/MW creates a total land impact smaller than 84% of solar total impacts, which is 

an encouraging signal for wind if wind farms can be consistently built at such high densities.   

We also find that wind tends to have less direct area impacts than solar. About 12% of wind farms have 

direct area impacts that are higher than the possible direct area impacts of a solar farm. Therefore, even if 
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solar farms are constructed with the lowest possible area-per-capacity impact factor, solar farms are likely 

to produce greater direct area than a wind farm.  

 

Figure 3.6: Cumulative distribution functions illustrating the A) total area and B) direct area of the wind 

only and solar only scenarios where we calculate the area using the same capacity needed to deep 

decarbonize and the area-per-capacity impact factor of every solar and wind farm provided by NREL’s 

land impact analysis.129,131 The x-axis of A) the total area figure is cut-off at 50 thousand km2 to make the 

figure more readable. The largest total area of the wind only scenario is 125 thousand km2. 
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Fragmentation analysis  

For the fragmentation analyses, we compare the deep decarbonization scenarios against a baseline map, 

which excludes all manmade infrastructure (See Appendix C.3 for a list of exclusion criteria). The 

baseline has 43,800 NCP, 47,080 km2 of forested land, and 63,900 km2 of land.  

In Table 3.3 we summarize the fragmentation results for each of the five scenarios. When solar is the 

renewable energy source, we find that the NCP increases from the baseline, implying that building new 

solar and transmission will fragment forests in PA, which can be harmful to existing habitats. However, 

when wind is the renewable energy source, we find that NCP decreases from the baseline. When a wind 

farm is sited, all land within the boundary of that farm is impacted and removed from core patch counts. 

Since each farm is 16 km2 and each core patch is at least 4 ha or 0.04 km2, a new wind farm can eliminate 

existing core patches. Therefore, instead of fragmenting the forest, the presence of large wind farms 

removes core patches, also creating potential damage to habitats and sensitive species. In the solar, wind, 

and CCS scenario, we observe a tension between the increase in fragmentation caused by solar farms and 

removal of core patches by wind farms, where ultimately more core patches are removed than created.  

The PLANDtotal and PLANDforest show that the solar and CCS and solar only scenarios affect a larger 

percentage of the landscape than the wind and CCS scenario, suggesting that solar may have greater 

overall impact on habitat. Consistent with our findings from Figures 3 and 4, we find solar will have 

greater impacts on both total landscape and forested landscape, where solar could remove up to 5% of 

forested landscape from the baseline. Relying more on CCS could reduce some of the forest impacts 

presented in Table 3.3.  

Table 3.3: Fragmentation indices by scenario. NCP is the number of core patches, are patches with 

greater than 4 ha of area. The PLAND total and PLAND forest are the percent of total habitat in the 

landscape defined in Equations 1 and 2 based on the total area map and the forest area map, respectively.  

Scenario NCP (thousands) PLAND total (%) PLAND forest (%) 

0. Baseline 43.8 - - 

1. Wind and CCS 42.4 99 99 

2. Wind only 40.6 98 98 

3. Solar and CCS 44.3 96 97 

4. Solar only 46.3 94 95 

5. Solar, wind, and CCS  43.1 96 97 
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3.4 Discussion 

We find pathways to deep decarbonize the PA electricity sector (20% of 2005 carbon dioxide emissions 

by 2050) assuming there are no changes to demand and the nuclear fleet retires by 2050. We estimate the 

land and forested land required to deep decarbonize, selecting pathways that represent bounding 

scenarios, and quantify potential ecosystem damages via fragmentation indices.  

Carbon dioxide emissions from current natural gas plants exceed deep decarbonization goals. Thus, the 

PA electricity sector cannot increase the use natural gas fired electricity production from current use. 

While replacing coal with natural gas will reduce emissions, ultimately, these plants must be replaced by 

renewables to achieve deep decarbonization.  

CCS plays an important role in deep decarbonization if the PA electricity sector wants to minimize 

changes to its fuel mix. If PA wants to deep decarbonize without CCS, it needs to replace all its coal and 

nuclear with renewables and retrofit all its natural gas with state-of-the-art NGCC, assuming demand in 

2050 is the same as in 2016. More CCS may be necessary if demand were to increase due to 

electrification of vehicles or other end-uses. However, CCS may not be ready to deploy at such a massive 

scale given that only three plants operate post-combustion CCS in the U.S. and Canada.133 If deep 

decarbonization is a priority, decision-makers must accelerate the development and deployment of CCS, 

as it may be an important solution while minimizing ecological impacts. 

Solar and wind will also require fast deployment if PA wants to reach deep decarbonization goals in time. 

In our mixed strategy, we estimate that PA needs to install 20.3 GW of wind and 39.5 GW of solar. 

Assuming a 30-year window, they need to install 680 MW of wind and 1300 MW of solar annually. 

Presently, PA has installed in total 1400 MW of wind and 400 MW of solar.87,135  

Using only wind to deep decarbonize causes the least direct land impacts (1050 sq km or 0.9% of total PA 

area). Using only solar requires 4580 km2 or 3.9% of total PA area. Overall, solar poses more potential 

damage to forested land, as there is insufficient land in southeast PA site enough renewables penetration 

for deep decarbonization. One way to minimize the effect solar and wind on land use is to prioritize 

renewables development on already used land, but the scale requirement may overwhelm this approach. 

The obvious approach to reducing land perturbation is to preserve nuclear based electricity production, 

but this comes with a cost tradeoff considering the public support required.136,137  

There are some important limitations to this work. Infrastructure costs are excluded and renewables might 

locate in prohibitively expensive areas. Second, land use factors are uncertain and based on prior 

literature assessing past solar and wind projects, where future projects may introduce more efficient wind 
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turbines and photovoltaics with smaller land impact factors. Third, transmission from new renewable 

capacity is directed to the nearest substation or renewable farm without considering the difficulty of siting 

transmission in communities or the needs of the transmission system.138 Reaching >60% renewables 

penetration introduces curtailment and grid reliability issues.26,139 Lastly, assuming CCS can perform 

onsite injections with minimized land use impacts, pore space availability, injectivity, and costs of 

displaced brine treatment might limit utility.140 

The important issue raised in this work is that deep decarbonization has environmental and ecological 

costs that we seek to protect by addressing climate change. We should understand if addressing climate 

change does not inadvertently cause impacts that might leave society worse off. Instead of assuming 

every state must address “their fair share,” an understanding of potential tradeoffs may suggest a 

different, yet more sustainable approach by going beyond artificial political boundaries. A major first step 

beyond this work is to quantify the benefits and costs of deep decarbonization so that these tradeoffs can 

be measured against each other.  
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Conclusions 

In Chapter 1, I model trace element mass flow rates from coal-fired power plants. Trace metal mass flow 

rates are predominantly in the solid phase, and chlorine mass flow rates are predominantly in the liquid 

and gaseous phase. These emissions partition into their respective phases because of the air pollution 

controls downstream of the boiler, where wet flue gas desulfurization devices create liquid waste streams 

and all other air pollution control devices generate solid waste streams. Therefore, trace element 

management that maximize human health and environmental benefits should consider the final fate of the 

trace element exiting the power plant. The model can also be useful to regulator and policy analysts who 

are interested in monitoring trace element mass flow rates at the plant or fleet level. However, the 

validation assessments demonstrate that modeling efforts of trace elements need to improve in accuracy 

before they can be used to assess policy options on the coal-fired fleet, predict mass flows to 

environmental systems, or replace liquid-phase or gas-phase monitors. Accuracy improvements can come 

from more available robust data of trace element concentrations at the plant-level. One major step that can 

be taken is to require coal plants to sample the concentration of trace elements in the coal blend prior to 

combustion. This measurement, when combined with fuel combustion data, can quantify the total trace 

elements entering the coal-fired power plant system and can predict the total trace element mass flows 

discharged to the environment. While such a requirement is helpful for modeling efforts, the time and 

resources required for coal plants to maintain high fidelity data may not be worth the information gained.  

In Chapter 2, I model potential SO2, NOx, and CO2 emissions of the U.S. electricity under two bounding 

scenarios, one which assumes environmental regulations are weakened and one which assumes coal 

becomes more profitable than natural gas. These scenarios are extreme scenarios of current federal energy 

policies which advance coal in the U.S. I find that these scenarios can increase emissions by 30%-300% 

of current emissions while increasing emissions to levels last observed ten years ago. Emission increases 

differ across the U.S. depending on the controls installed at coal plants and the mix of coal and natural gas 

plants at the eGRID sub-region level. While FERC recently voted down the Grid Resiliency Pricing Rule. 

the Environmental Protection Agency has yet to give assertive signals to regulate and enforce existing 

regulations on coal or create new regulation that target coal plants and push them toward retirement. 

These federal signals also create a tension with the behavior of state agencies. State agencies could 

enforce regulations to protect public health in their state, but if they are compelled to enforce due to a 

federal regulation and EPA weakens enforcement, then the states may follow suit, even if, for example, 

coal plants violate the CSAPR state budget emissions.  
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In Chapter 3, I estimate the fuel mix and infrastructure necessary to deep decarbonize the Pennsylvania 

electricity sector by 80% of 2005 levels and the potential land-use and forested land-use of a few deep 

decarbonization pathways. From a deep decarbonization perspective, Pennsylvania cannot build more 

natural gas if it plans to reach the deep decarbonization goal and will need a combination of retiring coal 

from the fuel mix and installing CCS on coal power plants. Deep decarbonization will also require a 

significant fraction of the fuel mix to be renewables that may be an order of magnitude greater than the 

existing wind and solar renewables capacity. Pennsylvania decision-makers will need to prioritize the 

development and deployment of renewables and CCS if they want to meet the deep decarbonization goals 

set out by the Department of Environmental Protections. Excluded from the analysis is consideration of 

grid reliability, where the large renewables capacity will likely provide loads at different hours of the day 

and could cause curtailment. Future decarbonization planning will also need to include methods for 

stabilizing the grid, which would require more infrastructure on top of the existing infrastructure needed 

to decarbonize. From the ecological perspective, deep decarbonization may require significant amount of 

land and cause fragmentation of forests. Therefore, deep decarbonization planning will need to account 

for various ecological species and include methods of protecting habitats. However, it is also conceivable 

that the amount of infrastructure needed may overwhelm the amount of non-habitat land available and 

make ecological impacts unavoidable. Extending the nuclear fleet beyond 2050 becomes an increasingly 

attractive option for reducing ecological impacts as more nuclear would reduce some of the need for solar 

and wind.  
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Appendix A.1: Data and model repository  

We uploaded all MATLAB code and data spreadsheets used in this analysis in the following GitHub 

repository: https://github.com/xdansun/trace_elem_cfpp_model 

  

https://github.com/xdansun/trace_elem_cfpp_model
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Appendix A.2: Coal-fired generation included and excluded from analysis  

In the analysis presented in the main manuscript, we estimate Hg, Se, As, and Cl mass flow rates for 276 

plants that generated 1190 TWh of electricity, which is 63% of all coal plants and 89% of all coal 

electricity generation. For context there are 436 coal plants in the U.S. which generated 1330 TWh in 

2015.88 

We exclude some coal boilers in our analysis due to data limitations on coal boilers collected using EIA-

923, Schedule 3, EIA-860, Schedule 6, and COALQUAL. These data limitations include:  

Power plants with less than 1 MW capacity: Power plants with a total nameplate capacity less than 1 MW 

are not required to report generation or environmental control data using EIA-923, Schedule 3 and EIA-

860, Schedule 6. Therefore, we do not know what percentage of plants are affected nor how much 

electricity these plants generated. 

Boilers connected to multiple generators and vice-versa: Where boilers are connected to multiple 

generators and vice-versa, we are unable to attribute generation to a boiler or normalize mass flow rates 

based on electricity generation. About 24% of plants and 4.6% of coal generation are removed from our 

analysis due to this limitation.  

Boilers without coal purchases: Without the location of coal purchases and quantity of coal purchased, 

we cannot estimate the concentrations of trace elements in the coal blend. This data limitation removes an 

additional 6.7% of plants and 3.1% of coal generation. 

Boilers that burn foreign and/or waste coal: Our dataset for run-of-mill coal samples, COALQUAL, only 

includes domestic and non-waste coal samples, so we cannot estimate trace element concentrations in 

foreign or waste coal.86 This data limitation removes an additional 5.3% of plants and 2.8% of coal 

generation. 

Boilers that do not report fuel consumption: Without knowing how much fuel is combusted in the boiler, 

we cannot estimate the mass flow rates of trace elements from the coal blend. This data limitation 

removes an additional 0.3% of plants and 0.3% of coal generation.  

The amount of generation excluded from our analysis due to the above limitations are listed in Table A1. 

Overall, at least 10.8% of coal generation is lost in the analysis, with 4.6% of total generation lost from 

boiler to generator linking issues and 6.2% of total generation lost from coal consumption and purchasing 

issues.  
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Table A1: Percent of total coal generation that is not included in our analysis due to data limitations in 

input data of coal plants. For context there are 436 coal plants in the U.S. which generated 1330 TWh in 

2015.88 

Data limitation Plants excluded in analysis Generation excluded in 

analysis 

(plants) (%) (TWh) (%) 

Power plants with less than 1 MW capacity Unknown Unknown Unknown Unknown 

Boilers connected to multiple generators and 

vice-versa 

105 24.1 61 4.6 

Power plants which did not report coal 

purchases 

29 6.7 41 3.1 

Boilers that burn foreign and/or waste coal  23 5.3 37 2.8 

Boilers that do not report fuel consumption 1 0.2 4 0.3 

Total  158 36.3 144 10.8 

Table produced by the authors using data from COALQUAL, EIA-923, Schedule 3 and EIA-860, 

Schedule 6.86–88 
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Appendix A.3: Variability of coal within each county 

COALQUAL reports trace element concentrations in coal samples across different counties in the U.S. 

For each county, the concentration of trace elements and the number of samples can vary. In Figure A1 

we show the variability in the concentration of trace elements across five illustrative U.S. counties and for 

all samples reported in COALQUAL. We also report the number of samples reported in each county. We 

selected the five counties for each trace element by first, ordering the counties by range of trace element 

concentration in ascending order and second, choosing one county from each quintile of the ordered 

counties. 

At the county level, we find significant variability in the concentration of trace elements even if there are 

a few samples from the county. For example, in Figure A2B, county 29011 has 8 selenium samples 

reported but the samples vary by a factor of 5 (lowest is 3.2 ppm and highest is 15.2 ppm). At the national 

level, there are many outliers in the COALQUAL database. About 2-8% of the reported data for each 

trace element are outliers, all of which are high values. We also find that range of measurements from the 

75th to 100th percentiles is much greater than the range from 0th to 25th percentiles, which suggests that 

our data may have more outliers with high trace element concentrations that can lead to trace element 

concentrations in coal and subsequently, higher estimates of trace elements in the waste streams.  
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Figure A1: Boxplots of trace element concentrations in coal samples in COALQUAL at a few illustrative 

U.S. counties and all coal samples reported in COALQUAL for the trace elements A) Hg, B) Se, C) As, 

and D) Cl. The number of coal samples in each county are reported in A) and are the same across all four 

trace elements. The y-axis is cutoff for readability. The highest concentration reported is 3.3 ppm for Hg, 

153 ppm for Se, 2200 ppm for As, and 8920 ppm for Cl. In the boxplot, the red line is the median, the 

blue lines are the first and third quartiles, the lower whisker is the first quartile minus 1.5 times the 

interquartile range, the upper whisker is the third quartile plus 1.5 times the interquartile range, and the 

red crosses are outliers. The figure is produced using COALQUAL data.86 
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Appendix A.4: Map of eGRID sub-regions 

Figure A2 shows the 26 Emissions and Generation Resource Integrated Database (eGRID) sub-regions in 

the U.S. The EPA designed the eGRID sub-regions to mimic regional transmission organizations and 

independent system operators within North American Electric Reliability Corporation regions. In our 

study, we focus on the contiguous U.S.  

 

Figure A2: Map of eGRID sub-regions (source: https://www.epa.gov/energy/egrid-sub-region-

representational-map)  

Table A2 shows the number of plants with at least one boiler with coal as its primary fuel, coal 

generation, total coal capacity, and average capacity factor for all coal electrical generating units in each 

eGRID sub-region within the contiguous U.S. included in our modeling dataset (Appendix A.2 for more 

information on plant inclusion). The NYCW and NYLI sub-regions have no coal plants. The one coal 

plant in sub-region CAMX and the five coal plants in sub-region NEWE are removed from our analyses 

for the reasons listed in Appendix A.2. One plant, Roy S Nelson, does not have an eGRID sub-region 

reported and is therefore not included in any eGRID-level analysis in either Chapter 1 or Appendix A.  

In Table A2 we also show the percentage of plants and percent of coal generation modeled for each 

eGRID sub-region. We find that we model 45-89% of coal plants and 68-96% of coal powered electricity 

generation in each eGRID sub-region. See Appendix A.2 for more details about coal plants included in 

the analysis.  

 

 

https://www.epa.gov/energy/egrid-subregion-representational-map
https://www.epa.gov/energy/egrid-subregion-representational-map
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Table A2: The number of coal plants, coal generation, coal capacity, and coal capacity factor in 2015 for 

all coal plants included in the model dataset in each eGRID sub-region. 

eGRID 

sub-

region
a 

Coal 

plants
b 

Generation 

(TWh) 

Capacity 

(GW) 

Average 

capacity 

factor 

Coal 

plants 

modeled 

(%) 

Coal 

generation 

modeled 

(%) 

AZNM 7 24 4.6 0.59 71 96 

ERCT 17 98 20.8 0.54 88 92 

FRCC 11 41 10.2 0.46 45 56 

MROE 12 15 3.5 0.49 50 94 

MROW 63 111 21.6 0.59 54 96 

NWPP 21 111 20.2 0.63 71 95 

NYUP 7 2 1.9 0.14 57 85 

RFCE 19 46 14.7 0.36 68 68 

RFCM 24 52 11.5 0.52 50 78 

RFCW 79 280 64.5 0.50 66 92 

RMPA 17 46 7.9 0.67 76 99 

SPNO 14 41 8.6 0.55 86 100 

SPSO 18 67 14.6 0.53 89 92 

SRMV 5 24 6.6 0.42 80 87 

SRMW 29 107 22.2 0.55 62 88 

SRSO 19 79 21.5 0.42 63 88 

SRTV 28 103 26.3 0.45 71 91 

SRVC 32 77 20.6 0.43 59 87 

Roy S 

Nelson
c
 

1 2.1 0.6 0.39 0 0 

a 
We exclude sub-regions AKGD, AKMS, HIMS, and HIOA because they are not in the contiguous U.S. and sub-regions 

CAMX, NEWE, NYCW, and NYLI because there are no coal plants remaining in those sub-regions after applying the criteria 

mentioned in Appendix A.3.  

b 
The number of plants with at least one boiler using bituminous, subbituminous, or lignite coals as its primary fuel.  

c 
Roy S. Nelson power plant is excluded in all analysis in the manuscript and SI.  

Note: Table produced using data from EIA-923, Schedule 3 and eGRID2014.
88,107
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Appendix A.5: Concentration of trace elements in coal blends  

We estimate a distribution for the concentration Hg, Se, As, and Cl entering each U.S. coal plant in 2015 

as described in the Methods section of the main manuscript. In Figure A3A-D, we show an illustration of 

the results for a few coal plants, and in Figure A3E-H we provide the distribution of median 

concentrations across our entire dataset. In Figure A4, we also show the distribution of median 

concentrations at each eGRID sub-region.  

In Figure A3A-D, the five plants we chose are the Greene County plant in Alabama (ORISPL: 10), the 

Escalante plant in New Mexico (ORISPL: 87), the Limestone plant in Texas (ORISPL: 298), the Indian 

River Generating Station in Deleware (ORISPL: 594), and the E.D. Edwards plant in Illinois (ORISPL: 

856). These 5 plants generated 2.2 TWh, 1.3 TWh, 9.2 TWh, 0.6 TWh, and 2.9 TWh respectively.  

As explained in the methods section, for each plant, we bootstrap 10,000 draws, and in Figure A3H the 

median distribution shows the cumulative distribution function of the median for each plant (and the same 

strategy is pursued for the 25th and 75th percentiles). We find that the median of the median 

concentrations of trace elements across the plants in our dataset is 0.13 ppm for Hg, 1.4 ppm for Se, 3.4 

ppm for As, and 122 for Cl. These concentrations are within the same order of magnitude as the median 

of the median concentration of trace elements from the MATS ICR, which are 0.08 ppm for Hg, 1.0 ppm 

for Se, 2.0 ppm for As, and 200 for Cl (See Appendix A.12 for more details).  

There is significant variability in the concentrations of trace elements in combusted coal both within an 

individual plant and across the coal-fired fleet. For some power plants, variability associated with 

concentrations of trace element in coal is substantial (for illustration, plant 10 in Figure A3A has a Hg 

concentration in the coal blend ranging from 0.005 ppm to 1 ppm, representing a 200x difference between 

the lowest and highest estimated values), due to difference in the trace element in coal reported in the 

samples in COALQUAL and the variability in the monthly coal purchased from different counties. 

Across the fleet, the variability in trace element content is mostly determined by differences in the coal 

across U.S. regions, such as Wyoming Powder River Basin subbituminous coal versus eastern bituminous 

coal.141–144 In the Appendix A.13, we also show these results for plants located in each eGRID sub-

region, which highlights the regional diversity in the trace element content of coal combusted at CFPPs.  
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Figure A3: (A-D) Estimates of trace element concentration in coal entering a few illustrative U.S. coal-

fired power plants. In the boxplot, the red line is the median, the blue lines are the first and third quartiles, 

the lower whisker is the first quartile minus 1.5 times the interquartile range, the upper whisker is the 

third quartile plus 1.5 times the interquartile range, and the red crosses are outliers. (E-H) Cumulative 

distribution functions of 25th percentile, median, and 75th percentile of the bootstrapped concentrations of 

trace elements in the coal blend across coal plants in the coal fleet. For the two panels, the following trace 

elements are represented: A/E) Hg, B/F) Se, C/G) As, and D/H) Cl
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Figure A4: Cumulative distribution functions of the bootstrapped median Hg, Se, As, and Cl concentrations in the coal blend across coal plants in 

the eGRID sub-regions A) AZNM, B) ERCT, C) FRCC, D) MROE, E) MROW, F) NWPP, G) NYUP, H) RFCE, J) RFCM K) RFCW, L) RMPA, 

M) SPNO, N) SPSO, P) SRMV, Q) SRMW, R) SRSO, S) SRTV, V) SRVC. We excluded sub-regions AKGD, AKMS, HIMS, and HIOA because 

they are not in the contiguous US and sub-regions CAMX, NEWE, NYCW, and NYLI because there are no coal plants remaining in those sub-
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regions after applying the criteria stated in Appendix A.3. Figure produced by the authors using data from COALQUAL and EIA-923 Schedule 

5.86,88 
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Lastly, we compare estimates of trace element concentrations by bootstrapping coal samples by location 

and by taking the median of all coal samples at the location. We refer to the former as the “bootstrap 

approach” and the latter as the “median approach.” The bootstrap approach is the approach utilized in the 

manuscript.  

In Figure A5 we show the median concentration of trace elements using the bootstrap approach and the 

concentration of trace elements using the median approach. Although one may expect the median 

concentration of the bootstrap approach to nearly equal the median approach, they can produce different 

results at the plant level because the median is not a linear operator. A plant that purchases coal from 

multiple counties will have a higher chance of bootstrapping a sample away from the median, which 

skews toward values much greater than the median. Hence, each trace element has plants where the two 

approaches estimate different concentrations.  

Although the two approaches have differences, the median approach performs reasonably well as a 

method to estimate trace element concentrations and is a simpler method to use. Ultimately, the median 

approach does not handle the variability of trace element concentrations at any level and can only 

generate point estimates. Thus, we use the bootstrap approach in our work.  

 

Figure A5: Cumulative distribution functions of concentrations of trace elements in the coal blend at the 

plant level using bootstrap approach and median approach for trace elements A) Hg, B) Se, C) As, and D) 

Cl. For the bootstrap approach, the median of the bootstrapped trace element concentration is shown.  
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Appendix A.6: Effect of COALQUAL lower detection limit assumptions on 

the concentration of trace elements in coal blends 

In COALQUAL, there are 6666 Hg samples, 6560 Se samples, 6618 As samples, and 4548 Cl samples. 

Of these samples, about 4% of Hg samples, 3% of Se samples, 1% of As samples, and 21% of Cl samples 

are below the detection limit. COALQUAL assumes that samples below the detection limit have 

concentrations equal to 0.7 times the detection limit. 

 

In Figure A6, we plot a cumulative distribution function showing the median concentration of trace 

elements in the coal blend at the plant level assuming samples below the detection limit have 

concentration equal to either 0 or equal to the lower detection limit. We find for Hg, Se, and As that the 

assumption in the lower detection limit has little effect on the concentration of trace elements at the plant 

level. Indeed, the median of the difference in median concentrations for Hg, Se, and As is 0.04 ppm, 

0.004 ppm, and 0.04 ppm respectively. These results are not surprising given the small percentage of 

samples in COALQUAL that are below the detection limit.  

 

However, we find that Cl concentrations in the coal blend of half of the coal fleet can change by up to 130 

ppm depending on whether we assume samples below the detection limit equals zero or equals the 

detection limit. Even though only 21% of Cl samples are below the detection limit, these results are still 

surprising because they affect half of the coal fleet. This result suggests that nearly half of the fleet 

purchase coal from counties where COALQUAL only has samples that are below the detection limit. 

Therefore, the detection limit issue highlights one additional problem with the COALQUAL data, 

especially when estimating Cl concentrations in coal blends.  

 

 

 



83 

 

 
Figure A6: Cumulative distribution functions of trace elements in the coal blend at the plant level 

assuming all samples with concentrations lower than the detection limit have concentration equal to zero 

or equal to the detection limit for trace elements A) Hg, B) Se, C) As, and D) Cl. COALQUAL assumes 

all samples below the lower detection limit have concentration equal to 0.7 times the detection limit. 
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Appendix A.7: Coal purchases from preparation plants  

Coal plants report coal purchases from mines and preparation plants in EIA-923, Schedule 5. In 2015, 

coal plants purchased nearly 780 million tons of coal, of which only 42 million tons were purchased from 

coal preparation plants. Thus, less than 6% of total coal purchases coming from coal preparation plants.88 

This has been consistent since 2009, with about 4-8% of coal purchases from coal preparation plants, as 

shown in Figure A7. Additionally, less than 1% of trace metals are removed by on-site coal pulverization 

prior to combustion.89,90 Because cleaned coal purchases account for a small percentage of total coal 

purchases, and on-site processing does not remove a significant fraction of trace elements, we assume 

coal cleaning does not affect our trace element inputs.  

 

Figure A7: Fraction of prepared coal purchased to total coal purchased made by coal plants from 2009 to 

2015. Figure produced using data from EIA-923, Schedule 5.88  

Modeling coal cleaning is not simple, due to a lack of information about the processes that take place at 

different coal preparation plants. We perform a conservative analysis where we assume coal cleaning 

removes the highest concentration of trace elements observed in the literature for all coal samples in a 

county with a preparation plant. The highest removals we observed for Hg, Se, As, and Cl from coal 

cleaning are 78.3%, 80.3%, 84.6%, and 68%.145,146 We rerun our model after adjusting for coal 

concentrations using the aforementioned coal cleaning removals and recreate Figure 4 from the 

manuscript.  

As shown in Figure A8, model accuracy changes modestly. The notable changes are in the Hg CEMS 

result, where the median estimate is 1.8 mg Hg/MWh, which is an improvement from the previous result 

of 2.8 mg/MWh. However, we still observe 81 boilers, which is close to a third of boilers in the Hg 

CEMS validation analysis, that exceed 5.9 mg Hg/MWh, which is the regulated mercury emissions limit 

for high-rank coal units. Therefore, even with this conservative coal cleaning assumption, we still 

overestimate Hg emissions to the gas phase.  

The other notable improvement is with the validation against the wet flue gas desulfurizer mass flow rate 

observed by the EPA during the ELG rulemaking. We find that the Hg validation improves from a 500% 
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difference between our estimate and EPA’s to 360% under the coal cleaning assumption. This 

improvement gets the model closer to the EPA estimated values, but still represents an overestimate of Hg 

mass flow rate.  

Ultimately, while we find some improvements with a conservative coal cleaning assumption, we find that 

our conclusions are the same. Data quality improvements and more data of lesser documented processes, 

such as bromine addition, are more important to bridging the gap between model estimates of trace 

element mass flow rates to the ground truth. Therefore, we believe coal cleaning is a second-order effect 

and that we can safely not account for it.   

 

Figure A8: Summary of the comparison analyses under the assumption that all coal purchased from 

counties with coal preparation plants are cleaned to the maximum extent. A) Median percent difference in 

plant-level trace element composition of coal between model estimates and data reported in the MATS 

ICR; B) Median difference in boiler-level trace element partitioning to the gas phase between model 

estimates and data reported in MATS ICR; C) Histogram of generation normalized boiler level gas phase 

Hg emissions estimated from model and reported in the CEMS in 2015; D) Median percent difference in 

liquid phase mass flow rates estimated at the fleet level compared to average mass flow rates for the 88 

plants sampled and reported in the Environmental Assessment of the Effluent Limitation Guidelines.    
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Appendix A.8: Studies on partitioning of trace elements by air pollution 

control 

In Table A3 we list the removal fraction of trace elements by the boiler and different air pollution control 

devices for each study included in the model. For those studies that include several boilers or plants, we 

calculate the partitioning factors for each plant and use the average removal to represent that study. We 

only include trace element partitioning estimates from U.S. CFPPs. We assume all waste exiting 

particulate matter controls and the gypsum stream of wet flue gas desulfurizers is in the solid phase, all 

waste exiting the chloride purge stream of wet flue gas desulfurizers is in the liquid phase, and all 

remaining wastes exit the plant in the gaseous phase. We assume wet flue gas desulfurization is always 

the last air emission control downstream of the boiler.  

A significant fraction of trace metals are removed by particulate matter controls because of the presence 

of particulate bound trace metals in the flue gas and high fly ash removal rates of particulate matter 

controls.147 Particulate matter controls are more efficient at removing Se and As from the flue gas than 

Hg because Se and As are less volatile than Hg.147 However, the addition of activated carbon injection 

combined with a particulate matter control can remove up to 80% of Hg in the flue gas, which is 

comparable to the removal of Se and As by particulate matter controls.  

A fraction of trace metals is also removed by sulfur dioxide controls. There are two types of post-

combustion sulfur dioxide controls: wet flue gas desulfurizers and dry/semi-dry flue gas desulfurizers. 

Wet flue gas desulfurizers capture a significant fraction of the fine particles that are not captured by 

upstream particulate matter controls, which leads to conversion of trace metals from gas phase to solid 

phase.148 Specifically for Hg, the selective catalytic reactor helps promote the oxidation of Hg0 into Hg+2 

so that wet flue gas desulfurizers can direct more Hg into liquid waste streams, but it is not clear that 

selective catalytic reactors have the same effect on other trace metals.94 Dry and semi-dry flue gas 

desulfurizers serve a similar function as the wet flue gas desulfurizer but produce zero liquid phase waste. 

Waste products from dry flue gas desulfurizers are entrained in the flue gas and removed by a 

downstream particulate matter control, typically a fabric filter though some dry flue gas desulfurizers will 

have an additional waste for a fraction of the byproducts.149  

Chloride exists predominantly as hydrochloric acid in flue gas, which is not affected by particulate matter 

controls but easily removed by any of the sulfur dioxide controls, including dry sorbent injection. Dry 

sulfur dioxide controls will direct chloride into solids that are removed by downstream particulate matter 

controls.150 Wet flue gas desulfurizers will direct chloride into the liquid phase.  

Within each air pollution control device, the partitioning of trace elements varies across different studies 

due to differences in coal composition and operating conditions. For simplicity, we assume selective 

catalytic reactors and activated carbon injection only affect mercury partitioning, dry sorbent injection 

only affects chlorine partitioning, and all pollution controls not included in Table A3 do not affect trace 

element partitioning.  

For studies with multiple samples, we calculate the partitioning factor for each sample and use the 

average partitioning to represent the study. However, we use the partitioning factor of each sample to 

represent the study if they sample air pollution control devices that are not well studied so that we can 

increase the sample size in our bootstrapping analysis. Therefore, we use sample level data for mercury 

partitioning by fabric filters and combinations of activated carbon injection and particulate matter 
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controls. We also use sample level data for chloride partitioning by dry sorbent injection. Those studies 

where we use sample level data are listed in Table A3.  

Additionally, some combinations of air pollution control devices are best modeled as a single unit.  For 

example, the particulates created in a dry flue gas desulfurizer are typically removed by a fabric filter.  

We treat the following air pollution control device combinations as a single device: dry sorbent injection 

and any particulate matter control device,150 dry flue gas desulfurizers with any particulate matter control 

device,151 and selective catalytic reactors with wet flue gas desulfurization for Hg.94 Due to a lack of Cl 

partitioning data for hot-side electrostatic precipitators and fabric filters, we assume those particulate 

matter controls partition Cl in an identical manner as a cold-side electrostatic precipitator.  This 

assumption is not expected to significantly impact the study results because Cl is generally unaffected by 

particulate matter controls.147 

Several studies of plants with electrostatic precipitators installed do not report whether the technology is a 

cold-side electrostatic precipitator or a hot-side electrostatic precipitator. We assume that all unspecified 

electrostatic precipitators are cold-side electrostatic precipitators, because they are more prevalent than 

hot-side electrostatic precipitators (58% of coal generation vs. 8% of coal generation as shown in Table 

A4 in Appendix A.11). Swanson et al.92 describe that fly ash from cold-side and hot-side electrostatic 

precipitators are mixed before trace elements were sampled, and so we assume the partitioning factors for 

cold-side and hot-side electrostatic precipitators are the same in that study. 

Multiple studies report partitioning of trace elements by wet flue gas desulfurizers. However, only Cheng 

et al.147 specify the partitioning of trace elements exiting the wet flue gas desulfurizer into the liquid 

chloride purge and solid gypsum stream, and so we assume these same partitioning between liquid and 

solid phases hold for other studies. The ratio of liquid to solid trace element exiting the wet flue gas 

desulfurizer based on Cheng et al. is 0.11 for Hg, 0.04 for Se, 9e-4 for As, and 0.98 for Cl. 
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Table A3: Removal fraction of trace elements listed by study, boiler or air pollution control, and pollutant for studies included in the model.   

    Removal by boiler Removal by PM control Removal by SO2 control Source Data type Other 

  APCDs Hg Se As Cl Hg Se As Cl Hg Se As Cl    

Brekke et al. (1995)
9
 

  

csESP         0.3 0.2             
Coal plants 

Removal 

fractions 
  

FF         0.6 0.65             

Brown et al. (1999)
10 a, 

b
 

  

csESP, 
wFGD 

        0.3       0.411       

Coal plants 

Reported 

from 
another 

study 

assume 
csESP 

FF 

        0.65               

    0.85        

    0.90        

    0.55        

    0.65        

    0.68        

    0.95        

    0.99        

    0.98        

    0.99        

    0.50        

    0.65        

    0.67        

Cheng et al. (2009)
8
 

SCR, 

csESP, 

wFGD 

0.003 0.069 0.064 0.004 0.174 0.604 0.946 0.024 0.946 0.86 0.997 0.988 Coal plants Mass flows 
assume 
csESP 

Chu and Porcella 

(1995)
11

 

  

csESP, 
wFGD 

        0.3       0.15       
Coal plants     

FF         0.3               

Devito et al. (2002)
12

 
csESP, 

wFGD 
0.029       0.161       0.444       Coal plants 

Removal 

fractions 

assume 

csESP 

dFGD, 
FF 

        0.333 0.998 0.999  Coal plants 
Removal 
fractions 
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Felsvang et al. 

(1994)
151

 

ACI, 
dFGD, 

FF 

        0.990    

Flora et al. (2003)
13, b

 ACI, FF 

        0.122               

Coal plants 
Removal 
fractions 

  

    0.841        

    0.887        

    0.682        

    0.31        

    0.428        

    0.656        

    0.627        

    0.037        

    0.054        

    0.90        

    0.875        

    0.796        

    0.965        

    0.808        

    0.732        

    0.328        

    0.967        

    0.925        

    0.918        

    0.877        

    0.862        
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    0.102        

Helble (2000)
14

 csESP         0.289 0.491 0.961           
From EPRI 

and DoE 
  

assume 
csESP 

Karlsson (1984)
152

 
dFGD, 

FF 
           0.97 Coal plants 

Removal 

fractions 
 

Klein et al. (1975)
15

 csESP  0.019 0.163 0 0.006 0.038 0.038 0.805 0.818 0.011       Coal plants Mass flows   

Laird et al. (2013)
150, b DSI 

                      0.917 

Coal plants Mass flows 

  

           0.989 

           0.9996 

           0.969 

           0.969 

           0.71 

           0.78 

           0.64 

           0.84 

           0.77 

Laudal et al. (2000)
16

 
csESP, 

wFGD 
        0.034       0.19       Coal plants Mass flows 

assume 

csESP 

NRMRL (2005)
17, b

 

  

ACI, 

csESP 

    0.65        

Coal plants 
Removal 

fractions 
  

    0.70        

    0.73        

    0.85        

    0.94        

    0.94        

ACI, 
hsESP 

    0.40        

        0.80               

Ondov et al. (1979)
18

 
csESP, 
wFGD 

          0.941 0.921 0   0.05 0.075 0.964 Coal plants 
Removal 
fractions 

  

Pavlish et al. (2003)
30 a

 
csESP, 

wFGD 
        0.233       0.403       

From 1999 

EPA ICR 

Removal 

fractions 
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a
 We incorporate data from only one of the studies cited within the review paper, because the other studies overlapped with another study already included in our 

table. We cite the review paper, because we were unable to obtain copies of the original paper cited in the review.  

b
 To increase sample size for the bootstrapping analysis, we use sample level data for this study.  

c
 Rubin estimated partitioning of trace elements using data from a combination of empirical samples and literature data.

81
 His results are summarized as point 

estimates, which we use for bootstrapping.   

Notes: Studies either sampled data from CFPPs or perform secondary analysis using reported data from other studies. The partitioning of trace elements is 

reported in either fractions removed or in mass flows across different air pollution controls. Plants that did not specify if they were csESP or hsESP were 

assumed to be cold-side ESP. Studies used in the model are indicated in bold. Only studies that included U.S. CFPPs are included. The controls are: ACI – 

activated carbon injection; csESP – cold-side electrostatic precipitator; dFGD – dry flue gas desulfurizer, DSI – dry sorbent injection, FF – fabric filter; hsESP – 

hot-side electrostatic precipitator; SCR – selective catalytic reactor; wFGD – wet flue gas desulfurizer.  

  
  

hsESP, 
wFGD 

        0.128       0.29       

FF, 

wFGD 
        0.323       0.103       

Rubin (1999)
20 c

 csESP  0.008 0.015 0.014 0.001 0.254 0.252 0.595 0.96 0       From model 
Removal 

fractions 

assume 

csESP 

Swanson et al. (2013)
7
 

csESP 0 0 0.04   0.02 0.2 0.5           
Coal plants 

Removal 

fractions 
  

hsESP   0 0 0.04   0.02 0.2 0.5           
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Appendix A.9: Partitioning of trace elements to the solid, liquid, and gas 

phase at each coal boiler  

In Figure A9, we show the cumulative distribution functions of bootstrapped partitioning fractions of 

trace elements into solid, liquid, and gas phases for each U.S. coal boiler in our dataset. As expected, a 

small fraction of trace metals and a large fraction of chlorine will end up in liquid waste. For CFPPs with 

a wet flue gas desulfurizer, trace element partitioning into the liquid phase ranges from 0.003 to 0.105 for 

Hg, 0.005 to 0.035 for Se, 4x10-5 to 9x10-4 for As, and 0.13 to 0.97 for Cl. Trace element partitioning into 

the solid phase ranges from 0.02 to 0.99 for Hg, 0.20 to 0.98 for Se, 0.52 to 1.0 for As, and 0.001 to 0.86 

for Cl. The partitioning factors to solid phase observed in Figure A9 are consistent with the chemistry of 

these trace elements, as less volatile trace elements, such as Se and As, are more likely to condense out of 

the gas phase, while less volatile elements, such as Hg and Cl are less likely to condense out.92,93 

 

Figure A9: Bootstrapped cumulative distribution functions of trace element partitioning into solid, liquid, 

and gas phases at each boiler across the coal fleet for A) Hg, B) Se, C) As, and D) Cl. Figure produced by 

the author using data from Table A3.  
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Appendix A.10: Comparing partitioning fractions estimated matching 

individual air pollution control devices against matching combinations of air 

pollution control devices  

 

In the manuscript, we estimate trace element partitioning fractions at the boiler level by estimating the 

partitioning fraction for each air pollution control downstream of the boiler and combining as shown in 

Equation A1.  

 

𝑥𝑏𝑜𝑖𝑙𝑒𝑟,𝜙,𝑇𝐸
𝑙𝑖𝑛𝑘 = 𝑥𝑃𝑀,𝜙,𝑇𝐸 + 𝑥𝑃𝑀,𝜙=𝑔𝑎𝑠,𝑇𝐸 × 𝑥𝑆𝑂2,𝜙,𝑇𝐸 (A1) 

 

Where 𝑥𝑏𝑜𝑖𝑙𝑒𝑟,𝜙
𝑙𝑖𝑛𝑘  is the overall partitioning fraction for the boiler for a phase 𝜙 and a trace element TE.  

Also 𝑥𝑃𝑀,𝜙,𝑇𝐸 is the partitioning fraction at the particulate matter control and activated carbon injection 

and 𝑥𝑆𝑂2,𝜙,𝑇𝐸 is the partitioning fraction at the sulfur dioxide control and the selective catalytic reactor, 

both of which are derived from the literature. We call this method the “link” method. 

 

The method presented in Equation A1 assumes that partitioning is independent of the plant processes 

before or after the air pollution control. To test this assumption of independence, we estimate the 

partitioning fraction of trace elements at the boiler-level by matching the combination of air pollution 

controls downstream of the boiler against the exact combination of controls in the literature data. This 

new formulation is shown in Equation A2.  

 

𝑥𝑏𝑜𝑖𝑙𝑒𝑟,𝜙,𝑇𝐸
𝑠𝑦𝑠𝑡𝑒𝑚

= 𝑥𝑃𝑀,𝑆𝑂2,𝜙,𝑇𝐸 (A2) 

 

Where 𝑥𝑃𝑀,𝑆𝑂2,𝜙,𝑇𝐸 is the partitioning fraction of trace element TE into phase 𝜙 for the combination of 

particulate matter and sulfur dioxide controls. We call this method the “system” method.  

 

We assumed partitioning by air pollution controls is independent to model mass flow rates from a greater 

fraction of the fleet. We can estimate mass flow rates for 89% of coal generation using the link method 

but only 67-89% of coal generation using the system method.  

 

In Figure A10, we show a histogram of the difference between the partitioning fraction calculated using 

the link method and the system method. For all four trace elements, we observe differences of at most two 

percent in the partitioning fraction to liquid phase across the two methods. For partitioning to solids, we 

observe differences greater than 10% between the link and system method for Hg, Se, and As. The 

differences in partitioning are driven by the method that determines which set of literature studies 

included. Because of the variability in trace element partitioning observed across literature studies for 

each air pollution control, the median partitioning fraction will shift depending on which study is 

included. Therefore, the assumption of independence across different air pollution controls will not affect 

partitioning estimates for most coal boilers, but will affect partitioning estimates of some specific trace 

elements and pollution controls.  
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Figure A10: Histograms illustrating differences of boiler-level estimates of trace element partitioning 

fractions derived from literature by matching literature data with individual air pollution control devices 

and matching literature data wish combinations of air pollution control devices for the trace elements A) 

Hg, B) Se, C) As, and D) Cl. 
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Appendix A.11: Generation treated by different air pollution controls and 

control combinations 

In Table A4 we show the amount of coal generation and the percent of total coal generation in 2015 for 

each of the post-combustion control options installed to treat Hg, NOX, particulate matter, and SO2. We 

use data from EIA-860, Schedule 6 and electricity generation at the boiler level from EIA-923, Schedule 

3.87,88 EIA-923, Schedule 3 reports 1330 TWh generated from coal in 2015.88  

The most widely used air emissions control devices for Hg, NOx, PM, and SO2 are activated carbon 

injection systems, selective catalytic reactors, cold-side electrostatic precipitators, and wet flue gas 

desulfurization systems, respectively. These systems respectively treat 33%, 45%, 58%, and 57% of total 

coal generation. About 57% of coal generation is not treated by primary Hg controls in 2015, 38% is not 

treated by NOx controls, and 18% is not treated by SO2 controls. All generation is treated by a PM 

control. As explained in greater detail in Appendix A.3, we do not account for roughly 10% of coal 

generation from boilers due to data limitations in our datasets. Although a large portion of the generation 

fleet does not use activated carbon injection to remove mercury, other air emission controls, such as cold-

side electrostatic precipitator, hot-side electrostatic precipitator, fabric filters, and wet flue gas 

desulfurizer, which are not listed by the EIA as mercury pollution controls, remove some mercury.94  

Table A4: Coal electricity generation treated by different post-combustion air pollution controls (in 

TWh) and as a percent of total coal generation in 2015.  

 

 Air pollution control 

Generation treated 

(TWh) 

Generation treated / 

total coal generation 

(%) 

H
g

  None 755 57% 

Activated carbon injection 435 33% 

N
O

X
  

Selective catalytic reactor 603 45% 

None 510 38% 

Selective non-catalytic reactor 77 6% 

Other / Unnamed 0 0% 

P
ar

ti
cu

la
te

  

m
at

te
r 

 

Cold-side electrostatic precipitator 770 58% 

Fabric filter 382 29% 

Wet flue gas desulfurizer 178 13% 

Hot-side electrostatic precipitator 108 8% 

Cyclone 14 1% 

Other / Unnamed 26 2% 

S
O

2
  

Wet flue gas desulfurizer 753 56% 

None 259 19% 

Dry flue gas desulfurizer 146 11% 

Dry sorbent injection 59 4% 

Note: Table produced by the authors using data from EIA-860, Schedule 6 and EIA-923, Schedule 3.87,88 
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Appendix A.12: Comparing partitioning to gas from MATS against literature 

data  

The MATS ICR reports concentrations of trace elements in coal, the heating value of coal, and the heat 

input normalized trace element mass flow rate exiting the stacks of 278 coal boilers. From that we can 

estimate the partitioning of trace elements to gas by air pollution control devices and compare those to our 

bootstrapped estimates.  

The MATS ICR sampled 278 coal boilers for trace element concentration in coal and trace element mass 

flows at the stack. For each boiler in the MATS ICR, we estimate total trace element solid and liquid 

removal by taking the difference between the mass of trace elements entering the boiler and the mass of 

trace elements exiting the stacks. After we merge all boilers from the mass flow rate analysis to boilers in 

the MATS ICR, we compare Hg, Se, As, and Cl removal for 107, 80, 66, and 61 boilers, respectively. 

Boilers are excluded because the MATS ICR does not sample all four trace elements at every boiler. The 

unique boilers in this analysis represent 22% of total coal generation in 2015. 

We compare our estimated partitioning of trace elements to gas from the literature against the partitioning 

of trace elements calculated from the 2010 MATS ICR. The MATS ICR reports mass flow rates to gas 

but not solids or liquids. We estimate a partition fraction x to gas for each boiler in the MATS ICR dataset 

using the median trace element concentrations, median heat input normalized mass flow rate, and median 

heating values reported at the unit level as shown in Equation A3.  

𝑥𝑔𝑎𝑠
𝑀𝐴𝑇𝑆 =

ℎ𝑒𝑎𝑡 𝑖𝑛𝑝𝑢𝑡 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑚𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 [
𝑙𝑏

𝐵𝑇𝑈
]

𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑟𝑎𝑐𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 [𝑝𝑝𝑚]∗10−6[𝑝𝑝𝑚−1]∗ℎ𝑖𝑔ℎ𝑒𝑟 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑣𝑎𝑙𝑢𝑒 [
𝐵𝑇𝑈

𝑙𝑏
]
  (A3) 

Between our dataset and the MATS ICR dataset, there are 107, 80, 66, and 61 boilers with Hg, Se, As, 

and Cl removals, respectively. These boilers account for roughly 25% of total coal generation in 2010.  

We find that our partitioning estimates trace elements are comparable to those reported in the MATS ICR, 

with arsenic and chlorine showing better agreement than mercury and selenium. In Figure A11.A, we 

show the partitioning of trace elements to gas calculated from the MATS ICR dataset. We find that the 

median partitioning of trace elements to solids and liquids in the MATS ICR are 0.11 for Hg, 0.03 for Se, 

0.01 for As, and 0.02 for Cl. For context, the median partitioning to gas estimated from the literature is 

0.35 for Hg, 0.21 for Se, 0.05 for As, and 0.03 for Cl.  

In Figure A11.B, we show the difference between partitioning into solids and liquids from our dataset 

versus the MATS ICR dataset. The difference between median gas partitioning estimates from the 

literature and the MATS ICR is 30% for Hg, 0.18% for Se, 0.074% for As, and 2.9% for Cl. However, at 

some boilers we find significant errors in estimates of partitioning fraction for all trace elements. 

Therefore, the mean difference between the partitioning fraction to solids and liquids between the 

literature versus the MATS ICR is 24% for Hg, 8.5% for Se, 1.9% for As, and 11% for Cl.  

We expect the differences in trace element concentrations to contribute more to the overall total estimate 

differences than differences in partitioning, because the partitioning estimates from the literature are in 

reasonable agreement with the partitioning from the MATS ICR.   
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Figure A11: A) Cumulative distribution functions of median trace element partitioning to gas calculated 

from the reported MATS ICR data. B) Cumulative distribution functions of differences between median 

removal of trace elements from bootstrapping the literature and median gas partitioning of trace elements 

calculated from reported MATS ICR data. Figure produced by the authors using data from Table A3, 

EIA-860, EIA-923 Schedule 5, and MATS ICR. 84,87,88 
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Appendix A.13: Generation normalized mass flow rates of trace elements at 

the boiler level in the U.S. and in different eGRID sub-regions 

In Figure A12, we show the median generation normalized mass flow rate of each trace element from coal 

boilers across the fleet.  

 

Figure A12: Cumulative distribution functions of median generation normalized mass flow rate into 

solid, liquid, and gas phases from bootstrapped coal concentrations in coal at each plant and trace element 

partitioning fractions for air pollution controls at each boiler across the coal fleet for A) Hg, B) Se, C) As, 

and D) Cl. The x-axis on all figures is cut-off at the 99th percentile (0.14 g/MWh for Hg, 4.6 g/MWh for 

Se, 11 g/MWh for As, and 406 g/MWh for Cl) for readability. Figure produced by the author using data 

from COALQUAL, Table A3, EIA-860, and EIA-923.86–88  

We have included eGRID subregion figures in our data repository here: 

https://github.com/xdansun/trace_elem_cfpp_model/tree/master/Figures/subrgn_emfs. We encourage the 

reader to explore the repository and perform their own additional analysis. 
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Appendix A.14: Temporal variability of trace element concentrations in coal  

Coal plants purchase coal in different amounts across different counties from month to month. In Figure 

A13 we show the 2015 monthly median of the bootstrapped concentration of trace elements in coal at five 

example power plants. We estimate the concentration of trace elements for each month employing the 

same bootstrapping approach mentioned in the methods using data from COALQUAL and coal purchase 

data at that month from EIA 923/5.86,88  

The five plants we chose are the Monroe plant in Michigan (ORISPL: 1733), the Gavin plant in OH 

(ORISPL: 8102), the John E Amos plant in WV (ORISPL: 3935), the Roxboro plant in NC (ORISPL 

2712), and the Columbia plant in WI (ORISPL: 8023). These 5 plants generated 16 TWh, 16 TWh, 15 

TWh, 4.9 TWh, and 4.9 TWh respectively.  

We find that the concentration of trace elements varies temporally for a fraction of plants. In Figure A13, 

the concentration varies from month to month for four plants (ORISPL: 1733, 8102, 3935, and 2712). 

Concentrations in the coal blend can vary significantly for all four trace elements, such as the coal blend 

at Roxboro (2712). In other cases, the concentration varies only for one trace element, which is seen for 

the coal blend at Gavin (8102).  

Lastly, the concentration will not vary across time for plants that purchase coal from a single county, such 

as the coal blend of Columbia (8023). There are 111 out of 276 plants that purchase from a single county. 

Those plants generated 370 TWh in 2015, which makes up 28% of total coal generation in 2015.  

 

Figure A13: Monthly median bootstrapped concentrations of trace elements for five example plants. Data 

is produced from COALQUAL and EIA-923/5.86,88 
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Appendix A.15: Comparison of concentrations of trace elements in coal using 

COALQUAL and EIA against MATS ICR reporting  

The 2010 Mercury Air Toxic Standards Information Collection Request (MATS ICR) is a data set 

resulting from an EPA program that sampled concentrations of trace elements in coal prior to combustion 

and sampled trace element emission rates from the stacks of coal plants.84 This dataset is useful for 

comparing our estimates of trace element concentrations in coal, since the MATS ICR samples coal after 

any coal cleaning processes might have taken place. The MATS ICR contains coal concentration data for 

210 coal plants, with anywhere from 3-54 samples per trace element per plant, but not every coal plant 

sampled every trace element. Of those 210 CFPPs, 167 plants have coal data for Hg, 161 for Se, 164 for 

As, and 201 for Cl. The total generation of the coal plants sampled in the MATS ICR was 573 TWh, or 

roughly 43% of total U.S. coal generation in 2010. After we merge all plants from the coal concentration 

analysis to the plants in MATS ICR, only 129 plants remain in the analysis.  

Although the MATS ICR is a recent database, sampling by MATS ICR may not be representative of trace 

element concentrations combusted at plants year-round because sampling took place over a few weeks in 

2010, and it will not capture changes in the mix of coal purchased by power plants over the course of a 

year (see the Appendix A.14 for additional information on the temporal variability of coal purchases from 

power plants). 

Also, MATS ICR data was collected in 2010. Thus, to produce a viable comparison between our method 

and MATS ICR observations, we estimate concentrations of trace elements in coal using our method, but 

using coal purchase data from for the same months in 2010 as those in which MATS ICR data was 

collected.88 Figure A14.A shows the cumulative distribution functions of the median trace element 

concentrations from sampled coal concentrations in MATS ICR and Figure A14.B provides the difference 

between bootstrapped median trace element concentrations and the median concentrations from sampled 

coal concentrations in MATS ICR. Our median estimates for trace element concentrations are 0.13 ppm 

for Hg, 1.4 for Se, 3.3 ppm for As, and 122 ppm for Cl and we find the median concentrations of coal in 

MATS ICR are 0.08 ppm for Hg, 1.0 ppm for Se, 2.0 ppm for As, and 200 ppm for Cl.  

Of the 260 CFPPs in our dataset, there are 46 coal plants that purchase coal from states without Cl coal 

samples. These plants represent 13% of all plants and 22% of coal generation. For those states, we 

approximate Cl concentrations using COALQUAL samples at the basin level. The other trace elements 

have enough data at the state level and do not require basin level data. In Figure A14.C, we re-create 

Figure A14.B but only for plants that purchase coal from counties and states with Cl coal data. The 

median Cl concentration in the coal blend for plants with county and state data is 113 ppm and the median 

Cl concentration for the same plants listed in the MATS ICR is 108 ppm. The Cl coal concentration 

estimates improve when we use this smaller dataset, because we interpolate the concentration from a 

more location specific area.  

Our estimates are on the same order of magnitude as the concentrations reported in the MATS ICR, where 

we get the best agreement with Se and the least agreement with As. We note that our estimates tend to 

overestimate the concentrations of trace elements reported by the MATS ICR, which means that we are 

also likely to overestimate mass flow rates from power plants.  
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Figure A14: A) Cumulative distribution functions of A) median concentrations in coal combusted at the 

plant reported from the MATS ICR B) differences of median concentrations in coal combusted at the 

plant level estimated using COALQUAL and EIA and reported from the MATS ICR. C) median Cl 

concentrations in coal combusted at the plant level estimated using COALQUAL and EIA and reported 

from the MATS ICR only for plants with coal purchases from states with Cl COALQUAL data. Figure 

produced by the authors using data from COALQUAL, EIA-923 Schedule 5, and MATS ICR.84,86,88 
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Appendix A.16: Comparison of minimum model estimates of gas phase Hg 

mass flows against CEMS  

Figure A15 plots the CDF of the difference between Hg CEMS emissions and modeled boiler-level 

calculated emissions using the median Hg concentration in coal and Hg partitioning to air and the 

minimum Hg concentration in coal and Hg partitioning to gas phase. In Figure A15, we find we 

overestimate Hg emissions for 58% of 224 boilers in our Hg CEMS validation. When we select the 

minimum Hg concentrations and minimum gas-phase Hg partitioning coefficient, we still overestimate 

Hg CEMS emissions for 15% of boilers in our Hg CEMS validation. This suggests that there are 

fundamental issues with the quality of published data on the concentration of Hg in the coal and/or the 

partitioning coefficients for gas-phase Hg. For example, it is possible that COALQUAL has yet to sample 

low Hg concentration coals or that the coal mining and coal purchasing process can select for coal with 

lower ash content, which may lead to lower mercury content. We posit that our model would more closely 

match CEMS data if our input data quality more accurately reflected the Hg concentrations in coal that is 

combusted in plant boilers and/or removed in APCDs. In short, the inaccuracies should not be viewed as 

grounds to dismiss the model, but rather highlight the need for greater data fidelity.  

 

Figure A15: Difference of modeled and CEMS Hg gas phase emissions where the modeled emissions are 

either the median result from the manuscript (Median estimate) or utilize the lowest reported Hg 

concentration in coal and the lowest gas phase Hg partitioning fraction (Minimum estimate). 
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Appendix A.17: Benchmarking estimates of gas-phase, generation-normalized 

mass flow rates against separate model results 

In 2018, the Electric Power Research Institute (EPRI) estimated the hazardous air pollutant emissions 

from U.S. coal-fired electric generating units for the baseline year 2017, but they do not perform a 

separate validation analysis.95 Here we validate their results for Hg emissions and compare their results 

with our results for As, Se, and Cl emissions to evaluate the relative strengths and weaknesses of the two 

emissions models. We validate against 2015 Hg emissions from CEMS, because EPRI used coal 

consumption and fuel purchase data from 2015.95  

In Figure A16, we show the difference of modeled Hg gas phase emissions and CEMS reported Hg gas 

phase emissions, where the modeled emissions are generated by either our median bootstrapping analysis 

or EPRI’s emissions model, provided in Appendix G of the EPRI report.95  We note that the EPRI model 

estimates Hg emissions for 216 plants, which generated 66% of coal-fired electricity in 2015. There are 

84 plants in common between EPRI’s 216 plants and the 113 plants in our Hg validation analysis. 

Because EPRI’s emission numbers are at the plant level, we assume that each boiler at the plant has the 

same generation normalized emissions as the plant. We find that EPRI’s emissions model is generally a 

closer match with the CEMS emission data, but can still differ from CEMS emissions by up to 20 mg 

Hg/MWh. We find that the error of 68 of the 84 boilers in the EPRI analysis are within 2 mg Hg/MWh of 

CEMS emissions while 49 of the same 84 boilers are within 2 mg Hg/MWh.  

We hypothesize that EPRI’s model better fits the CEMS emissions data for three reasons. First, EPRI 

uses the CEMS data to develop their mercury emission estimates, utilizing the boiler measurement data 

when available and the average CEMS heat-input normalized emissions (lb/trillion BTU) when the 

measurement data was not available. Second, EPRI has access to more datasets for estimating coal 

concentration and partitioning fractions. Because EPRI is only estimating trace element mass flows to the 

gaseous phase, they can use the MATS ICR dataset. Second, EPRI also has access to additional coal 

concentration and plant partitioning data obtained from their own sampling efforts. Between MATS ICR 

and EPRI’s internally held datasets, EPRI reports that they have access to at least 524 Hg, 250 Se, 263 

As, and 280 Cl sampling events.95  Third, the larger dataset enables EPRI to use regression based 

approaches to derive heat-input normalized emissions for each APCD combination as a function of coal 

trace element content, ash content (for arsenic), and sulfur content (for selenium). 

EPRI also modeled gas phase emissions for Se, As, and Cl from the same 216 plants they used to model 

Hg emissions. We benchmark our model’s median bootstrapped gas phase emissions against EPRI’s gas 

phase emissions. We find 184 coal plants in common between our data sets, which generated 65% of 

2015 coal generation, that are used in the benchmarking.  

In Figure A17, we show the results of our benchmarking. The median difference between our results and 

EPRI’s is 5.8 mg Se/MWh, -2.9 mg As/MWh, and 980 mg Cl/MWh. Based on these results, we tend to 

overestimate gaseous emissions at the plant level for Hg, Se, and Cl compared to EPRI’s estimates. We 

find our Se, As, and Cl estimates are within ±30% of EPRI’s estimates for 56%, 63%, and 44% of 184 

plants, respectively. For Se and As, more than half of our plants show comparable estimates to EPRI’s 

model. We find these results encouraging, as it suggests that if input data quality improves, then the 

bootstrap model that might be comparable or even more accurate to other plant level estimates.  
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Figure A16: Difference of CEMS reported versus modeled generation normalized gas phase Hg 

emissions, where the modeled emissions are either the median bootstrapping result from the manuscript 

(our estimates) or the reported result from EPRI’s modeling analysis.  
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Figure A17: Generation normalized gas phase emissions estimated by the EPRI model and by our model 

alongside the difference between our model and EPRI’s for the trace elements A) Hg, B) Se, C) As, and 

D) Cl.  
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Appendix B.1: Sensitivity analysis of air pollution control device efficiencies  

According to the Environmental Protection Agency (EPA), a review of air pollution control removal 

efficiencies states that selective catalytic reaction (SCR) removes 70-90% of NOx emissions and wet flue 

gas desulfurization (wFGD) removes 80-98% of SO2 emissions.109,110 In one of our scenarios, we 

estimate the SO2, and NOx emissions when coal plants turn off SCR and wFGD devices. In our modeling, 

we assumed SCR devices remove 80% of NOx emissions and wFGD removes 90% of SO2 emissions. In 

that scenario we estimate the U.S. electricity sector emits 2.2 million metric tons of NOx and 3.9 million 

metric tons of SO2. 

In Figure B1, we perform a sensitivity analysis on NOx and SO2 emitted by from the U.S. electricity 

sector when coal plants turn off SCR and wFGD devices as a function of the SCR and wFGD removal 

efficiencies. NOx emissions ranged from 1.6 – 3.7 million metric tons and SO2 emissions varied 2.4 – 

15.9 million tons. The relationship between emissions and removal efficiency is nonlinear and inversely 

proportional, so assuming higher removal efficiencies will lead to significantly higher emissions. 

However, despite this nonlinearity, emissions when SCR and wFGD devices are turned off are higher 

than the 1.4 million metric tons NOx and 1.7 million metric tons SO2 emitted when coal displaces natural 

gas regardless of the removal efficiency of the air pollution control devices. Therefore, turning off wFGD 

and SCR devices at coal plants will lead to greater NOx and SO2 emissions. 

  

Figure B1: NOx and SO2 emissions as a function of selective catalytic reactor removal efficiency and wet 

flue gas desulfurizer removal efficiency.  
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Appendix B.2: Temporal variation of the emission factors from coal and 

natural gas boilers  

In Figure B2, we show the hourly emission factors of a sample of coal and natural gas boilers with some 

of the highest and lowest average emission factors. These emission factors are normalized by the gross 

generation, which is the hourly generation data provided by CEMS. In each subfigure, we show 25 boilers 

out of a total of 3009 coal and natural gas boilers. We find that regardless of the pollutant and the 

magnitude of the emission factor, there are significant hourly variations (up to a factor of 10) for every 

boiler shown in Figure B2. Therefore, when changing the generation of a coal or natural gas boiler, it is 

important to use the hourly emission factor to accurately estimate the emissions. When coal boilers are 

not operating at an hour we want to bring the boiler online, we use the average emission factor at a lower 

temporal resolution to best approximate the hourly emission factor.  

We note that many natural gas boilers appear with the highest emission factors even though they typically 

emit less SO2 and CO2 than coal boilers. For example, in Figure BA, 2 of the 25 featured boilers are 

natural gas boilers. We find that these high emission intensity boilers operate a secondary fuel like diesel 

oil or coal and operate for a fraction of the year, so that their emission intensity profile more closely 

resembles a coal plant.  
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Figure B2: Boxplots showing the hourly emission factors of A) and B) SO2, C) and D) NOx, and E) and 

F) CO2 of 25 coal and natural gas boilers that have the highest (A, C, and E) and lowest (B, D, and F) 

average emission factors in our modeled dataset for every hour they generated electricity. In the boxplot, 

the red line is the median, the blue lines are the first and third quartiles, the lower whisker is the first 

quartile minus 1.5 times the interquartile range, the upper whisker is the third quartile plus 1.5 times the 

interquartile range, the red crosses are outliers, and the black asterisk is the average emission factor, 

which is equal to the annual emission divided by the total gross generation.  
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Appendix B.3: Map of eGRID sub-regions 

Figure B3 shows the 26 Emissions and Generation Resource Integrated Database (eGRID) sub-regions in 

the U.S. The EPA designed the eGRID sub-regions to mimic regional transmission organizations and 

independent system operators within North American Electric Reliability Corporation regions. In our 

study, we focus on the contiguous U.S.  

 

Figure B3: Map of eGRID sub-regions (source: https://www.epa.gov/energy/egrid-sub-region-

representational-map)  

  

https://www.epa.gov/energy/egrid-subregion-representational-map
https://www.epa.gov/energy/egrid-subregion-representational-map
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Appendix B.4: Amount of natural gas generation displaced by coal electricity 

by eGRID subregion 

In one of our scenarios, we displace natural gas generation in each eGRID sub-region by coal electricity. 

We displace natural gas generation equal to 90% of the total coal spare capacity available (the total coal 

capacity minus the total coal generation). If there is less natural gas generation than 90% of the spare coal 

capacity, then we displace all the natural gas in the sub-region. In Figure B4A we show the baseline coal 

generation, baseline natural gas generation, the total coal capacity, and the total coal and natural gas 

capacity for each eGRID sub-region. In Figure B4B we show the coal generation and natural gas 

generation alongside the capacity after coal displaces natural gas. In Figure B4C, we show the change in 

coal and natural gas generation between coal displacing natural gas and the baseline.  

The amount of natural gas generation displaced ranges from 16-100% across the sub-regions, with a 

median of 77%. Sub-region SRMW is the only eGRID sub-regions with 100 of its natural gas generation 

displaced. Meanwhile, coal generation increases from 9-110% with a median increase of 56%. Sub-

regions ERCT, FRCC, SRSO and SRMC have coal generation equal to 90% of the total coal capacity. 

We find that even if the eGRID sub-region has sufficient coal capacity to displace all natural gas 

generation, that does not mean there will be sufficient coal capacity at each hour to displace all natural 

gas generation. For example, in the summer, natural gas is less likely to be displaced because coal 

capacity factors tend to be higher and less coal capacity is available to displace gas.  
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Figure B4: Coal and natural gas generation in 2017 at each eGRID subregion for the A) baseline and B) 

when coal displaces natural gas, and C) the amount of increased coal generation and decreased natural gas 

generation.  
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Appendix B.5: Emissions from coal displacing natural gas using average SO2 

emission factors  

When coal displaces natural gas, coal plants increase generation by order of ascending SO2 emission 

factors. This order was selected to produce a more conservative estimate of emissions. In this SI Section, 

we perform a back-of-envelop estimate of annual emission increases if each coal plant emitted the 

average emission factor in their eGRID sub-region to estimate what emissions might be if we selected a 

different dispatch order. We estimate emission increases from the baseline at each eGRID sub-region by 

multiplying the annual increase in coal generation by the difference of the average annual coal emission 

factor and average annual natural gas emission factor.  

In Figure B5, we show the emission increases from the baseline using the above methodology and the 

method in the manuscript, where we dispatch coal plants by lowest hourly SO2 emission factor first. The 

emissions increase when the coal plants with lowest SO2 emission factor are selected first are 0.50 million 

metric tons of SO2, 0.43 million metric tons of NOx, and 350 billion metric tons of CO2. When we use the 

average annual SO2 emission factors, the emissions are 0.51 million metric tons of SO2, 0.32 million 

metric tons of NOx, and 300 billion metric tons of CO2. Comparing the emission increases against each 

other, estimating emissions using the average emission factor increases SO2 emissions by 3% and 

decreases NOx and CO2 emissions by 26% and 15%, respectively. Compared to the 40%, 40%, and 20% 

emission increases from the baseline in SO2, NOx, and CO2, respectively, the back-of-envelop estimates 

an additional 1% increase in SO2 emissions and a 12% and 3% decrease in NOx and CO2 emissions. 

These results suggest that even if coal plants with the lowest SO2 emission factors are selected first, 

enough generation is displaced so that plants with above average SO2 emission factors are dispatched. 

Additionally, because NOx and CO2 emission increases are less in the back-of-envelop analysis, coal 

plants with low SO2 emission factors do not necessarily have low NOx and CO2 emission factors.  
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Figure B5: SO2, NOx and CO2 emissions increases from the baseline when coal displaces natural gas in 

the U.S. electricity sector. The blue bar corresponds to an emission increase estimated by multiplying coal 

generation increases by the average coal and natural gas emission factors by eGRID sub-region. EMF 

stands for emission factors. The yellow bar corresponds emission increases used in the manuscript where 

coal plants with the lowest SO2 emission factors are picked hourly.   
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Appendix B.6: Emission factors of pollutants by eGRID subregion  

In Figure B6, S7, and S8, we show plant-level emission factors for SO2, NOx, and CO2, respectively, as a 

function of generation for all coal and natural gas plants in the U.S. and in each eGRID sub-region. 

Generally, we find that the SO2 emission factors of coal plants are an order of magnitude greater than 

natural gas plants. NOx emission factors and CO2 emission factors of coal plants are about 5 times and 2 

times greater than natural gas plants, respectively. Additionally, qualitatively, we find that the emission 

factors of the pollutants are not correlated with the generation of the plants, except for some plants with 

extremely high emission factors due to near-zero generation. These emission factors are likely due to 

plants being less efficient at low capacity factors.  

 

  



 S118 

 

Figure B6: Annual SO2 emission factors calculated from 2017 CEMS emissions and generation data of 

natural gas (red) and coal plants (blue) in the A) contiguous U.S. and in eGRID subregions B) AZNM, C) 

CAMX, D) FRCC, E) MORE, F) MROW, G) NEWE, H) NWPP, I) NYCW, J) NYI, K) NYUP, L) 

RFCE, M) RFCM, N) RFCW, O) RMPA, P) SPNO, Q) SPSO, R) SRMV, S) SRMW, T) SRSO, U) 

SRTV, and V) SRVC. Each point represents a single plant.  
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Figure B7: Annual NOx emission factors calculated from 2017 CEMS emissions and generation data of 

natural gas (red) and coal plants (blue) across the the A) contiguous U.S. and in eGRID subregions B) 

AZNM, C) CAMX, D) FRCC, E) MORE, F) MROW, G) NEWE, H) NWPP, I) NYCW, J) NYI, K) 

NYUP, L) RFCE, M) RFCM, N) RFCW, O) RMPA, P) SPNO, Q) SPSO, R) SRMV, S) SRMW, T) 

SRSO, U) SRTV, and V) SRVC. Each point represents a single plant.  
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Figure B8: Annual CO2 emission factors calculated from 2017 CEMS emissions and generation data of 

natural gas (red) and coal plants (blue) across the A) contiguous U.S. and in eGRID subregions B) 

AZNM, C) CAMX, D) FRCC, E) MORE, F) MROW, G) NEWE, H) NWPP, I) NYCW, J) NYI, K) 

NYUP, L) RFCE, M) RFCM, N) RFCW, O) RMPA, P) SPNO, Q) SPSO, R) SRMV, S) SRMW, T) 

SRSO, U) SRTV, and V) SRVC. Each point represents a single plant.  
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Appendix B.7: Increase in emissions at the state level  

In Figure B9, we show the increase in SO2, NOx, and CO2 emissions at the state level between the 

baseline and when wFGD and SCR devices are turned off at coal plants and the baseline and when coal 

displaces natural gas at the eGRID subregions. When wFGD and SCR devices are turned off, emissions 

can increase by up to 500 thousand tons of SO2 (Texas) and 120 thousand tons of NOx (Indiana). When 

coal displaces natural gas, emissions can increase by up to 140 thousand tons of SO2 (Texas), 60 thousand 

tons of NOx (Maryland), and 47 million tons of CO2 (Maryland).  

Similar to the results at the eGRID sub-region level, we find that for most states, turning off wFGD and 

SCR devices leads to greater NOx and SO2 emissions at the state level than coal displacing natural gas. 

The states where that is not true are Arizona, Connecticut, Louisiana, Maryland, New Hampshire, New 

York, Oklahoma, South Carolina, Utah, and Virginia. Additionally, when coal displaces natural gas, some 

states may decrease their emissions from the baseline, because natural gas electricity displaced in one 

state may be displaced by coal electricity in a different state. The states that can benefit from an increase 

in coal use are California, Indiana, Illinois, Massachusetts, Maine, Mississippi, New Jersey, Nevada, 

Oregon, Pennsylvania, Rhode Island, and Virginia. These states have a greater fuel share in natural gas 

than in coal, and in some cases, they do not have any coal-fired electricity. Although these states may 

benefit from an increase in coal use by decreasing emissions in their state, the decreases are relatively 

minor and could be outweighed by downwind emissions from other states.  
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Figure B9: Increases in pollutant emissions at the state level when air emission controls are turned off 

and when coal displaces natural gas compared to the baseline emissions for A) SO2, B) NOx, and C) CO2. 

Note that CO2 emissions are not affected when air emission controls are turned off.  
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Appendix C.1: Electricity demand since 2001.  

In Figure C1, we show the electricity demand in Pennsylvania from 2001-2016. We estimate electricity 

demand as the difference of total electricity consumed in the residential, industrial, and commercial 

sectors and the total electricity consumed by the electricity sector. All data is provided by the Energy 

Information Administration (EIA) and their estimates of total consumption by end-use sector.153  We find 

in Figure C1 that there are no significant changes to demand in the last 15 years and so we assume this 

trend holds until 2050 in our assumptions.  

 

Figure C1: Electricity demand in Pennsylvania (TWh) from 2001-2016. Data is provided by Energy 

Information Administration (EIA).153  
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Appendix C.2: Data sources used in land use analysis and exclusion criteria 

We identified forested areas in Pennsylvania using the 2011 National Land Cover Database.154 In the 

dataset, we identify land types 41, 42, and 43, which are deciduous forest, evergreen forest, and mixed 

forest, as forested areas and assumed all other land types are non-forested areas.155   

In Table C1, we provide the exclusion criteria and the sources of those criteria.  

In Figure C2, we provide the map used in the baseline analysis, with all manmade areas excluded. The 

total area and total forested area in the baseline analysis is 64,000 sq km and 47,000 sq km, respectively.  

Table C1: Exclusion criteria applied for the solar PV and wind land use and fragmentation analysis. 

Excluded areas, except for elevation, slope, and area excluded at farm site, include a 100 m buffer zone to 

account for edge effects. Exclusion criteria that are considered “manmade” are excluded from all analysis 

including the fragmentation analysis. Area excluded at farm site is a way to ensure there is sufficient 

contiguous land area to build renewables capacity.  

Criteria Solar PV Wind Manmade  Source 

Elevation >1500 m >1500 m  USGS: Earth Explorer, SRTM dataset 

https://lta.cr.usgs.gov/SRTM1Arc 

Slope >10% >3%  Slope estimated from elevation data using 

“slope” feature on ArcMap 

Area excluded 

at farm site 

>15% >50%  Available area at the farm site is calculated with 

Python. 

Protected 

areas 

X X  U.S. Geological Survey, Gap Analysis Program 

(GAP). May 2016. Protected Areas Database of 

the United States (PAD-US), version 1.4 

Combined Feature Class:  

https://gapanalysis.usgs.gov/padus/data/downlo

ad/ 

Water bodies 

and rivers 

X X  USA Detailed Water Bodies from UTC Geodata 

Portal: 

http://geodata.utc.edu/datasets/48c77cbde9a047

0fb371f8c8a8a7421a_0 

Census urban 

zones 

X X X 2017 Urban Areas from U.S. Tiger Dataset: 

https://www.census.gov/cgi-

bin/geo/shapefiles/index.php 

Surface mines X X X U.S. Geological Survey: Active mines and 

mineral plants in the U.S.:  

https://lta.cr.usgs.gov/SRTM1Arc
https://gapanalysis.usgs.gov/padus/data/download/
https://gapanalysis.usgs.gov/padus/data/download/
http://geodata.utc.edu/datasets/48c77cbde9a0470fb371f8c8a8a7421a_0
http://geodata.utc.edu/datasets/48c77cbde9a0470fb371f8c8a8a7421a_0
https://www.census.gov/cgi-bin/geo/shapefiles/index.php
https://www.census.gov/cgi-bin/geo/shapefiles/index.php
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https://mrdata.usgs.gov/mineplant/ 

Airports, 

Roads, and 

Rails 

X X X PA Transportation files in the Staged Products 

Directory from the U.S. Geological Survey 

National Map: https://prd-

tnm.s3.amazonaws.com/index.html?prefix=Stag

edProducts/Tran/Shape/ 

Existing solar 

plants 

X  X EIA-860, Schedule 3: 

https://www.eia.gov/electricity/data/eia860/  

Existing wind 

plants 

 X X EIA-860, Schedule 3: 

https://www.eia.gov/electricity/data/eia860/ 

 

 

Figure C2: Map used for baseline analysis, with forested land, non-forested land, and excluded manmade 

land. Excluded manmade land is all land excluded due to the criteria listed in Table C1 that is considered 

manmade, suggesting that those lands do not contribute meaningfully to habitats and ecology in 

Pennsylvania.  

  

https://mrdata.usgs.gov/mineplant/
https://prd-tnm.s3.amazonaws.com/index.html?prefix=StagedProducts/Tran/Shape/
https://prd-tnm.s3.amazonaws.com/index.html?prefix=StagedProducts/Tran/Shape/
https://prd-tnm.s3.amazonaws.com/index.html?prefix=StagedProducts/Tran/Shape/
https://www.eia.gov/electricity/data/eia860/
https://www.eia.gov/electricity/data/eia860/
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Appendix C.3: Distribution of solar and wind farm capacities in the U.S.  

In Figure C3, we show the capacities of wind farms in the U.S. using data from EIA-860, Schedule 2.87 

We find that the mean and median wind farm capacities are 84 MW and 59 MW, respectively. The 

maximum wind farm capacity is 735 MW. In our model assumptions, wind farms can have a capacity up 

to 128 MW. We find 282 wind farms out of 1050 wind farms have a capacity greater than 128 MW.  

 

Figure C3: Histograms of capacity in MW of wind farms in the U.S. Data is from EIA-860, Schedule 2.87 
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Appendix C.4: Wind generation 

We estimate the capacity of wind farms from wind speeds using Equation S1, which are methods similar 

to the ones provided in Wu et al.37  

𝑃𝑎𝑣𝑔 = 𝑅 ∗
1

2
𝜌𝐴𝑏𝑙𝑎𝑑𝑒𝑣𝑎𝑣𝑔

3   (S1) 

Where 𝑃𝑎𝑣𝑔 is the average power output of a turbine in Watts; 𝜌 is the air density, which is 1.225 kg/m3 at 

15 degrees Celsius and 1 atm; 𝑅 is the Rayleigh’s correction factor for average wind speeds, 𝐴𝑏𝑙𝑎𝑑𝑒 is the 

swept area of the turbine blades in m2, which we estimate assuming 100 m turbine blades; 𝑣𝑎𝑣𝑔is the 

average wind velocity in m/s, provided by National Renewable Energy Laboratory’s mid-Atlantic wind 

resource maps, which gives wind speeds at 50 m.130 We assume turbines of 100 m and extrapolate the 

wind speed using the 1/7 rule of thumb, which is the ratio of the unknown wind speed to the known wind 

speeds is equal to the ratio of the two heights raised to the 1/7th power.37  

Based on this power output, we then constrain the capacity of the wind farm based on land impact factor 

and the area used to site farms. Since wind farms are constructed on 16 sq km land and the land impact 

factor we assume is 8 MW/sq km, the maximum wind farm capacity is 128 MW. Therefore, any land with 

wind speeds high enough that can site wind farms higher than 128 MW instead site wind farms with 128 

MW.  

To estimate generation, we assume each wind farm operates annually at an average capacity factor of 0.3, 

which we believe is a reasonable assumption based on the performance of existing wind farms.156  
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Appendix C.5: CCS and coal and natural gas plants 

In Table C2, we list every coal and natural gas plant in Pennsylvania and whether the plant is cited above 

a saline formation. Natural gas plants that are above a saline formation generated 18.9 TWh in 2016, 

which is 28% of natural gas generation. Coal plants cited above a saline formation generated 44 TWh in 

2016, which is 93% of coal generation. All coal plants except for plant 3140 is cited above a saline 

formation.  

Table C2: Coal and natural gas plants in Pennsylvania by plant code, fuel type, net generation, latitude, 

longitude, and whether they are cited above a saline reservoir. Saline reservoir data is provided by NETL 

Carbon Storage Atlas.127  All other data is provided by EIA.87  

Plant Code 

(ORISPL) 

Fuel Type Net 

Generation 

(TWh) 

Latitude Longitude Above saline 

reservoir 

3096 natural gas 0.1 40.465 -80.044 yes 

3110 natural gas 0 39.866 -77.165 no 

3118 coal 9.2 40.384 -79.061 yes 

3120 natural gas 0 41.706 -77.082 yes 

3122 coal 6.6 40.513 -79.196 yes 

3131 natural gas 0.2 41.068 -78.366 yes 

3136 coal 10.2 40.660 -79.341 yes 

3138 natural gas 0.8 40.938 -80.369 yes 

3140 coal 3.3 40.096 -76.696 yes 

3148 natural gas 4.4 40.798 -75.105 yes 

3149 coal 4.4 41.071 -76.667 no 

3161 natural gas 0.1 39.858 -75.323 no 

3176 natural gas 0.7 41.201 -76.070 yes 

6094 coal 11.6 40.635 -80.416 yes 

7397 natural gas 0 39.939 -77.658 no 

8226 coal 2 40.538 -79.791 yes 

10129 natural gas 0 40.614 -79.159 yes 

10870 natural gas 0 40.928 -76.041 no 

50074 natural gas 0 39.810 -75.428 no 

50284 coal 0 40.680 -78.233 yes 

50373 natural gas 0 40.265 -76.877 no 

50463 natural gas 0.9 41.574 -76.043 yes 

52149 natural gas 0.3 40.220 -75.302 no 

54250 natural gas 0 40.014 -75.053 no 

54333 natural gas 0 40.955 -76.879 yes 

54693 natural gas 0 39.986 -76.676 no 

54785 natural gas 1 39.942 -75.188 no 

55193 natural gas 4.2 40.422 -75.936 no 
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55196 natural gas 0.1 40.547 -79.768 no 

55231 natural gas 4.1 39.861 -75.336 no 

55233 natural gas 0.2 41.291 -79.806 yes 

55298 natural gas 8.6 40.148 -74.741 no 

55337 natural gas 5.4 40.351 -76.366 no 

55347 natural gas 1.2 40.638 -79.352 yes 

55377 natural gas 0 39.748 -79.839 yes 

55516 natural gas 4.6 39.859 -79.918 yes 

55524 natural gas 1.6 39.738 -76.307 no 

55654 natural gas 0.2 39.867 -77.686 no 

55667 natural gas 3.9 40.802 -75.108 no 

55690 natural gas 5.3 40.618 -75.315 no 

55710 natural gas 4.4 40.545 -79.769 yes 

55801 natural gas 5 39.807 -75.422 no 

55976 natural gas 4.6 39.873 -77.167 no 

55997 natural gas 0 39.911 -77.667 no 

56397 natural gas 0 41.203 -76.068 yes 

56513 natural gas 0 40.098 -75.243 no 

58195 natural gas 0.1 40.809 -77.848 yes 

58420 natural gas 2.6 41.768 -76.390 yes 

58426 natural gas 2.9 41.181 -76.839 yes 

58715 natural gas 0.1 41.658 -76.049 yes 

58811 natural gas 0.1 41.611 -76.843 yes 

58897 natural gas 0 39.980 -75.151 no 

59056 natural gas 0 40.184 -75.234 no 

 

 

 


