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Abstract
In today’s fast-paced lifestyle, internet users depend on social media platforms

to obtain and debate essential socio-political and economic topics. However, this
same vital source su�ers from various challenges. On social media platforms, such
as Twi�er, users do not necessarily face a lack of information; instead, they are
overwhelmed with diverse information sources. �ese myriad sources of informa-
tion on social media can make users unknowingly con�ned to or associated with
other users or groups. Moreover, facts or news can be reported in ways that create
confusion and a�ect public sentiment on scienti�c actualities. Such social media
challenges can cause a long-lasting impact in reshaping our society, slowing down
scienti�c progress, and dampen regulatory endeavors. �us, social media’s impact
on socio-political and economic topics must be analyzed. In this thesis, I analyze
each of these problems using conversations and news articles about one of the most
signi�cant challenges our society faces today, i.e., climate change.

In my �rst study, I analyze climate change discussions on Twi�er to study users
con�ned to competing belief groups. I classify Twi�er account users into: (a) users
who believe in the anthropogenic cause of climate change (Believers); and (b) users
who don’t (Disbelievers). I study the di�erences in communication topics and net-
work structure in Disbelievers and Believers. I �nd that both Disbelievers and Be-
lievers talk within their group more than with the other group; this is more so the
case for Disbelievers than for Believers. In my second study, I develop a framework
to quantify hostile communication between Believers and Disbelievers. I show that
Disbelievers of climate change are more hostile towards Believers than vice versa. I
examined the framing bias of climate change news articles shared on Twi�er as part
of my third study. I �nd that climate change news articles are predominantly framed
as related to policy issues in the context of a social group’s traditions, customs, or
values. Finally, I explore the spread of conspiracy theories in climate change con-
versations on Twi�er. Results suggest that Disbelievers are primarily responsible
for sharing messages that contain keywords related to conspiracy theories. Over-
all, my work in this thesis develops frameworks to analyze social media challenges
and contributes to climate change communication research.
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Chapter 1

Introduction

Information media, such as print media and television, has always been in�uential in shaping

public opinion. Before the advent of the World Wide Web, the number of distribution chan-

nels in information media and breadth of content was limited. With the dawn of new media

technologies, the Web democratized the information distribution channels by giving voice to

each individual, which was then bolstered by various social media platforms. �ese social me-

dia platforms, such as Twi�er and Facebook, gave unrestricted access to information to the

masses, decreasing the information gap between the elite and the newly strengthened middle-

class [105].

Although there are many bene�ts to social media platforms, they also su�er from multi-

ple challenges. Firstly, the current social media platforms have several sources of information

about topics, which goes beyond human cognition to process and draw meaningful inferences

about this information [130]. In this information over�ow landscape, malicious entities can use

alternative facts to mold the truth and portray their own opinion. �us, creating a planned

confusion that bene�ts certain people or a group of people with similar agendas. Moreover, the

proliferation of these alternative facts (or lies) on social media platforms is higher compared

to the actual fact (or truth) [157].1 One vast sub�eld of alternative facts or lies is conspiracy

1In §5.6.1 we discuss di�erent types of false information with examples from climate change discussion.
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theories, which aim to create confusion on scienti�c facts. �ese conspiracy theories are likely

to be shared by a signi�cant number of people, potentially driving conversations about speci�c

topics.

Secondly, users on these forums could be con�ned to certain topic groups, such as users

supporting one view would not be exposed to another viewpoint. �is leads to the formation

of echo-chambers [145], or groups of people with certain viewpoints and beliefs. �ese “echo-

chambers” create bias in information consumed by social media users. �is problem only be-

comes more acute with the use of user-speci�c recommendations [1, 46], which potentially

segregate users by recommending information that is in line with their views. In social media

literature, this phenomenon is called positional polarization. Moreover, a group of people with

similar beliefs could be hostile to people of opposite beliefs. �is leads to a�ective polarization.

A�ective polarization could further widen the divide between the groups.

Lastly, news shared on social media platforms could be framed in ways such that speci�c

points are emphasized or de-emphasized to create confusion or further a political agenda. For

example, research shows that authoritarian governments can bene�t from altering/framing

news on social media to further their aim [61, 149]. Moreover, the use of these subtle language

framing can even create confusion on scienti�c facts leading people to disregard scienti�c con-

sensus [134].

Given these challenges described above and their impact on the economy and society, re-

searchers should explore technical and policy tools to mitigate such problems. Today, social

media platforms are essential sources for sharing and debating important socio-political and

economic topics [138]. In this thesis, I focus on one of the most important challenges humanity

faces today, i.e., climate change.

I develop methods to analyze the above mentioned challenges in climate change discus-

sion on social media. Previous research on climate change communication has relied on survey

based and manual methods. Traditional methods such as surveys could cost $70,000 for typi-

2



cal 1,000 participants [52]. Apart from being expensive, traditional methods su�er from other

limitations. Surveys are limited in �nding nuanced beliefs and in studying extensive social net-

work structures. �ese methods also su�er from well-known biases such as “social desirability

bias” [52], which could be detrimental in studying socially sensitive and partisan topics such as

climate change. In other words, asking people directly might not be as accurate as using social

media data. On the other hand, in my thesis, I rely on rich social media data to uncover the

climate change communication challenges. Social media provides real-time, extensive, but �ne-

grained, and un�ltered data that could be used to �nd nuanced beliefs and analyze extensive

social networks. Comprehensive social media data represent population across age, gender,

income level, and other demographics. �e complexity and size of social media data warrant

the use of new computational methods. As part of this thesis, I develop computational methods

that could be used on big data feasibly. �us, this thesis uses social media and computational

methods to provide new avenues to progress climate change communication research.

According to United Nation’s ex-general secretary Ban Ki-Moon climate change is poten-

tially the “challenge of our generation” [114]. Although there is virtually 100% consensus among

scientists about the anthropogenic cause of climate change [126], multiple studies suggest that

between 20%-40% of the U.S. public believe that climate change is a hoax [151]. Climate change

scientists have alerted the policymakers about the dangers of current carbon-related policies,

but a signi�cant set of people resist any change in policies. Out of the people who resist any

change in policies, arguably the most alarming subset of people are those who do not believe

in scienti�c facts. Climate change is an interesting topic as although there is near consensus

among experts, there is polarization in belief among the general public.

As more and more people get their news from social media, the role social media plays in

shaping our society’s perspective on the climate change debate must be analyzed. Understand-

ing these conversations is warranted to help recognize people’s beliefs on climate change and

the underlying constructs by which more people are either a�racted or repelled by the topic.

3



All of this can help tailor appropriate future messaging. Although the methods discussed in

this thesis can be applied to other social-economic topic, we consider climate change as a case

study because of its socio-economic importance, urgency, and lack of research in this area.

1.1 Dataset Contribution

1.1.1 Twitter Dataset

I collected tweets using Twi�er’s standard API2 with keywords “Climate Change”, “#ActOnCli-

mate”, “#ClimateChange”. �e dataset was collected between August 26th, 2017 to September

14th, 2019. Due to server errors, the collection was paused from April 7th, 2018 to May 21st,

2018, and again from May 12th, 2019 to May 16th, 2019. I ignore these periods in my analysis.

�e collected dataset consists of 38M unique tweets and retweets from 7M unique users a�er

deduplicating tweets 3. In Table 1.1, I describe the statistics of the dataset. I use these tweets in

Chapters 3,4 and 5 of the thesis.

1.1.2 Climate Change News Articles

I collected news articles shared via the Tweets collected above. I scrape all the articles shared by

news agencies on Twi�er using the collected Tweets. To �nd out whether an account is from a

news agency, I use a pre-trained model as described in [80]. �e model uses a long-short-term

memory neural network [77] with an a�ention mechanism [15] trained on over 10,000 users.

�e test accuracy reported on a held-out dataset is 91.6%. I found∼4% percent of users as news

agency account with ∼1.1M unique tweets and retweets. I scraped the article shared via URL

for each tweet by using python’s requests library. I collected 900k �les shared via URL. Out of

these 900k �les, I removed the �les which were non-text �les and all the �les with the error
2https://developer.Twitter.com/en/docs/tweets/search/overview/standard
3�e dataset can be found at /storage/sumeetsstuff/debatetopics/climatetweets

jan24.zip

4
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Table 1.1: Statistics of the Tweets used in Chapters 3,4, and 5 and the articles collected to analyze

media framing in Chapter 4.

Tweets Articles

Total Number 38M 810k

Mean per day 48,860.5 1,157.5

Min per day 2 0

Max per day 243,574 6,513

message returned from scraping the news outlet’s website. A�er removing the unwanted �les,

I was le� with 810k articles spread across the same timeframe as the Tweets dataset above 4. In

Table 1.1, I describe the statistics of the dataset. I will refer to these articles as news articles, I

use this dataset in Chapter 4.

1.2 Summary of �esis

�is thesis is composed of the following chapters:

1. Chapter 1: Introduction

2. Chapter 2: Positional Polarization (published at SBP-BRiMS 2020 [148])

3. Chapter 3: A�ective Polarization (published at ASONAM 2020 [150])

4. Chapter 4: Media Framing (under review)

5. Chapter 5: Climate Change Conspiracy �eories

6. Chapter 6: Conclusion

Chapter 2 presents a framework to �nd and analyze positional polarization among two com-
4�e dataset can be found at /storage3/amant/articles, /storage3/amant/articles2/

articles, /storage3/amant/articles3. Each article is saved in format ‘UserID’ ‘StatusID’.txt where

‘UserID’ and ‘StatusID’ are unique Twi�er’s user account identi�cation and Twi�er’s status identi�er respectively.

5

/storage3/amant/articles
/storage3/amant/articles2/articles
/storage3/amant/articles2/articles
/storage3/amant/articles3


peting groups of Twi�er users. In this chapter, I present a case study that analyzes the conver-

sation between two competing groups of Twi�er users, one who believe in the anthropogenic

causes of climate change (Believers) and second who are skeptical (Disbelievers). �ese discus-

sions occurred during the United Nation’s (UN) Climate Change Conference – COP24 (2018),

Katowice, Poland. I use hashtags from tweets and retweets associated with Twi�er accounts

to classify users into Disbelievers, Believers, or neutral groups. I �nd about seven times the

number of Believer accounts compared to Disbeliever accounts. I classi�ed accounts exhibiting

bot-like behavior and news agencies using state-of-the-art methods and explore their activities

in Believer and Disbeliever networks. I �nd that both Disbelievers and Believers talk within

their group more than with the other group; this is more so the case for Disbelievers than for

Believers. �e Disbeliever messages focused more on a�acking those personalities that believe

in the anthropogenic causes of climate change. On the other hand, Believer messages focused

on calls to combat climate change. I �nd that in both Disbelievers and Believers bot-like ac-

counts were equally active. Unlike Believers, Disbelievers get their news from a concentrated

number of news sources. Lastly, I �nd multiple tweets that spread a variety of conspiracies in

climate change conversations.

Continuing my work on polarization, next I look at the a�ective aspect of polarization. In

Chapter 2, I use a case study to discuss how people are divided into echo-chamber-like groups.

Chapter 3 presents my work related to quantifying hostile communication or a�ective polar-

ization between two competing groups. I propose a systematic, network-based methodology

for examining a�ective polarization in online conversations. Further, I apply my framework

to 100 weeks of Twi�er discourse about climate change. I �nd that deniers of climate change

(Disbelievers) are more hostile towards people who believe (Believers) in the anthropogenic

cause of climate change than vice versa. Moreover, Disbelievers use more words and hashtags

related to natural disasters during more hostile weeks as compared to Believers. �ese �ndings

bear implications for studying a�ective polarization in online discourse, especially concerning
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the subject of climate change. Lastly, I discuss my �ndings in the context of climate change

communication research.

In Chapter 4, I present the work on framing analysis of news articles on climate change.

Information presented by news media channels could be manipulated in ways to emphasize or

de-emphasize a particular topic. In this chapter, I present ways to �nd framing bias in news me-

dia articles. I use the Media Frames Corpus (MFC) [35] and develop a method to �nd the framing

bias on 810k news articles shared on Twi�er about climate change. Further, I connect the fram-

ing analysis to A�ect Control �eory (ACT) to �nd each type of framing’s emotional value. I

�nd that the cultural identity frame dominates in climate change news articles. Moreover, I �nd

that climate change news articles’ frames are low in emotional value, and the emotional value

does not change over the 100 week period of our dataset. We also conclude that frames are not

reshared based on their a�ect. To the best of my knowledge, this is the �rst a�empt to connect

the computational frames to ACT. I expect my work as an important stepping stone for social

scientists to build be�er communication analysis tools for future climate change communica-

tion messages.

One of the most essential emerging challenges in climate change communication is the

prevalence of conspiracy theories. In chapter 5, I discuss some of the major conspiracy theories

related to climate change. I use state-of-the-art stance detection method (also used in chapter

3 of this thesis) to �nd whether conspiracy theories are more popular among Disbelievers or

Believers. I �nd that Disbelievers are overwhelmingly responsible for sharing messages with

conspiracy theory related keywords. Lastly, I report the conspiracy theories that are more

popular than others and how their sharing pa�ern is related. I end the chapter with a discussion

on other climate change conspiracy theory related work.

Chapter 6 summarises this thesis.
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Chapter 2

Positional Polarization

2.1 Introduction

Social media platforms such as Twi�er have become an important medium for debating and

organizing around complex social issues [138]. One such complex issue with signi�cant socio-

economic and political implications is climate change. [162] studied how Twi�er is used as a

medium for debating climate change and their work found segregated polarized a�itude to-

wards the causes of climate change.

Debates over climate change involve di�erent groups with di�erent inherent motivations

and beliefs. For instance, among the people who are skeptical of climate science �ndings are

people who outright reject the data that climate change is occurring, and others who argue

that climate change is occurring due to non-anthropogenic causes. In a similar manner, there is

signi�cant di�erence in beliefs among people who believe in anthropogenic causes of climate

change. Work by Ma�hews [108] argue that there are groups who believe that impact of climate

change is exaggerated (so-called “luke-warmers”), others who argue that we need an across-

the-board technological change in energy production [140] or even end of capitalism [8, 99].

Furthermore, there are groups who argue that it is already too late to avoid climate catastrophe

[137]. In this paper, we analyze conversations between two broad competing groups of Twi�er
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users, one who believes in anthropogenic causes of climate change (Believers) and a second

who are skeptical or outright deny climate change is occurring (Disbelievers).

Previous studies suggest that somewhere between 20% and 40% of the U.S. public believe

that climate change is a hoax [151]. �e beliefs around climate change tend to depend upon

location [79], political inclination, and education a�ainment [56]. People tend to “persuade

themselves to change a�itude and behavior” [124] and hence communicators should tailor cli-

mate change messaging based on the beliefs of audience groups [100]. An understanding of the

conversation between di�erent groups is needed to help recognize the beliefs of these groups

and the underlying constructs by which more people could be a�racted or repelled by di�erent

messaging, all of which is helpful for tailoring appropriate future messaging.

Fault lines between groups could also be a�ractive to entities seeking to manipulate consen-

sus. Exposure to debates on anthropogenic cause of climate change may lead people to believe

that there is no scienti�c consensus [138]. Additionally, social media is frequently used to

spread disinformation [3]. Disinformation about climate change could be promulgated by bots

- automated user accounts - in addition to human actors. Previous studies suggest that bots

seek to create false ampli�cation of contentious issues with the intention to create discord [59].

�ere has been previous research that studied false stories such as conspiracy theories in the

context of climate change [151]. �at work looked at the how climate change “denialism” is at

least partially driven by underlying mindset of people believing in conspiracy theories. In this

work, we validate the arguments made in that study by looking at false stories and conspiracy

theories shared on social network in climate change debates.

In this paper, we present a case study by analyzing conversations between two compet-

ing groups of Twi�er users - Believers and Disbelievers, during United Nation’s (UN) Climate

Change Conference – COP24 (2018), Katowice, Poland. Previous studies about climate change

discussions on social media, such as [162] and [42], lacked the context of a signi�cant event.

�ey also didn’t take into account the behavior of bots and false information during such an
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event. We examine what role, if any, that bots and disinformation stories play within Disbe-

liever and Believer competing groups. By restricting the study to a particular event, we were

able to manually inspect large fractions of stories in the competing groups. �is case study

should be helpful to inform future studies regarding climate change conversations on social

media that covering longer time span. Our research questions are as follows:

1. What are the conversational subtopics within the Believer and Disbeliever groups, and

what does speci�c hashtag and common word use by these competing groups highlight?

Do individuals of one group interact with individuals of the other group? What are the

popular sources of information within these groups?

2. Are bots more active in one particular group over another? Are bots driving or amplifying

the conversations within these groups?

3. What are the common disinformation stories within these groups?

We analyze these research questions using Twi�er conversations on climate change during

COP24. We describe our data collection method in §2.2.2. We use hashtag based method to

classify users into Disbelievers and Believers described in §2.2.3. In §2.3 and §2.4 we present

our results and their implications. �rough this research study we provide a framework to

analyze polarizing networks and the implications for climate change discussion.

2.2 Background and Method

In this section, we �rst give a brief background of Twi�er messaging and previous research on

Twi�er conversations. We then describe our data collection procedure. Lastly, we describe the

methods used to identify groups within the twi�er user base, to isolate fake stories, conspiracy

theories and exaggerations, and to detect bots and news agencies.
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2.2.1 Background

We look at four main types of communication on Twi�er in this paper: 1) Tweet-ing – a user

account sharing a message with its followers and the public, 2) Retweet-ing – a user account

forwarding a Tweet so as to share the message, 3) Replying – a user account replying to a

Tweet by another user account, 4) Mentioning – a user account explicitly mentioning another

user account in its tweet. We call the sum of the three types of communication as “all communi-

cation”. In this paper, we look at these communications as networks and �nd network measures

to compare and con-trast communication from and between Disbelievers and Believers.

Twi�er has been an important social media platform to study conversations about natu-

ral disasters, medical decisions, race relations and numerous other important is-sues. Dredze

et al. [53] studied conversations of vaccine opponents during 2016 US presidential elections.

Dredze and colleagues [51] additionally showed how misconceptions were spread about Zika

vaccine by the vaccine skeptic community on Twi�er. Broniatowski, et al. [31] showed how

Russian trolls and bot-like accounts promoted discord in vaccine-relevant messages on Twi�er.

Babcock et al. [11] studied di�usion of di�erent disinformation stories on Twi�er related to

the movie Black Panther. �is work found fake stories maligning one particular community

and established how satirical posts were helpful in calling out the disinformation stories. In a

di�erent work using the same dataset, Babcock and colleagues characterized dis-information

and found that all disinformation is not the same [12]. Twi�er has also been used to study con-

versations between social groups having contrasting beliefs. Yardi & Boyd [165] studied con-

versation between pro-life and pro-choice groups and how messaging within a group helped

in strengthening identity of that group members. Studying social media marketing to di�erent

groups helps marketers design more engaging messaging as shown in a case study by Burton

et al. [34]. �is work looked at Twi�er accounts advocating safe drinking or abstinence vs

accounts maintained by alcohol companies to �nd di�erence in reach and in�uence between

those two groups. Speci�cally, with regard to climate change conversations [122] divided twit-
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ter accounts into supportive, unsupportive or neutral to the 2013 Intergovernmental Panel on

Climate Change’s (IPCC) Fi�h Assessment Report (AR5) and studied popular topics within these

communities. Kirilenko et al. [98] showed how Twi�er conversations about climate change are

driven by extreme climate anomalies. Jang & Hart [86] studied the conversations on Twi�er

and how framing of these conversations could be di�erent depending on user’s location. In

this paper, we compare and contrast messaging of Believers and Disbelievers on Twi�er to help

in understanding the di�erences in underlying reasoning which is creating and nourishing the

fault lines between the groups.

2.2.2 Data Collection

UN Framework Convention on Climate Change’s (UNFCCC) Conference of Par-ties (COP) is

an annual meeting of di�erent states represented at the UN and acts as a venue to discuss

the progress and establish obligations with regards to responding to climate change [118]. �is

event provided an opportunity to look at the Disbeliever and Believer climate change messaging

on Twi�er in context of a signi�cant event.

We collected tweets with hashtags and certain keywords from November 27th to December

20th, 2018 using Twi�er’s API. We decided on collection hashtags based on hashtags related to

#climatechange found on best-hashtags.com. We added more keywords based on these hashtags

and news articles found a�er searching for keyword “COP24” on Google 1. �e combined data

set contains a total of 1,379,584 distinct tweets (including retweets).

1Hashtags and keywords used for collection:#COP24, #ClimateChange, #ClimateHoax, #ParisAgree-

ment,#IPCC, #InsideCOP24,#Climate, #ClimateChangeisReal, #ClimateAction, #GlobalWarming, COP24, Climate

Change, Paris Agreement, Climate Hoax, IPCC, Climate, Global Warming
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2.2.3 Method to Identify Groups

We identi�ed competing groups of Believers and Disbelievers by hashtags used by these groups.

Hashtags have been shown to be a realistic substitute to identify stances among di�erent groups

on social media [58]. For example, previous studies suggest that climate Disbelievers use terms

such as hoax and scam [132]. We analyzed common hashtags used in our dataset and found

that “ClimateHoax” and “ClimateChangeIsReal” hashtags are used mostly by Disbelievers and

Believers respectively. �ere are 528 distinct tweets with keyword “#ClimateHoax” and 9,008

tweets with keyword “#ClimateChangeIsReal” in our data set. We manually checked all tweets

with hashtag “ClimateHoax” and randomly sampled 1,000 tweets from data subset with hashtag

“ClimateChangeIsReal”. We identi�ed 96% of tweets with “#ClimateHoax” as climate change

Disbeliever tweets. For “#ClimateChangeIsReal” out of the 1,000 randomly selected tweets, we

identi�ed about 99% as climate Believer tweets. We therefore conclude that hashtag “Climate-

Hoax” and hashtag “ClimateChangeIsReal” can be used as proxies for tweets broadcasted by

Disbelievers and Believers respectively in our data set.

To identify more hashtags used by Believers and Disbelievers, we use the method described

in [149]. We choose hashtags which are most used with hashtag “ClimateHoax” and hashtag

“ClimateChangeIsReal” and are associated with conspiracy in case of Disbelievers or have sim-

ilar meaning to “ClimateChangeIsReal” in case of Believers 2. We give an initial weight of -1

to Disbeliever hashtags and +1 to Believer hashtags. We use these labels in a weighted hash-

tag x hashtag co-occurance network, to �nd an average label from -1 to 1 for other hashtags.

�e method used for propagating labels to other hashtags is reported in Algorithm 1. We ag-

gregate hashtags used by each user and found a weighted average of all hashtags used by a

particular user. We label a user as Disbeliever, Believer or unclassi�ed if the weighted aver-

age was negative, positive or zero respectively. We assume that within our collection period

2Disbeliever hashtags: ClimateHoax, YellowVests and Qanon. Believer hashtags: ClimateChangeIs-

Real,ClimateActionNow, FactsMa�er, ScienceMa�ers, ScienceIsReal
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Disbelivers or Believers do not change their stance and hence unlike in [149] we only look

at aggregate polarized hashtags over entire dataset. �e algorithm is similar to methods used

to infer user-level polarities, in which a small seed of users is hand-annotated and a graph-

based algorithm propagates labels to other users by assuming that users who retweet each

other share the same views [45, 159]. For example, [65] quantify polarity based on a graph

structure by assuming that the controversial topics induce clusters of discussions, commonly

referred to as “echo-chambers”. However, we conduct propagation at a hashtag level, by assum-

ing that hashtags that frequently occur in the same tweets indicate similar polarities. Also, our

approach does not assume homophily in retweet network nor that user polarities are constant

over time. Graph-based approaches have also been used to examine sentiment or for mixed

tweet/hashtag/user-level analyses [43, 125].

Overall, we found a set of 8,413 tweets from 2,170 Disbelievers and 120,497 tweets from

15,640 Believers. We randomly sampled 100 users from both groups of users and manually

checked their timeline to �nd approximately 91 percent of Disbelievers as showing activity

akin to a Disbeliever and about 96 percent of Believers showing activity akin to a Believer.

2.2.4 Isolating Fake News, Conspiracy �eories and Exaggeration

We searched for tweets within our data with fake and conspiracy stories as follows: We broke

each tweet into unigrams (single item) and bigrams (sequence of two items) and removed the

stop words as done in [48]. We then searched for keywords in our set of unigrams and bigrams

for keywords related to fake and conspiracy stories. We identi�ed fake news shared in social

media related to climate change from FactCheck.org, Politico, truthor�ction and hoax-slayer

as listed in [157]. We further collected keywords used in each conspiracy theory from the

list of conspiracy theories on Wikipedia [161]. We then searched for keywords collected from

conspiracy theories and fake news articles in our unigrams and bigrams made from tweets. We

further added tokens from our reading of tweets to get a more exhaustive set of tweets with
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fake news, exaggerations and conspiracies. We report list of tokens in §2.5.1. We found a total

of 21,688 tweets containing all tokens. We manually went through each tweet to select stories

that were fake, conspiracy related and/or clear exaggerations of e�ects from climate change.

2.2.5 Bot Detection and Account Types

To �nd bots accounts in our data set, we used CMU’s Bot-Hunter [18, 19]. �e output of Bot-

Hunter is a probability measure of bot-like behavior assigned to each account. Unless other-

wise stated, we report our analysis for a probability threshold of 0.5,as done in various machine

learning classi�cation methods [123]. In other words,we classi�ed an account as bot-like if out-

put probability from Bot-Hunter was greater than 0.5. At 0.5 threshold level we found 596,282

bot-like accounts out of total 1,035,416 users in our data set.

We used a classi�cation model trained on the users’ tweets and personal descriptions to

�nd news agency accounts associated with our list of user accounts. �e model is similar to the

state-of-the-art model used in [80]. �e paper describes the model as a long-short term memory

neural network [77] with an a�ention mechanism [15]. In total, we �nd 2.2% of Believer tweets

as classi�ed to be from news agencies and 6.2% of Disbeliever tweets as classi�ed to be from

news agencies.

2.3 Results

We begin by discussing popular hashtags and topics of interest expressed by Believers and

Disbelievers. �en we look at how these users in these groups are interact-ing within and

between each group and what are the most popular news agencies within these groups. Next,

we look at the bot-like account’s behavior in these two groups. Lastly, we present our �ndings

about fake news and conspiracy theories.
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2.3.1 Topics of Discussion

To understand the conversations of Disbelievers and Believers we �rst found the most frequent

words used by these competing groups. �e results are presented in Table 4. Note that in the

construction of unigrams, we exclude common stop words (Refer §2.2.4) From Table 2.1, we see

that Believers use words such as “need”, “action”, “leaders” and “future” more o�en, potentially

indicating tweets calling for action to combat climate change. On the other hand, Disbelievers

use words such as “private”, “sanders”, “end” and “warming”, potentially indicating a�acks on

pro-climate change personalities and their messaging.

To further our understanding of the conversations and to �nd topics of opinions within

these group, we performed topic modelling of tweets by Believers and Disbelievers using La-

tent Dirichlet Allocation (LDA) [21]. We ran our model to �nd top ten topics on the unigrams

of tweets generated a�er removing common stop words. Among the top ten topics we report

the top 3 list of words we were able to infer topics about in table 2.2. In the �rst topic Disbe-

lievers use words such as “scam” and “fakenews” with words associated with “climate change”,

potentially calling out climate change as scam or fake. In the second topic Disbelievers are call-

ing out personalities believing in human caused climate change. In the third topic Disbelievers

are talking about yellowvests movement which relates to the French movement against rais-

ing fuel taxes based on climate policy [41]. On the other hand, for the �rst topic Believers use

words related to using renewables and giving up fossil fuel. �is can be inferred from the use

of word “keepitintheground”, as the word is used on social media to ban any new use of fossil

fuel [69]. �e second topic for Believers is about the climate change politics in Australia with

words such as “auspol” (short for Australian politics) and “stopadani”. Speci�cally, “stopadani”

is used in social media to protest against Adani group of companies digging Carmichael coal

mine in �eensland, Australia [166]. Lastly, the third topic for Believers relates to COP24 with

word “takeyourseat” used in COP24 to signify the People’s seat initiative launched by the UN

[118].
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Next, we provide further evidence of the political nature of conversations by looking at

the trending hashtags in each group. In �gure 2.1, we report top trending hashtags before and

during the COP 24 conference for Disbelievers and Believers. We remove the hashtags we used

to collect our data such as “#climatechange” while reporting our results. Hashtag associated

with Australian politics #auspol, is popular among both of the groups. For the Disbeliever

group, the #Yellowvests, is one of the most popular hashtags. For Believers, #nca4, which is the

hashtag associated with the fourth US climate assessment report, is one of the most popular.

From our analysis we can conclude that conversation in these groups are political in nature,

this extends McCright and Dunlap [56] conclusions to social networks, where the study found

that beliefs around climate change tend to depend on political inclination.

Figure 2.1: Trending hashtags in users classi�ed as Disbelievers (le�) and Believers (right).

2.3.2 User Accounts and Conversations

We explored how Believers and Disbelievers are connected to each other and within themselves.

We divided the communication between users into: 1) a retweet network – Each node is a user

and an edge between two nodes describes whether or not one of the users has retweeted any

of the other’s tweet, 2) a mentions network – Each node is a user and an edge between nodes

describes whether one user mentioned another user in any tweet, 3) a reciprocal network –

Each node is a user and an edge between two nodes describes whether both users mentioned

each other in our data set, and 4) a reply network - Each node is a user and an edge between
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nodes describes whether one user replied to the other user. In this section, we �rst report our

results for di�erent network level measures and then we report our results for individual node

level measures.

Network Level Measures We �rst look at di�erent network level measures to contrast Be-

lievers and Disbeliever networks. We report various measures for the Believer and Disbeliever

communication networks in Table 2.3. Network density is de�ned as the ratio of actual con-

nections and potential connections [67] and reciprocity is de�ned as the ratio of bi-directional

edges and the total number of edges [158]. We �nd that the number of users and distinct tweets

and retweets is much more for Believers than for Disbelievers (p ¡ 0.05). �e network density

for di�erent types of communications is greater for Disbeliever networks than for Believers

indicating proportionally more connections within their respective community. In contrast,

reciprocity is higher in case of Believers than in case of Disbelievers indicating higher fraction

of bi-directional communication amongst Believers.

Table 2.3: Network measures for Disbeliever and Believer networks.

Measure Believers Disbelievers

Distinct Users 15,640 2,170

Distinct Tweets and Retweets 120,497 8,413

Network Density

(All Links in parenthesis)

Mention 1.25 * 10−4 (49,459) 5.32 * 10−4 (4,191)

Reply 0.04 * 10−4 (1,808) 0.39 * 10−4 (310)

Retweet 0.71 * 10−4 (28,322) 2.56 * 10−4 (2,018)

All Communication 1.25 * 10−4 (49,598) 5.34 * 10−4 (4,206)

Reciprocity 10*10−4 7.2 * 10−4

We �rst look at di�erent Twi�er networks formed from various communications to con-

trast Believers and Disbeliever. In �gure 2.2, we report �gures for all four networks. In the
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retweet network, we can see a clear distinction between Believers and Disbelievers; Disbeliev-

ers retweet other Disbelievers more than they retweet Believers, and vice versa for Believers.

�e mentions network of Disbelievers and Believers shows more links between these groups

meaning that Believers and Disbelievers do mention users from other groups on tweets. �e

reciprocal network has less activity between the groups than the mentions network, suggest-

ing that although users from one group mention people from other group, they tend to have

reciprocal relationships with their own group. �e reply network has a much lower number of

nodes compared to other networks which suggests that users in both groups prefer mentioning

or retweeting rather than replying to tweets. �e stark contrast in mentions and reciprocal

activity con�rms that users from one group do not engage in conversations with users from

another group. A�er establishing di�erences in di�erent type of behavior on Twi�er, next we

look at the combined communication of these groups to check how much these groups talk

within themselves, i.e. how much “echo-chambery” these groups are.

To compare echo-chamber e�ects in these two groups, we combine all the above networks

to make a network of all communications to �nd echo-chamberness(e)3 for each group with

and without unclassi�ed accounts. We �nd that for Disbelievers e = 0.007 and for Disbelievers

with unclassi�ed accounts e = 0.003. On the other hand, for Believers e = 0.006 and for

Believers with unclassi�ed accounts e = 0.003. �e values of e is small compared to a denser

symmetric graph because the communications network does not represent the actual follower’s

network of the users. �e e of both groups decreases on adding unclassi�ed accounts, which

indicates that each group is talking more to themselves, this is marginally truer for Disbelievers

compared to Believers.

Node Level Measures Next, we look at the di�erence in fraction of most crucial and in�u-

ential spreaders of information in both the networks. �is helps us determine whether or not

3For a unimodal network G, the e of G is (r ∗ d)(1/3),where r is the reciprocity of graph G, that is the fraction

of edges in the graph that are reciprocal (a symmetric graph has r = 1), and d is the density of graph G.
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(a) Retweet Network (b) Mention Network

(c) Reciprocal Network (d) Reply Network

Figure 2.2: Communication networks between Twi�er accounts classi�ed as Disbelievers (red)

and Believers (green). �e graphs were made using ORA-PRO [4, 37]
.
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these groups are in�uenced by multiple in�uencers or via a central actor. ORA-PRO twi�er re-

port labels users as “super spreader” as the most in�uential users in spreading information and

“super friends” as most crucial users in bi-directional communication on twi�er [4, 37]. Super

spreaders in ORA-PRO are de�ned as user accounts in sum of mentioned-by and retweeted-by

network which are in top 3 of following measures: 1) O�en mentioned/retweeted by others,

2) Iteratively mentioned/retweeted by others, and 3) O�en mentioned/retweeted by groups of

others.To give an example, in �gure 2.3 we visualize the ego network 4 of a super spreader

node for Disbeliever network. �e super spreader node is connected to many single nodes,

meaning that the node is o�en mentioned/retweeted by others. �e super spreader node is

also connected to many other nodes which are connected to each other, meaning that the super

spreader is o�en mentioned/retweeted by groups of other nodes. �ese properties make the su-

per spreader signi�cantly more in�uential in spreading conversations compared to other user

accounts. Similarly, super friends in ORA-PRO are de�ned as user accounts in sum of recipro-

cal mentioned-by and re-tweeted-by networks which are in top 3 of the following measures:

1) O�en mentioned/retweeted by others, 2) O�en mentioned/retweeted with many others, 3)

Mentions/retweets in network cliques, and 4) Mentions/retweets in groups.

To compare the two groups, we look at the fraction of user accounts labelled as super spread-

ers and super friends. We �nd that Disbelievers (0.48%) have fractionally higher percentage of

super spreaders than Believers (0.37%). Disbelievers also have higher fraction of users classi�ed

as super friends than compared to Believers (0.38% vs 0.28%). We quantify the modular struc-

ture of the Disbelievers and Believers networks by �nding the modularity values of di�erent

networks. In Table 2.4, we report Louvain modularity [22] value for di�erent networks.

4An ego network is a network of a main/focal node with its ties and any connection in between those ties.
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Figure 2.3: An ego network for a super spreader (highlighted at the center) in Disbeliever net-

work of sum of mentioned-by and retweeted-by networks.

Table 2.4: Modularity values of di�erent networks for user accounts classi�ed as Disbelievers,

Believers, or neutral.

Disbeliever Believer Neutral

Louvain

Modularity
Nodes

Louvain

Modularity
Nodes

Louvain

Modularity
Nodes

Reply Network 0.942 411 0.962 2264 0.932 48920

Retweet Network 0.811 1702 0.620 13802 0.747 368146

Mention Network 0.783 2802 0.622 19842 0.704 431920

Reciprocal Network 0.759 778 0.618 6290 0.687 321613

For node level analysis of Disbelievers and Believers network, we look at the in�uencers in

each network by looking at the di�erent centrality measures for mentioned-by and retweeted-

by networks. We report our �ndings in Table 2.5. We calculate the total degree centrality for

user accounts as done in [63] and report the top 5 normalized centrality values. We can infer

from the higher values for Believers that the Believers top 5 accounts are more mentioned and

retweeted than Disbelievers top 5 accounts in their respective networks.
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Algorithm 1: Label Propagation Algorithm
Input: Graph G; Nodes = n; Edges = e; Edge Weight = eij , i ∈ n and j ∈ n

initialize γ = 100 and i=0;

for each n do

de�ne l = integer(i/γ); i+=1;

for each n do

if n not labeled then

compute t = neighbors of n;

compute tl = labeled neighbors of n;

if |tl|+ l ≥ t then
initialize score, c

for each ti ∈ t do
score += label ti ∗ enti

c += enti
end

update label n = score/c

end

end

end

end
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Table 2.1: Table of top 10 words (excluding hashtags) used by Disbelievers and Believers.

Believers Disbelievers

climate climate

change change

world global

US private

need US

action UN

UN Sanders

global world

leaders end

future warming

Table 2.2: Table of top 10 words (excluding hashtags) used by Disbelievers and Believers.

Disbelievers Believers

climate climate yellowvests science climatechangeisreal cop

scam bernie maga climate climatechange climateaction

change sanders trump year auspol climate

nuclear travel carbontax keepitintheground climatestrike katowice

industry potus france climateemergency climateactionnow world

fakenews month macron record greennewdeal takeyourseat

crisis change policy renewableenergy climate leader

record planet french bcpoli cdnpoli solar

global great people end stopadani change

agw face hoax fact globalwarming poland
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�e weighted in-degree centrality gives us a measure of the reach of individual user ac-

counts, either due to their direct following or due to followership of those who retweet or

mention that account. �e normalized values as calculated in [158] for the top 5 accounts are

report-ed. Disbelievers top 4 accounts have much higher normalized value, meaning that these

Disbelievers accounts reach a higher fraction of other Disbeliever accounts than the top 4 ac-

counts of Believers reaching other Believers. We also calculated PageRank centrality [120] for

both the networks. PageRank centrality ranks a node, a user account in our case, higher based

on the importance of incoming nodes. In this centrality measure, we do not see much di�erence

between the two networks.

Table 2.5: Normalized centrality measure values for top 5 Believers and Disbelievers user ac-

counts by the respective measure for sum of mentioned-by and retweeted-by network.

Weighted Total Degree Centrality Weighted In-Degree Centrality Page Rank Centrality

Believers Disbelievers Believers Disbelievers Believers Disbelievers

0.003 0.001 1 1 0.132 0.136

0.001 8.40*e−4 0.563 0.978 0.076 0.042

0.001 3.12*e−4 0.536 0.929 0.038 0.029

0.001 2.82*e−4 0.480 0.731 0.028 0.028

0.001 2.73*e−4 0.284 0.279 0.024 0.024

Next, to understand most crucial users in bi-directional communication, we look at the

weighted and unweighted total degree centrality of the sum of reciprocal mentioned-by and

retweeted-by networks. For calculating total degree centrality, we use a similar method as used

in calculating total degree centrality for the mentioned-by and retweeted-by networks. In Ta-

ble 2.6, we report our results for the top 5 accounts in respective category for Disbelievers and

Believers. �e unweighted total degree centrality is more than the weighted degree central-

ity suggesting that higher fraction of users do reciprocate to top 5 accounts by mentioning or
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retweeting, but a lower fraction of users reciprocate more than once to top 5 users. All top 5

Disbeliever users have higher unweighted total degree centrality than Believers top 5 accounts;

however, 4 out of top 5 Believers have higher weighted total degree centrality. �is indicates

that a higher fraction of Disbelievers reciprocate to top 5 users just once com-pared to the frac-

tion of Believers reciprocating to top 5 Believers, but a lower fraction of Disbelievers reciprocate

more than once compared to Believers. We conclude that Disbelievers have higher fraction of

in�uential users in the network compared to Believers.

Table 2.6: Normalized centrality measure values for top 5 Believers and Disbelievers user ac-

counts by the respective measure for sum of reciprocal mentioned-by and retweeted-by net-

work.

Un-Weighted Total Degree Centrality Weighted Total Degree Centrality

Believers Disbelievers Believers Disbelievers

0.003 0.009 6.76e-04 0.001

0.003 0.006 5.78e-04 3.88e-04

0.003 0.005 3.91e-04 3.82e-04

0.002 0.004 3.58e-04 1.79e-04

0.002 0.004 3.42e-04 1.49e-04

News Agency and Bot-like Accounts Behavior We look at the popular news sources

within our di�erent groups. In �gure 2.4, we present a word cloud of the names of accounts

classi�ed as news agency (§2.2.3) by the number of tweets in the competing groups. “Patriot

News” dominates Disbelievers’ tweets (including retweets), but for Believers there is no one

account which dominates.

Bot Activity Next, we compare bot-like activity in the two groups of Believers and Disbe-

lievers. In �gure 2.5, we report the bot-like account’s activity at di�erent probability thresholds
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Figure 2.4: Word cloud of tweets by news agencies classi�ed as Disbeliever (le�) and Believer

(right).

for an account to be classi�ed to be bot-like for the Believers and Disbelievers. We �nd that

the fraction of tweets and user accounts classi�ed as bots are similar for both the groups at all

threshold levels. �is indicates that bots are similarly active in both the groups.

Figure 2.5: Percentage of bots and tweets at di�erent probability threshold for an account to be

classi�ed to be bot-like as predicted by Bot-Hunter [18] for climate Disbelievers and Believers

group.

FakeNews, Conspiracies andExaggerations Using the corpus of stories from our unigram

and bigram search in §2.2.4, we manually checked each story to �nd fake news, conspiracies

and exaggerations about climate change e�ects. We did not �nd fake news related to climate
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change listed in FactCheck.org, Politico, truthor�ction and hoax-slayer. We did �nd multiple

fake stories related to conspiracies and exaggerations about climate change e�ects.

With regard to climate change, politicians and others have been vocal about their criticism

of science, even using conspiracy theories as possible explanations [151]. �is makes the study

of conspiracy theories in climate change context even more relevant. To this end, we look at

the most talked about conspiracy theories in our data set. In �gure 2.6, we report the number

of unigrams and bigrams related to conspiracies found in tweets and retweets. User accounts

tweet more stories containing conspiracy theory phases than they re-tweet. Conspiracy theory

regarding QAnon, which is a deep state conspiracy theory originating from 4chan [160], is the

most popular conspiracy theory in our data set.

Figure 2.6: Number of tweets and retweets by accounts classi�ed as bots and non-bots contain-

ing unigrams and bigrams related to conspiracy theories.

2.4 Discussion

Understanding the conversations and underlying beliefs of segmented groups helps in under-

standing the constructs by which more people could be a�racted or repelled by di�erent mes-

saging. We �nd that Disbelievers words usage focus more on a�acking personalities believing

in anthropogenic origin of climate change and their messaging; on the other hand, Believers
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words usage focuses on callings to combat climate change. Climate change messaging by per-

sonalities believing in anthropogenic origin of climate change appears unlikely to change the

opinion of Disbelievers but rather be used by Disbelievers as a conversation topic to target

Believers. Our results indicate that unlike conversations on personalities in opposing groups,

messages about social movements are dominated by discussion on movements aligned towards

group’s beliefs rather than calling out movements driven by contrasting beliefs. Moreover, an

important �nding of this paper is that di�erent communities primarily use di�erent sets of

hashtags. To bridge communities it is important to use hashtags with neutral literal meaning.

We looked at the network structure of Believers and Disbelievers for these twi�er interac-

tions. We found greater homophily in retweet, reply and reciprocal networks compared to the

mention network. �is is consistent with the fact that typically users retweet, equivalent to

resharing, if they endorse that message and are hence more likely to endorse a message from

users aligned to their own perspective. On the other hand, mentioning activity could be a way

to call out or malign members of other community. For all the types of networks, we found that

both Disbelievers and Believers talk within their group more than with the other group; this is

more so the case for Disbelievers than for Believers. Our results con�rm �ndings from [162],

which concluded that there are segregated communities in climate change conversations on

Twi�er. We conclude that users in their respective groups are involved in discussions mostly

within their group, and previous studies have suggested that such “echo-chambers” could lead

to extreme viewpoints [144]. Much of the earlier work in climate change communication such

as [10] focusses on the drivers of climate change discourse online. In this paper we focused

on how in�uential ac-counts frame discourse online. We looked at the central �gures in these

networks for both the groups. Valente [154] suggested that node centrality based on follower’s

network can be used to identify opinion leaders. However, centrality by follower net-work may

not be useful in measuring whether or not the followers of a central �gure ascribe to the views

of the central �gure in the case of a speci�c event. Hence, in this paper, we look at centrality
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measures for the retweeted-by and mentioned-by networks as a proxy for in�uence. Disbeliev-

ers communication activity is in�uenced by higher fraction of users in their group compared

to Believers. �is coupled with the fact that Disbelievers are more “echo-chambery” suggests

that higher fraction of conversations within Disbelievers happen with the in�uencers com-

pared to Believers’ network. We conclude that Disbelievers are more organized around certain

in�uencers in their net-work compared to Believers. Further research is needed on whether

reciprocity leads to denser follower’s network over time in these groups as shown generally for

Twi�er users in [9].

We found that “Patriot News” is most active in tweeting stories in Disbelievers’ group, and

for Believers, there is no one news agency that dominates. Unlike Believers, Disbelievers get

their news from a concentrated number of news sources and hence may be more vulnerable

to manipulation. We also classi�ed accounts into users showing bot-like behavior and users

not showing such behavior. We found that in both Disbelievers and Believers bot-like accounts

were equally active. �is is in similar vein with previous �ndings that bot-like accounts tend to

stir conversations in di�erently politically aligned groups rather than concentrating on conver-

sations in one group [20]. We conclude that bot activity is further creating and nourishing the

divide between Believers and Disbelievers. Furthermore, the collection period of our dataset is

short, it would be interesting to study how bot-like activity is changing over time and which

particular misinformation stories are originating from bot-like accounts.

We searched our data set to �nd fake news, conspiracies, and exaggerations about climate

change. We found multiple tweets with conspiracies mostly from the Disbeliever group. People

believing in conspiracy theories are more likely to believe that a conspiracy theory is a possible

explanation of climate change [151]. Hence, conspiracy theories could be used as a potential

re-cruitment tool by Disbeliever lobbyists. We also found exaggerations made by Believers

which were targeted by Disbelievers to strengthen their argument. �is shows the e�ect of

excessive a�ention of media reporting on outliers in climate change discussion as claimed in
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study done by Bayko� [27]. It would be interesting to �nd whether these exaggerations are

used by Disbelievers to recruit more members and create confusion within Believers over time.

In Disbelievers and Believers, a considerable number of original tweets were used to negatively

a�ack members of the opposite group. �is is consistent with network theory that suggests that

a way of identi�cation for group members is by negatively engaging with another group mem-

bers [146]. Furthermore, this behavior leads to more inward communication within the groups

and reduction in communication outside the group, as users tend to ignore consistent negative

criticism from users who don’t share their beliefs. In such scenario, climate change messaging

should not a�ack Disbelievers especially the in�uencers within the Disbeliever group.

In this paper, we look at the conversations happening on Twi�er during COP 24. We clas-

sify Twi�er account users into Believers and Disbelievers by the hashtags of the user tweets

or retweets. We �nd about seven times the number of Believers compared to Disbelievers. We

manually checked each Disbeliever and randomly sampled a large number of Believers to con-

�rm our �ndings. Since the aim of this research was to �nd online communities with di�erent

views on climate change and characterize the conversations within these communities, we used

a range of hashtags and keywords related to climate change to collect our data. Nevertheless,

our collection method gives us a large corpus of tweets but is not able to capture debates on

climate change that does not use these keywords or hashtags. Moreover, collecting tweets us-

ing keywords or hashtags tend to miss out replies, as replies may not contain same keywords

or hashtags as the original tweet.
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2.5 Appendix

2.5.1 Unigrams and Bigrams used to Identify Fake News and Conspir-

acies

We report the set of tokens used in identifying fake news and conspiracies in Table 2.7. We

searched for these tokens in unigrams and bigrams made for each tweet. Tokens such as “World

End” were selected to �nd exaggerated claims about doomsday scenario of climate change.
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Table 2.7: Unigram and Bigram search terms used for searching exaggerations and fake stories.

Capitalization is done for be�er readability.

Unigrams Bigrams

Fake, #Fake, FakeNews, #FakeNews Fake News, #Fake News

WorldEnd, SocietyEnd, EndSociety World End, Society End, End of, #Society

#SocietyEnd, #EndSociety End, #End Society

Alarmist(s), Alarmism, #Alarmist Liberal Society, #Liberal Society

LiberalSociety, #LiberalSociety

GlobalCooling Global Cooling, #Global Cooling

Tree(s)Killed, #Tree(s)Killed Tree(s) Killed, Animal(s) Killed

Animal(s)Killed, #Animal(s)Killed #Animal(s) Killed, Population End

Rapidly, urgently, quickly Very Soon, judgement day

judgement-day, Biblical Politicizing Science, Climate Emergency

ClimateEmergency Climate Totalitarianism

Sunspot(s), #Sunspot(s), Qanon, #Q Sunspot(s) Activity, Deep State

DeepState, Soros,#Soros Directed Energy, Energy Weapons

Pizzagate,#Pizzagate, Rothschild Club Rome, Weather Modi�cation

Pertodollar, DEW, #DEW #Weather Modi�cation, Geo Engineering

ClubofRome, Chemtrails,#ChemTrails #Geo Engineering, #Flat Earth

WeatherModi�cation, #WeatherModi�cation Flat Earth, Planet X, Planet Niburu

GeoEngineering, #GeoEngineering

Illuminati, #Illuminati

FlatEarth, #FlatEarth, PlanetX, Niburu
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Chapter 3

A�ective Polarization

3.1 Introduction

Online social networks represent a powerful space for public discourse. �rough large-scale,

interconnected platforms like social media, diverse communities may potentially participate in

open exchanges of views and information about a vast range of issues. However, research has

increasingly demonstrated the dangers of polarization in online communication [17, 147, 149].

A�ributed to various psychological, social, and technological factors, intergroup communica-

tion on cyberspace has displayed tendencies to feature pathological dynamics especially con-

cerning contentious issues [66, 164]. Opposed groups may communicate in a highly balkanized

fashion, such that members of an in-group are only minimally exposed to out-group members

and their beliefs [64, 94]. �is phenomenon has been termed interactional polarization. Polariza-

tion can also pertain to highly negative sentiments toward out-groups in the form of a�ective

polarization [6, 54]. Social scienti�c research examines how these phenomena are intercon-

nected across a variety of contexts, such that online groups that disagree on a given topic are

also more likely to be hostile toward each other [164]. In this paper, we focus on quantifying

a�ective polarization between two groups with opposing beliefs using Twi�er discourse on a

signi�cant social issue.
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One signi�cant issue which has received heated a�ention in online public discourse is cli-

mate change [56, 62, 148]. We focus on those who cognitively accept anthropogenic causes of

climate change (Believers) and those who reject the same (Disbelievers). Previous work demon-

strates not only sharp divergences in climate change beliefs but also the emergence interaction-

ally polarized groups [70, 112, 148]. In other words, online discussions about climate change are

interactionally polarized, implying the persistence of echo chambers between Believers and Dis-

believers [86, 156, 162]. Much less work, however, engages the question of a�ective polarization

in online climate change discourse. A crucial limitation in prior work lies in the methodologi-

cal options available to past researchers. Relying consistently on manually annotated corpora

and datasets of limited size, existing scholarship has faced barriers to measuring the emotional

component of climate change discussions in a generalizable fashion [6, 86, 156]. Drawing on

recent advances in computational stance detection, targeted sentiment analysis, and network

science measures, we present an integrated methodological pipeline for addressing this gap in

the literature. [81, 101].

�is work leverages computational methods to generate (a) automated stance labels for cli-

mate change Believers and Disbelievers, (b) individual measurements of the interaction valence

between in-group and out-group members, and (c) broader assessments of group-level a�ective

polarization. We demonstrate the utility of our framework by applying our methodology to a

large-scale dataset of 100 weeks of online climate change discussion on Twi�er. Furthermore,

we link our �ndings to natural disasters words to explain important climate change belief con-

structs.

In sum, we probe the following research questions:

1. How can a�ective polarization be measured on a large-scale online conversation about

climate change?

2. Do climate change Believers or Disbelievers feature greater levels of a�ective polariza-

tion?
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3. What is the relationship of a�ective polarization with use of natural disaster related

words?1

�e subsequent sections of this paper are organized as follows. First, we provide an overview

of related work in this area, illustrating computational analysis of polarization in general terms

and then in the case of climate change speci�cally. We zero in on the dearth of principled em-

pirical work on a�ective polarization speci�cally in relation to online climate change discourse.

Second, we present our proposed methodological pipeline which integrates machine learning

models and network science techniques to facilitate a novel and e�ective framework for assess-

ing a�ective polarization. �ird, we share our �ndings on our large-scale, long-term Twi�er

dataset. Last, we discuss implications for understanding the state of climate change discourse

on digital platforms as well as related empirical investigation of a�ective polarization on online

social networks.

3.2 Related Work

3.2.1 Computational analysis of polarization

Recognizing the ubiquity of online con�icts, rigorous scholarship in the computational and

social sciences has tackled the problem of polarization. More traditional approaches in o�ine

se�ings have relied on survey measures to empirically assess divergence in beliefs between

groups [16, 54]. But with burgeoning developments in computational methods - especially

with respect to natural language processing and machine learning - automated methods have

also arisen to leverage the vast digital traces linked to online activity [81, 102].

General approaches to studying polarization infer individual a�itudes from user informa-

tion, such as the texts associated with an account on social media (e.g., Facebook comments,

1We provide the list of natural disaster related words in our project repository: https://github.com/

amantyag/affectiveclimatechange
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tweets). Group membership as well as group communication are similarly incorporated into

analyses of polarization, by examining the beliefs of individuals in conjunction with their

traceable pa�erns of digital interaction with other individuals. Given various conceptualiza-

tions of polarization, di�erent frameworks have been developed to quantify pathological pat-

terns of communication across groups holding similar or opposed stances on a given issue

[45, 48, 115, 159]. Representing online conversations as graphical structures, Social network

approaches typically measure polarization in terms of a function of homophily in local com-

munity structures [107, 143]. In other words, the extent to which the likelihood that those

holding similar views interact with each other - in contrast to those with whom they disagree.

For example, one may quantify the probability of a random walk starting from a node belonging

to a given stance group ending up in a node belonging to the same or a di�erent stance group

[64, 149, 164]. More recent scholarship, however, emphasizes the importance of examining not

just pathologically isolated communication, or interactional polarization; but also pathologi-

cally hostile communication, or a�ective polarization. Burgeoning evidence suggests that echo

chambers represent an incomplete picture of polarization [17]. People holding opposed views,

in fact, do interact with each other - but this does not necessarily mitigate polarization [94].

Instead, research �nds that intergroup exposures trigger further incivility [6]. Hence, reliable

measures for a�ective polarization are needed, although the computational literature in this

area remains in its nascent stages [164].

3.2.2 Climate change and polarization

In the speci�c case of climate change discourse, analysis of polarization has also represented a

major research topic. Numerous Numerous studies link polarized beliefs about climate change

to partisan divides, with more conservative individuals less likely to cognitively accept anthro-

pogenic climate change than liberals [56, 70]. Past work speci�cally demonstrates that although

higher levels of education and information access may increase the likelihood of climate change
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belief, these e�ects remain much lower among conservatives [70, 110]. Such e�ects have been

explained from the lens of elite signalling - whereby followers emulate the beliefs of their pre-

ferred political leaders - uneven exposure to information based on partisan media, as well as a

generalized dislike for the members of the opposed ideological group [24, 39, 155]. However,

with time, scholars have also noted general trends toward increasing climate change beliefs

overall [112]. Even if these do not necessarily translate into concrete support for policy [62], the

long-term instability of skepticism points to valuable ways forward for science communication

[87]. Collectively, these �nding suggests the importance of accounting for the psychological

processes surrounding climate change belief and disbelief [93].

�ese issues take on speci�c forms in cyberspace, where information �ows are inextrica-

bly entangled with community dynamics. On social media, studies suggest employing social

network analysis have uncovered robust evidence that online climate change discussions tend

to exhibit echo chamber-like interactions [148, 162]. �alitative analysis further showed that

in rare instances of intergroup communication, more negative frames prevailed, featuring dis-

missal of climate change as a hoax, identity-based derailment of conversations, as well as overall

higher levels of incivility [6, 156]. Notwithstanding the valuable idiographic insights derived

from these studies, Existing studies, however, rely on a minuscule fraction of the larger con-

versation to facilitate in-depth content analysis. Hence, larger-scale and more generalizable

�ndings on the a�ective dynamics of online climate change discourse are notably lacking in

the literature.

3.2.3 Contributions of this work

Motivated by the foregoing insights, this work seeks to contribute to the literature by o�er-

ing a methodological pipeline for examining a�ective polarization. As the succeeding sections

demonstrate, our framework combines machine learning and network science methods in a

novel, scalable, and generalizable fashion for ready application in a variety of contentious is-
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sues. �is overcomes methodological barriers present in prior work, including their common

reliance on expensive survey or experimental measures, or manually annotated datasets in the

context of social media research on climate change discourse [70, 112, 162].

From a theoretical standpoint, we additionally contribute a nuanced operationalization of

a�ective polarization as located on a group level. We unpack how group-level metrics valuably

produce asymmetrical views of hostile behavior, thereby facilitating more �ne-grained analysis

of how di�erent stance groups engage in varied levels of a�ectively polarized interactions. �is

conceptually aligns with the asymmetry of psychological factors characterizing climate change

Believers and Disbelievers, especially over time [56, 87, 155]. Finally, on an empirical level, our

work also extends prevailing scholarship on polarized climate change discourse. While estab-

lished �ndings paint a picture of consistent echo chambers between climate change Believers

and Disbelievers, we provide evidence for the �ipside of these dynamics. We We speci�cally

quantify, over a larger-scale and longer-term dataset than previously examined in prior work,

the extent to which intergroup interactions systematically feature hostility. �is may inform

possible data-driven interventions for policymaking beyond more prevalent frames of inter-

group contact and science communication [93].

3.3 Data and Methods

3.3.1 Data collection

We collected tweets using Twi�er’s standard API2 with keywords “Climate Change”, “#ActOn-

Climate”, “#ClimateChange”. Our dataset was collected between August 26th, 2017 to Septem-

ber 14th, 2019. Due to server errors, the collection was paused from April 7th, 2018 to May

21st, 2018, and again from May 12th, 2019 to May 16th, 2019. We ignore these periods in our

analysis. A�er deduplicating tweets, our dataset consisted of 38M unique tweets and retweets

2https://developer.Twitter.com/en/docs/tweets/search/overview/standard
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from 7M unique users. For our analysis, we aggregate tweets from each user for seven day

period (1 week) to get a total of 100 weeks.

3.3.2 Stance labels

We use a state-of-the-art stance mining method [102] to label each user as a climate change

Disbeliever or Believer. We use a weak supervision based machine learning model to label the

users in our dataset. �e model uses a co-training approach with label propagation and text-

classi�cation. �e model requires a set of seed hashtags essentially being used by Believers and

Disbelievers. �e model then labels seed users based on the hashtags used at the end of the

tweet. Using the seed users, the model trains a text classi�er and uses a combined user-retweet

and user-hashtag network to propagate labels. In an iterative process, the model then labels

users who are assigned a label by both methods with high con�dence.

We set ClimateChangeIsReal and SavetheEarth as Believers seed hashtags and ClimateHoax

and Qanon as Disbelievers seed hashtags. �ese hashtags have been shown to be used mostly

by the respective groups[148]. �e algorithm labels 3.9M as Believers and 3.1M as Disbelievers.

We provide details of manual validation of stance results and the parameters in our project

repository https://github.com/amantyag/affectiveclimatechange.

3.3.3 A�ective polarization metrics

We measure a�ective polarization in this work by combining outputs from an aspect-level senti-

ment model, a classic network science measure known as the E/I index [101] and Earth Mover’s

Distance (EMD) [76].

Aspect-level sentiment

Aspect-level sentiment refers to the emotional valence of a given u�erance toward one of the

concepts it mentions. Sentiments toward speci�c entities are vital to consider in polarized
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discussions such as those we consider here. For instance, climate change Disbelievers might

express negative feelings toward notions of greenhouse gases, while in agreement with a fellow

Disbelievers with whom they are interacting. We utilize Netmapper to extract entities from each

tweet, and predict the aspect-level sentiment of each tweet toward each entity [38]. Word-level

sentiment is computed based on the average of known valences for surrounding words within a

sliding window. For the purposes of this work, each tweet by a certain agent i which mentions

or replies to agent j is assigned an aspect-level sentiment score from −1 (very negative) to +1

(very positive) directed toward the concept “@[agent j]”. �is allowed us to compute a�ective

dimensions to the communication between groups of the same or opposed stance groups.

A�ective networks

LetG+ = (V,E+) denote a positive interaction network where the set of vertices V contains all

Twi�er accounts in our dataset and the set of directed edges E+ contains all positive-valenced

mentions and replies between agents in V . Similarly, letG− = (V,E−) denote a negative inter-

action network over the same set of agents V and the set of directed edgesE− representing their

negative-valenced mentions and replies. Let Sij denote the set of all aspect-level sentiments in

tweets by agent i toward agent j, where i, j ∈ V . �en the weight w+
ij of edge e+ij ∈ E+ from

i to j is given by
∑

x∈Sij
min (0, x). Conversely, the weight w−ij of edge e−ij ∈ E− from i to j is

given by
∑

x∈Sij
min (0,−x).

E/I indices

We assess group-level di�erences in positive and negative interactions using Krackhardt’s E/I

index [101]. For a given a�ective network, the E/I index intuitively captures the extent to which

each stance group k engages in correspondingly valenced interactions with members of the out-

group relative to their in-group [152]. Hence, for instance, high values of the E/I index for the

negative interaction network would indicate that the given stance group interacts in a more
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negative way to their opponents relative to those who share their beliefs. To compute the E/I

indices, let Vk ⊆ V denote the set of agents belonging to stance k and Vk′ those who do not

hold stance k. �e E/I index of stance group k on the positive interaction network is therefore

computed as follows:

P+
k =

E+
k − I

+
k

E+
k + I+k

(3.1)

where E+
k =

∑
i∈Vk,j∈Vk′

w+
ij and I+k =

∑
i,j∈Vk

w+
ij . On the other hand, the E/I index of stance

group k on the negative interaction network is similarly computed thus:

P−k =
E−k − I

−
k

E−k + I−k
(3.2)

where E−k =
∑

i∈Vk,j∈Vk′
w−ij and I−k =

∑
i,j∈Vk

w−ij . Given the construction of P+
k and P−k , we

note that both values are bounded between −1 and +1.

Polarization valence

We �nd whether the interactions have negative valence or positive valence by de�ning polar-

ization Pk as expressed below:

Pk = P−k − P
+
k . (3.3)

In this work, we operationalize our view of a�ective polarization in terms of high E/I in-

dices on the negative interaction network, and low values on the positive interaction network.

Pk assigns positive values for groups that display disproportionately hostile or negative inter-

actions toward the out-group relative to their in-group. Values close to 0, on the other hand,

indicate relatively even levels of positive and negative interactions. Finally, negative values

indicate that those holding stance k are more negative to their in-group but positive to their

out-group. Values of Pk are usefully bounded between −1 and +1 for ease of interpretability

and comparison over di�erent networks and time periods.

43



Polarization magnitude

To �nd the magnitude of a�ective polarization we use Earth Mover’s Distance (EMD) on the

distribution of weighted edges for outgroup and ingroup interactions. �is is similar to comput-

ing �rst Wasserstein distance between two 1D distributions[127]. Similar to a�ective networks,

we de�ne G = (V,E) as interaction network where the set of vertices V contains all Twi�er

accounts in our dataset and the set of directed edges E contains all valenced (positive or nega-

tive) mentions and replies between agents in V . In this case, we do not separate negative and

positive valence graphs and treat weight wij of edge eij ∈ E from i to j as given by
∑

x∈Sij
x.

Let uk be distribution of wij , where i ∈ Vk, j ∈ Vk′ and let vk be distribution of wij , where

i ∈ Vk, j ∈ Vk. For a group holding stance k, we de�ne our novel a�ective polarization metric

as:

lk =

 −
∫ +∞
−∞ |Uk − Vk| : Pk < 0∫ +∞

−∞ |Uk − Vk| : Pk ≥ 0
(3.4)

where Uk and Vk are the respective CDFs of uk and vk. Here, EMD is proportional to the

minimum amount of work required to covert one distribution to another. 3. We use Pk to

assign positive or negative valence to the EMD. Although there are other techniques to �nd the

di�erence in distribution such as KS-Test [106]. However, during our experiments, we found

that EMD is able to capture more nuanced di�erences in distributions. More likely because

the EMD can capture di�erences in heavy-tailed distributions be�er and it does not make any

parametric assumptions [127].

Our novel a�ective polarization metric lk is positive when Pk > 0. As noted in §3.3.3, a

positive value would mean more hostility or negative sentiment in intergroup communication

compared to intragroup communication. On the other hand, a negative value of lk is when

Pk < 0, meaning more positive sentiment in intergroup communication compared to intra-
3http://infolab.stanford.edu/pub/cstr/reports/cs/tr/99/1620/

CS-TR-99-1620.ch4.pdf
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group communication.

3.4 Results

Using the metric de�ned in Equation 3.4, in this section, we �rst explore how a�ective polar-

ization between Believers and Disbelievers is changing over the 100 weeks. �en we explore

how hostile periods are related to natural disaster-related words.

Figure 3.1: A�ective polarization metric (lk) for Believers and Disbelievers of climate change.

Higher positive values denote more hostility towards the other group. �e do�ed lines represent

mean ±1 standard deviation, which for Believers is -0.091 and 0.080 and disbelievers is -0.117

and 0.106. �e analysis was done on data collected from 26th August 2017 to 14th September

2019 as described in §3.3.1.

We �rst look at how the a�ective polarization metric is changing over time in �gure 3.1.

Overall, our analysis found that climate change Disbelievers tended to exhibit high levels of

hostility toward climate change Believers. �is �nding was relatively consistent throughout

the 100-week period under observation, as the time series for climate change Disbelievers only

very rarely goes below the threshold of 0, which indicates similarly valenced interactions to-
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ward in-group and out-group members. Some weeks displayed exceptionally high levels of

hostility toward climate change Believers, greater than one standard deviation from the mean.

�e standard deviation of lk is lower for Disbelievers than for Believers. Indicating that Disbe-

lievers act in much more organized manner over the 100 weeks than Beleivers. Climate change

Believers, on the other hand, were not generally hostile toward Disbelievers, as the time series

for climate change Believers tends to �uctuate over and under the threshold of 0. �is indicates

that climate change Believers communicate with in-group and out-group members with rela-

tively similar emotional valence. However, on certain weeks, climate change Believers did also

feature exceptionally high hostility scores. �is suggests that climate change Believers may

also behave in a hostile manner toward climate change Disbelievers, even if not over the long

term.

Figure 3.2: Percentage of the top 100 most frequent hashtags containing natural disaster-related

words. �e �gure shows the percentage when the a�ective polarization metric is greater than

1 standard deviation or otherwise. �e error bars represent ±1 standard errors.

To investigate instances where hostility between Believers and Disbelievers is high we com-

pare those weeks with weeks where hostility is low. We de�ne hostile weeks as those data
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points where lk is more than mean plus 1 standard deviation, i.e. from �gure 3.1, all the weeks

where for Believers lk > 0.080 and for Disbelievers lk > 0.140. �e number of such weeks for

Disbelievers where lk > 0.140 is 20 and for Believers where lk > 0.080 is 12. We look further

into these weeks as examples of exceptional hostilie weeks.

Next, we use natural disaster-related words as a proxy to determine how natural disasters

play a role in hostility between the two groups. In �gure 3.2 we look at the top 100 most

frequent hashtags used within those groups to �nd the percentage of hashtags related to natural

disasters. As expected, Believers use more natural disaster-related hashtags than Disbelievers.

However, during the exceptional hostile weeks Believers use less of these hashtags (p ¡ 0.05).

Interestingly, Disbelievers show the exact opposite behavior. Disbelievers use more natural

disaster-related hashtags when they are more hostile towards Believers. We provide further

evidence of this �nding in �gure 3.3. In �gure 3.3, we look at the percentage of Tweets with

at least one natural disaster-related word. We �nd similar pa�erns as mentioned above (p ¡

0.05). Moreover, we �nd that a greater percentage of Tweets from Disbelievers mention natural

disaster-related words compared to Believers. �is indicates that Disbelievers are calling out

natural disasters more when they are exceptionally hostile towards Believers compared to other

weeks.

3.5 Discussion

Taken together, our �ndings suggest the importance of considering a�ective polarization in

online discourse, particularly concerning the subject of climate change. Whereas past studies

had shed light on the echo chamber dynamics which characterized intergroup communication

surrounding climate change [162], we show how this polarization extends also to the realm

of emotion in the form of a�ective polarization. We extend existing studies which highlight

the role of incivility and personalized framing in encounters between climate change Believers

and Disbelievers [6, 156] by introducing a scalable technique for analyzing relative intra- and
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Figure 3.3: Percentage of tweets with at least one natural disaster-related word. �e �gure

shows the percentage when the a�ective polarization metric is greater than 1 standard deviation

or otherwise. �e error bars represent ±1 standard errors.

intergroup interaction valence. �is allowed us to quantify the extent of hostile communica-

tions between the two groups over a large-scale, long-term dataset - thereby validating existing

�ndings in a generalizable manner as well as showing their relative stability over time.

Furthermore, we highlight the value of viewing polarization from an asymmetrical per-

spective. Related scholarship in political psychology underscores how ideological asymmetries

underpin con�ict dynamics across a variety of social issues [92]. In other words, the partici-

pation of two groups within polarized discourse does not necessarily mean that both groups

engage in con�ict in the same way. Prior work illustrates that these �ndings translate robustly

to the digital sphere - political elites or opinion leaders who share moralized content behave in

distinct ways depending on their ideological orientations [29]. �e present work contributes

to the literature by showing how these dynamics unfold the standpoint of the public at large

concerning online climate change discourse. Indeed, higher levels of hostility from Disbeliev-

ers present a speci�cally notable �nding for social scienti�c scholarship on climate change

discourse. Longitudinal analysis in prior work suggests that generalized climate change be-
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liefs over time are increasing [70, 112], and climate change Disbelievers in particular are more

susceptible to potential belief change [87]. But signi�cant cognitive barriers remain for fuller

acceptance of anthropogenic causes for climate change and the corresponding urgency for re-

sponsive policy changes [56, 62]. Higher levels of hostility among climate change Disbelievers

toward climate change Believers constitutes one such obstacle for further dialogue between the

two groups. As past studies suggest, one psychological factor which impedes climate change

Beliefs is not related to the climate at all, but anchors primarily on the feelings of dislike felt by

one group towards the other [155].

Such challenges may thus persist in the form of further entrenchment of Disbelievers within

interactional siloes and disengagement from intergroup communication altogether [162]. Or as

emergent studies show, they can also trigger what have been called ‘trench warfare dynamics’

[94] - whereby Disbelievers persistently communicate with Believers but solidify their own

cognitive immovability in the process.

�ese insights are especially important to consider given our secondary set of �ndings.

Our analysis suggests that further asymmetries arise between Believers and Disbelievers en-

gagement with disaster words in relation to their levels of a�ective polarization. Although

comparable levels are seen when both groups are within average levels of our metric, moments

of increased a�ective polarization correlate with opposite behaviors for Believers and Disbe-

lievers. Believers appear to shi� to other areas of contention, such that their aggression is

characterized by non-disaster topics. In contrast, Disbelievers’ increased invocation of disaster

terms points to more aggressive discussion of these catastrophes, albeit positioned in resistance

to explanations related to anthropogenic climate change. �is introduces another layer of in-

tractable con�ict in beliefs, as major climate events do not appear to invite susceptibility of

belief change for Disbelievers. Instead, they potentially incite more vigorous psychological re-

sistance. In this paper, we conduct our analysis using di�erent techniques as described in §3.3.

We make an a�ective network using the sentiment of a person towards another person. Here,
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we develop aggregate network values over di�erent weeks. Sentiment analysis is a non-trivial

task; the network value’s uncertainty would decrease as the number of communication links

decreases. As the number of communication links is very high for our aggregated per week

dataset, we believe it can capture di�erent users’ mean sentiments. Further detailed analysis

is needed to remove the uncertain data points. Hence, our conclusions are based on average

metric and higher than one standard deviation value of our novel index (lk).

Collectively, these �ndings point to signi�cant bene�ts to studying a�ective polarization

in online climate change discourse. Although social media discourse does not necessarily con-

stitute a representative sample of a particular global population [116], digital platforms like

Twi�er nonetheless constitute a vital space for public conversations about important issues

like climate change. Hence, these �ndings paint a useful picture of public discourse as situated

speci�cally in cyberspace, which may also bear implications for how digitally mediated science

communication and public policy may also be designed and implemented [24, 93].

Besides the issue of demographic representativeness for online data, other limitations a�end

the present analysis. First, although we have a large number of tweets to characterize general

a�ective behavior, however, it does not encompass those interactions which do not include our

collection keywords. Second, the task of ge�ing an aspect-level sentiment of each tweet towards

other entities is a non-trivial task. We use Netmapper which has been used with reasonable

accuracy for multiple sentiment level tasks [152, 153]. �e focus of this paper is on designing

a framework to get a�ective polarization score between two competing groups and we do not

make an e�ort to improve aspect-level sentiment scores. Last, in our analysis we use a list of

natural disaster related words. Communication about the natural disasters could also happen

using speci�c names related to these disasters, for example using “Dorian” instead of “Hurricane

Dorian”. Such analysis would require a more comprehensive list of natural disasters occurring

around the world during the 100 weeks. �is is out of scope for the current work.

Recognizing the foregoing limitations, we also consider avenues for future work in this
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area. On a conceptual level, researchers may wish to expand the binary system of climate

change beliefs assumed here. A�ectively polarized dynamics between multiple groups may be

a more challenging yet also potentially informative line of inquiry to explore given the diversity

of positions held with respect to this complex issue. Acknowledging the non-neutrality of

cyberspace, it would also be important to consider whether disinformation maneuvers may

also be involved in shaping the wider climate change discussion. Inauthentic bot-like accounts

and trolls may unduly in�uence di�erent groups by manipulating the �ow of information or

amplifying intergroup aggressions; such factors have been seen in relation to other contentious

issues and may potentially be present here as well [152]. Methodologically, computational

analysis may extend our �ndings by performing more �ne-grained characterization of the types

of hostility expressed by both groups. Natural language processing (e.g., topic models) may o�er

one way forward in this regard.

Finally, taking �ight from the digital scope of our research, further studies may fruitfully

examine several hypotheses opened up by our results. For instance, social scientists may inves-

tigate actual levels of experienced hostility by climate change Believers and Disbelievers toward

opposed groups. �ese evidence bases would be valuable to accumulate in cross-cultural set-

tings, as well as over time - especially in connection with concurrent political shi�s and natu-

ral climate-related developments like anomalous weather pa�erns and wider-ranging disasters

[70, 112].
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Chapter 4

Media Framing

4.1 Introduction

�e interpretation of information depends on how that information is presented. For example,

a particular topic could be presented in the news in such a way such that speci�c points are

emphasized or de-emphasized to create confusion on scienti�c facts [40, 57, 103, 134]. Such a

change in information distribution can signi�cantly impact public opinion on important policy

and scienti�c issues [40, 119].

One way to analyze how information is manipulated is by studying frames of the presented

information, where framing presents certain information in a manner that emphasizes one issue

over another. For example, news on Californian wild�res can be framed either as a natural event

causing destruction of property or a human-made disaster causing socio-economic harm. More

generally, framing is de�ned as “selecting certain aspects of a given issue and making them

more salient in communication in order to ‘frame’ the issue in a speci�c way” [134].

Di�erent approaches have been proposed in Natural Language Processing (NLP) / linguistics

research to analyze frames. �ese approaches are broadly divided into formal/stylistic frames

or content-oriented frame [134]. Formal/Stylistic frames concentrate on the structure or for-

mal presentation of text rather than the content (e.g. Iyengar [84, 85]). Content oriented frames
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focus on the communicative text. Content-oriented frames can further be divided into generic

frames or topical frames [47]. Topical frames are issue-speci�c. In NLP to analyze topical

frames, we use computational models such as Latent Dirichlet Allocation (LDA)[21], Latent Se-

mantic Analysis (LSA) [78] and more recently transformer model techniques such as Top2Vec

[7]. On the other hand, generic frames are pre-de�ned sets of categories or pa�erns that tran-

scend individual issues. For example, Semetko and Valkenburg [139] used frames such as “con-

sequences”, “responsibility”, “con�ict”, “human interest”, and “morality” on press and television

news on European politics. �is paper discusses and develops methods to �nd generic frames

on news articles on a crucial socio-economic topic, i.e., climate change.

Topical frames have been used in climate change contexts (e.g. [97] and [83]). However, con-

tent framing in articles related to climate change using generic framing techniques is mostly

unexplored [134]. Hence, the �rst research question answered in the present work is, Which

generic frames are predominant in news articles related to climate change? We answer this re-

search question by using news articles shared on Twi�er about climate change. To investigate

generic frames in climate change news articles, we discuss and develop a framework to analyze

generic frames in large data using a transfer learning approach. We use di�erent Transformer-

based approaches and compare those to the approach discussed by Field et al. [61]. We use a

pre-trained BERT [49] model to predict sentence level frames. For our analysis, we propose

to use frames discussed in the Policy Frame Codebook [26] via a dataset annotated with these

frames. �e dataset is called Media Frame Corpus (MFC) [35], which is an annotated dataset of

Wall Street Journal articles. �e articles are annotated as per the Policy Frame Codebook’s 15

frames [26] and are commonly used in multiple NLP framing analysis studies [61, 131].

Moreover, we develop a method to connect A�ect Control �eory (ACT) with frames of news

articles shared on a social network by news agencies. ACT, initially introduced by Heise [73, 74],

proposes that individuals maintain their a�ective identities through their actions. �e a�ective

identities are operationalized by embedding these in Evaluation (good vs. bad), Potency (strong
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vs. weak), and Activity (active vs. passive) (EPA) space. We develop a method to embed frames

in the EPA space, assuming that each frame has a particular a�ective meaning. Although prior

work in NLP has identi�ed ways to extract a�ective dimensions from pre-trained word embed-

dings (e.g. Field and Tsvetkov [60]), this paper discusses how we can embed and operationalize

the a�ective dimensions of frames themselves. We then use our methodology on climate change

news articles shared on Twi�er1.

Our approach of embedding the policy frames in the EPA dimension helps us determine

news articles’ emotional valence. In this work, we assume that a person or a news agency shar-

ing the articles on social media with a certain frame would identify with that frame. �erefore,

we discuss a mechanism where we can identify an article’s emphasis (frame) in the EPA space.

To the best of our knowledge, this is the �rst a�empt at connecting computational generic

framing research in NLP with ACT. By connecting frames with ACT, we draw implications

for climate change communication. Hence, we �nd frames that are be�er at communicating

climate change urgency as per emotional sociology. �us, the second research question we

address is, what are the a�ective dimensions of the frames and which frames are more active and

hence suited for communicating climate change urgency?

Once we have found the frames’ a�ective dimensions, we use the reshare (retweet) count

of each frame to �nd whether each frames’ emotional value or a�ect leads to more reshare.

ACT states that a�ect drives individual identities and their actions. In this work, we address,

whether or not the frames’ a�ect drive the reshare count on social media? To answer this research

question, we use the reshare count of di�erent frames. We hence conclude which frames in

climate change news articles are more likely to be reshared.

We begin by providing an overview of the framing literature and ACT in §4.2. Next, we

describe our data collection (§4.3.1) and our methodology in §4.3.2. Our results (§4.4) suggest

that news articles shared on social media are essentially framed using “cultural identity” frame.

1In Appendix 2 we discuss examples of the framing and a�ect values of the articles by using news articles from

our dataset.
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We �nd that MFC frames are positive and low valued in EPA space. We also �nd that the frames’

resharing count is weakly correlated to their emotional valence. �rough this research, we (1)

compare di�erent methods for framing analysis of articles using MFC, (2) develop a method

to connect computational generic framing analysis with ACT, (3) show that frames with high

a�ect do not necessarily drive news articles in climate change conversations on social media,

and (4) present insights and implications for climate change communication framing.

4.2 Background and Related Work

4.2.1 Framing Analysis

In prior work, framing analysis is used to �nd bias or partisanship in news articles. Field et al.

[61] use framing analysis to �nd media manipulation by the Russian government during eco-

nomic downturns. Roy and Goldwasser [131] breaks down the policy frames [26] into more

detailed sub-frames to demonstrate ideological di�erences between media sources. Johnson

et al. [89] used weakly supervised approaches to predict frames used in political conversations

on Twi�er. Moreover, in a recent study, an annotation method is developed for social media

framing analysis. Hartmann et al. [71] used multi-task and adversarial learning to annotate

social media platforms’ conversations. �ere has been work on predicting document and sen-

tence level frames using MFC. Card et al. [36] predicted document level frames using a logistic

regression model with latent dimensions and word-based features. �is work was further im-

proved by Ji and Smith [88], and Naderi and Hirst [117] used recurrent neural networks for

sentence-level prediction of frames. In this work, we discuss BERT based novel techniques for

sentence-level prediction of frames and show how framing analysis could be used in a social

network se�ing. Apart from BERT based approaches, we use pre-trained word embeddings to

decontextualize MFC corpus and predict frames on a di�erent topic.
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4.2.2 A�ect Control �eory (ACT)

As framed initially by Heise [72, 73, 74], ACT was developed to explain behavior in social in-

teraction context. Speci�cally, a�ect refers “to any evaluative (positive or negative) orientation

toward an object” [128]. In ACT, the a�ective dimensions (EPA dimensions) could describe a

persona’s reaction to various situations. Each dimension in EPA space lies on the continu-

ous interval [-4.3,+4.3]. �e �rst dimension is “Evaluation,” which describes the identity in the

goodness vs. badness dimension, where a negative value indicates an identity leaning more

towards bad compared to good. Similarly, “Potency” describes strong vs. week. Lastly, the “Ac-

tivity” dimension describes the level of energy as active or passive. ACT theory states that it

is the a�ect that we maintain during any interaction rather than a community assigned labels.

For example, someone would try to maintain the a�ective meaning of a father (“quite good,

very powerful, and somewhat lively” [128]) throughout their interactions. �e a�ective mean-

ings could change depending on the culture but are largely consistent. Moreover, as per ACT,

a persona would minimize the de�ection from its fundamental identity, re�ected by its social

perceptions, actions, and experiences. Social scientists codify ACT model by using a triplet of

actor, behavior, and object. Each of the elements in the triplet is then measured in EPA space.

In other words, each actor, behavior, and object would have an associated value in EPA space.

Using the emotional signals the ACT lexicon gives, we embed the MFC frames in EPA space.

�is helps us understand users’ perspectives while sharing the frame and connect it to wider

emotional social science research.

Prior work related to ACT is rich and mostly out of scope for this paper. �erefore, we will

touch upon the work which is relevant to this study 2. Joseph et al. [91] developed methods

grounded in ACT to �nd a�ective stereotypes in Twi�er users who tweeted about the Michael

Brown and Eric Garner tragedies. Joseph et al. [90] used ACT to predict sentiments held towards

entities or behavior using a large corpus of newspaper articles. More recently, Xiang et al. [163]

2For more detailed discussion on ACT, please refer to Robinson et al. [128] and Heise [74]
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used ACT lexicon to enhance the deep learning model for sentiment analysis. In this work, we

would use a much-expanded lexicon for framing and emotional analysis of climate change news

articles shared on Twi�er. Moreover, we would use each article’s resharing count to �nd which

frames are more likely to be reshared.

4.3 Data and Method

In this section, we discuss our data collection and methods investigated to predict frames. �en,

we discuss the evaluation of those methods. We present our method to project frames in EPA

space next. Lastly, we present the formula used to �nd the average reshare count of frames.

4.3.1 Data

News Articles: We collected tweets using Twi�er’s standard API3 with keywords “Climate

Change”, “#ActOnClimate”, “#ClimateChange”. �e collection period was between August 26th,

2017 to January 4th, 2019. �e collection was paused from April 7th, 2018 to May 21st, 2018,

due to server errors. Hence, our results are not re�ective of these periods. Our dataset consisted

of 38M unique tweets and retweets from 11M unique users.

Next, we scrape all the articles shared by news agencies on Twi�er using the collected

tweets. To �nd out whether an account is from a news agency, we use a pre-trained model as

described in Huang and Carley [80]. �e model uses a long-short-term memory neural network

[77] with an a�ention mechanism [15] trained on over 10,000 users. �e test accuracy reported

on a held-out dataset is 91.6%. We found ∼ 3% percent of users as news agency account with

1.1M unique tweets and retweets. For each of the tweets, we scraped the article shared via URL.

We collected 900k �les shared via URL. Out of these 900k �les, we removed the �les which were

non-text �les and all the �les with the error message returned from scraping the news outlet’s

website. A�er removing the unwanted �les, we were le� with 810k articles spread across the
3https://developer.Twitter.com/en/docs/tweets/search/overview/standard
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same timeframe as the Tweets dataset 4. We will refer to these articles as news articles in this

paper.

Media Frames Corpus: Work by Boydstun et al. [26], also referred to as Policy Frame Code-

book, de�nes a list of frames that are commonly used in news articles. Media Frame Corpus [35],

is an annotated dataset of 22,030 wall street journal articles. �e articles are annotated as per the

Policy Frame Codebook’s 15 frames5. �e dataset consists of articles related to death penalty,

gun control, immigration, samesex marriage, and tobacco. �e annotation is done manually

and could span one or more sentences. However, Media Frame Corpus does not cover climate

change related annotated articles and is biased towards the Wall Street Journal’s articles. Hence,

we use decontextualization methods on the corpus as described in §4.3.2.

ACT Lexicon: We use the expanded EPA lexicon published by Heise [75]. �e lexicon was

obtained by manual annotation. We further expand the lexicon with Robinson et al. [129],

Smith-Lovin et al. [141, 142] datasets, where each word has two di�erent EPA scores; hence, we

take the two scores’ mean value. In the case of words appearing in multiple data sources with

di�erent EPA scores, we take the mean value of each dimension’s scores.

4.3.2 Method

Frame Prediction

We use the information score based classi�cation technique as discussed in Field et al. [61]

and propose other transformer-based classi�ers for sentence-level prediction of frames. In this

section, �rst, we discuss BERT-based models to predict frames at the sentence level. Second,

we discuss information score based methods. Last, we evaluate these models for sentence-level

accuracy scores. For evaluation, as a benchmark model, we use the Bi-LSTM model proposed
4We further discuss our collection process and statistics of the dataset in Appendix 1.
5In Appendix 1 we describe di�erent frames.
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by Naderi and Hirst [117].

BERT based models: We use a pretrained BERT model to get embeddings of the sentences

of di�erent MFC topics 6. �en we train (1) MLP with one hidden layer of dimension 512 and a

so�max layer, (2) 1-D convolution neural network (1D-CNN) similar in dimension to Kim [96].

Information score based prediction: We use the information score based technique as used

and validated in Field et al. [61]. In the study, each word is assigned an information score de-

pending upon the frequency of that word occurring in a particular frame. Models evaluated

are: (1) PMI-Non Decontextualize : Use information score of unigrams to predict each docu-

ment’s frame similar to Field et al. [61] but without extension of vocabulary, (2) Field et al. [61]

: Use information scores but decontextualize by selecting similar words and assigning them the

same score using pre-trained continuous bag of words (CBOW) language model embeddings,

(3) PMI- Decontextualize (CBOW/FastText): We use the information score lexicons, but instead

of adding similar words, we �nd words during testing which are not in our information score

vocabulary. �en we assign these words a score based on a pre-trained language model (CBOW

or FastText [23]). �e score is assigned for each missing word based on the nearest word in our

information score vocabulary.

Evaluation: To check how well the learned models transfer, we train models on four topics

and test the model on a di�erent topic. We report the 15-class average prediction accuracy for

sentence-level prediction task in Table 4.1. Pretrained BERT models outperform other models.

�is shows the advantage of a�ention based models as shown by results reported for major

NLP tasks in Devlin et al. [49]. For further analysis of frames we would rely on the validated

PMI model [61] which gives reasonable accuracy and is much faster than other models.

6In Appendix 1 we provide details of the BERT model used in this paper.
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Table 4.1: Prediction accuracy for sentence-level 15 class frame prediction. Given 5 topics in

MFC, the accuracy values refer to the average accuracy of training on four topics and predicting

on the other remaining topic. * Naderi and Hirst [117] used same topic for testing and training.

Model Accuracy

BenchMark -BiLSTM 0.52*

BERT + MLP 0.53

BERT + CNN 0.54

PMI-Non

Decontextualize
0.41

Field et al. [61] 0.47

PMI- Decontextualize (CBOW) 0.48

PMI- Decontextualize (FastText) 0.48

Frame Projection to EPA

Field et al. [61] gives an information score to each word based on the word belonging to one

frame over the other. We use the same method to �nd the information score for each word.

Similar to Field et al. [61], Roy and Goldwasser [131], we remove all words occurring in 2%

and 98% of the articles. We enriched our lexicon using the decontextualization method used in

Field et al. [61] and as benchmarked above (model (2)) with other models. For each frame F ,

the information score for each word is de�ned as follows:

I(F,w) =
P (F,w)

P (F )P (w)
=
P (w|F )
P (w)

(4.1)

where P (w|F ) is calculated from the fraction of count of words w and count of all words

in sentences annotated with frame F . Similarly, P (w) is calculated from entire MFC training

data. We use symbol f to denote set of words with information score associated to frame F .

Next, we use the ACT lexicon (l) to get a [Ew′ , Pw′ , Aw′ ] score for each word w′ ∈ l. We
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de�ne EPA score of each frame F as:

[EF , PF , AF ] =
∑
c∈l∩f

I(F,c) ∗ [Ec, Pc, Ac]

Z
(4.2)

where Z is the normalization factor equal to the number of words in both EPA lexicon (l)

and f . In Equation 4.2 each word which is in both the lexicons are weighted by their respective

information score in EPA space. In Appendix 1 Table 4.2 we report the number of common

words in EPA lexicons (l) and di�erent frames (f )7. We �nd that “Capacity and Resources”

frame has the least number of common words with 1210 words and “Crime and Punishment”

and “Cultural Identity” with the most common words with 1756 words each.

Frame’s Average Reshare Count

To �nd out the mean reshare count for each frame, we use each article’s retweet count. For

each of the 810k news articles shared via Tweets we scrape the retweet count using Twi�er’s

standard API. We scraped the retweet count of each Tweet in January of 2021, assuming that

this retweet count represents the �nal number of retweets. We believe that this assumption is

reasonable since the last Tweet used to collect a news article was on January 4th, 2019 (refer

§4.3.1). We use the retweet count and average information score calculated from the common

words in framing lexicon (f ) and each article to �nd the mean reshare count (RF ) of frame F

as:

RF =

∑
a ra

∑
c∈a∩f I(F,c)∑

F

∑
c∈a∩f I(F,c)

#(a)
(4.3)

Where ra is the retweet count of each article a. In Equation 4.3, the numerator represents

the weighted average of the retweet count for each frame given the information score of an

7Finding EPA score for words is an ongoing e�ort [142] and we expect as more words are added to the EPA

lexicon projecting frames to EPA space would become more robust.
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article. �is is then summed for each article. �e denominator represents the total number of

articles 8.

4.4 Results

4.4.1 Frame Prediction

We �nd that the “Cultural Identity” frame is the most dominant frame used in climate change

articles. To �nd the frame of a document, we use all the sentence’s average score in that doc-

ument. In Figure 4.1 we report the count of the number of articles with respective dominant

frames. We call a frame dominant if the frame is in the top 3 of all the frames 9. Apart from the

“Cultural Identity” frame, we �nd that “Public Sentiment”, “Political,” and “Economic” frames

are other considerable dominant frames. �e “Cultural Identity” frame is de�ned as “traditions,

customs, or values of a social group in relation to a policy issue” [26]. In a manual evalua-

tion of a sample of 100 articles, we �nd that articles dominant in “Cultural Identity” framing

are about changing current practices (eating habits, buying of estate etc.), about protests re-

garding climate change or changes a�er a natural disaster 10. In Figure 4.1 we also report the

average scores of the information scores used to calculate the dominant frame. �ere is a high

correlation (Pearson Correlation = 0.9) between the top 3 dominant frames and the mean infor-

mation scores. Frames such as “External Regulation and Reputation” and “Policy Prescription

and Evaluation” show the opposite behavior. We conclude that these frames do occur regularly

in di�erent climate change articles but are more salient.

8Due to Tweet/user account deletion, in our second run to scrape the retweet count, we were able to collect

the count for 700k articles. We use these 700k articles for our average reshare analysis.
9We chose the top 3 dominant frames to remove uncertainty involving the model being only 47% accurate. On

using the top 3 dominant frames, the accuracy score on the training set was 74%.
10We discuss the details of the manual evaluation process in Appendix 2.
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Figure 4.1: Number of articles with corresponding top 3 frames and mean of the information

score (Equation 4.1) for all the articles (blue).

4.4.2 Frames in EPA

We project the frames in EPA space to �nd that “Capacity and Resources”, ”�ality of Life,”

and “Morality” score high in the Evaluation (good vs. bad) dimension. “Morality” also scores

high in Potency (strong vs. weak). In Figure 4.2, we report each frame’s EPA dimension and

the centered and scaled value to be�er show contrast between frames. On a manual inspection

of top words contributing to high Potency values of “Morality” frame, we �nd words related to

religion such as jesus, christ and church. �ese words have a higher than usual Potency value.

“External Regulation and Reputation” and “�ality of Life” frame score high in the Activity

(active vs. passive) dimension. Overall, we �nd that all the frames are positive (leaning good,
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Figure 4.2: EPA values centered by mean frame score and scaled by the standard deviation

values of frames in each dimension. EPA scores of frames calculated using Equation 4.2 are in

boldface. EPA dimension range is [-4.3,+4.3].

strong, and active) with li�le variation. �is is expected as frames are nuanced changes in the

presentation of a topic. Moreover, the common words between the EPA lexicon and the frames

represent news agencies’ neutral emotions. We infer that the highly emotional words in the

EPA lexicon are rare or do not occur in our framing information score lexicon.

�e EPA dimensions of frames used in news articles do not vary greatly with time. Fig-

ure 4.3 reports our results. For this analysis, we aggregate articles by month to �nd the average

information score for each frame and then convert to the EPA dimension by taking a weighted

average using the base EPA dimension score of each frame from Equation 4.2. Although the

number of articles in each month varies greatly, we �nd li�le or no variation with time in all

three a�ective dimensions. Potency dimension score is the highest, followed by Evaluation and

then Activity. �is is explained by the fact that in �gure 4.2, each frame’s base score is higher

for the Potency dimension.
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Figure 4.3: EPA dimensions of frames used in climate change news articles aggregated by month

and the total number of articles in each month. Extra lines of the corresponding color represent

1 standard deviation.

4.4.3 Reshare Count of Frames

�e average reshare (retweet) count varies considerably for di�erent frames. Figure 4.4 reports

the average reshare count of each frame. �e average reshare is less than 1, indicating that a

high percentage of articles were not shared. In fact, only 35% of the news articles were shared

more than once. As described in §4.3.1, we scrape articles from all accounts that exhibit news

agency like behavior based on Tweets and user account’s metadata. Based on our previous ex-

periments using the classi�cation model, we infer that not many users follow a high percentage

of the accounts labeled as news agency accounts. We suspect that some of these accounts could

be bot-like. We leave the extended analysis for bot-like accounts for future work. On average,

the “Cultural Identity” and “Public sentiment” frame is more than two times more reshared than

the “Crime and Punishment” frame.
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Next, we �nd out if a�ect of the frames drive their reshare activity. In �gure 4.5, we re-

port the emotional value of a frame by calculating the distance from the center (origin) of each

frame in EPA dimensions. We �nd that “Morality”, “�ality of Life” and “Capacity and Re-

sources” frames are the most emotional, and “Legality, Constitutionality, Jurisdiction” is the

least emotional frame. �ese results are generally consistent with common perceptions about

these frames. We �nd that there is low correlation (Pearson Correlation = 0.15) between the

emotional value of the frames and the average reshare count. �is indicates that more emotional

(higher a�ect) frames are not necessarily reshared more times.

Figure 4.4: Average reshare count (RF ) of each frame calculated using Equation 4.3.

4.5 Discussion

Emphasizing and de-emphasizing certain information to manipulate public opinion has led to

a growing interest in learning automated frames in articles [131]. Moreover, work done by
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Figure 4.5: Total emotional value of frames calculated by �nding the distance from the origin

(always>0) of the projected frames in EPA dimensions. A higher value signi�es more emotions

or a�ect for that frame.

Kause et al. [95] indicates that di�erence in the framing of climate change communication could

contribute to polarization in beliefs. In this work, we use MFC to �nd automated frames in

an extensive corpus of climate change-related articles. We �nd that most of the articles on

climate change are framed using mainly “cultural identity”, “public sentiment”, “political,” and

“economic” frames. In work done by Field et al. [61] related to the articles published by the

Russian government news media were mostly “External Regulation”, “Political” and “Morality”

dominant while using keywords related to the U.S. In a similar work, Roy and Goldwasser [131]

also classi�ed news media articles and found the ideological di�erences in di�erent news media

presentation of similar topic. Given our corpus’s extensive size, we believe the dominant frame

in climate change articles re�ects general news articles’ nature shared on Twi�er. In a manual
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analysis of 100 articles, we �nd that news articles about climate change predominantly discuss

topics involving changing habits, protests, and the e�ects of natural disasters. Moreover, the

100 random articles used in our manual evaluation were, for the most part, from local or non-

popular news sources. �us, these news articles either address the population of a speci�c place

or a region or are reposts of national/international news stories.

A perception exists in climate change communication that “considerable competition among

(and between) scientists, industry, policymakers and non-governmental organizations (NGOs),

each of whom is likely to be actively seeking to establish their particular perspectives on the

issues” [5]. Previous studies have described climate change framing in “scienti�c uncertainty”

frame [55, 109]. �is framing has recently changed to “industry leadership” frame in defeating

climate change [82]. Frames have also been shown to di�er between countries and over time

[68, 135, 136]. A recent work done by Badullovich et al. [13] suggests that scienti�c literature on

climate change most commonly use “Scienti�c, Economic and Environmental” frames and are

increasingly using “Public health, Disaster, and Morality/ethics” frames. In our study, instead of

focusing on manual analysis, we use computational models to build on climate change commu-

nication’s rich framing research. Moreover, we focus on news media to decipher perspectives as

the media plays a vital role in climate change communication. Using the retweet count of each

article shared via Twi�er, we calculated the average number of times a frame is reshared. In

this work, we show that certain frames are more reshared than others. Moreover, this resharing

pa�ern is not correlated to di�erent frame’s emotional valence. �is suggests that news stories

are reshared based on other factors such as news media popularity, story type, and novelty. We

recognize that the online data collected used English language keywords and did not re�ect the

demographic representativeness necessary to present cross-cultural conclusions.

In this paper, we develop a methodology to project frames in EPA space. We constructed a

mechanism where the nuances of the article content are projected to EPA space. We do not make

an e�ort to predict where articles themselves lie in EPA space. By projecting the frames into EPA
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space, we can now connect the same topic to emotional science research useful for studying

group in�uence and belief change. Work done by Bri� and Heise [30] gave clues that more

active emotions could be used to incite minority groups by motivating them to participate in

more extensive group activities. Our results indicate that frames such as “external regulation”,

“�ality of Life” and “morality” are more emotionally active (higher activity). As climate change

action becomes more urgent and necessary, a more consistent and active framing should be used

to convey the policy changes needed. Moreover, multiple previous research studies on climate

change discussion on social media have concluded that di�erent belief groups exhibit “echo-

chamber” type behavior [148, 162]. �ese di�erent belief groups can be analyzed to �nd their

news sources and align messages with frames that are more likely to be shared by di�erent

belief groups. A more engaged community with trustworthy news sources is likely to decrease

the confusion around well established climate change facts.

Finally, taking �ight from our research, further studies may fruitfully examine several hy-

potheses opened up by our results. Our work shows how frames could be projected to EPA

space and used to �nd the emotional value within the subtle language used to debate a topic.

Future scholarship can look at di�erent topics to compare EPA value of the frames presented.

Moreover, with the increase in the size of the EPA lexicon, deep learning approaches could be

employed to project the frames. We expect our work would be an essential stepping stone for

social scientists to build be�er communication analysis tools for future climate change com-

munication messages.
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4.6 Appendix 1

De�nition of framing dimensions from Boydstun et al. [26]:

• Economic: costs, bene�ts, or other �nancial implications

• Capacity and resources: availability of physical, human or �nancial resources, and capac-

ity of current systems

• Morality: religious or ethical implications

• Fairness and equality: balance or distribution of rights, responsibilities, and resources

• Legality, constitutionality and jurisprudence: rights, freedoms, and authority of individ-

uals, corporations, and government

• Policy prescription and evaluation: discussion of speci�c policies aimed at addressing

problems

• Crime and punishment: e�ectiveness and implications of laws and their enforcement

• Security and defense: threats to welfare of the individual, community, or nation

• Health and safety: health care, sanitation, public safety

• �ality of life: threats and opportunities for the individual’s wealth, happiness, and well-

being

• Cultural identity: traditions, customs, or values of a social group in relation to a policy

issue

• Public opinion: a�itudes and opinions of the general public, including polling and demo-

graphics

• Political: considerations related to politics and politicians, including lobbying, elections,

and a�empts to sway voters

• External regulation and reputation: international reputation or foreign policy of the U.S.

• Other: any coherent group of frames not covered by the above categories
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4.6.1 Data Collection Details

As described in §4.3.1, we collected Tweets using Twi�er’s standard API 11 using keywords “Cli-

mate Change”, “#ActOnClimate”, “#ClimateChange”. Table 4.3 reports statistics of the dataset.

We then classify each user into a news agency account and a non-news agency account using

the method described in §4.3.1. For each Tweet from a news agency account, we scrape the news

article using the URL shared in that Tweet. To scrape the news articles, we built our so�ware

system, which uses python requests library to scrape the articles from the websites. We sub-

scribed to news agencies mentioned in Pew Research’s top online news media websites report
12 as these websites generally required login credentials. Extensive testing was done to ensure

that we could collect as many articles as possible and circumvent possible obstacles such as

AJAX calls and advertisements. Using the URLs we were able to collect 900k articles. However,

some of these articles were non-text �les or contained short error messages. We removed these

�les from our dataset. A�er this step, we were le� with 810k news articles. In table 4.3 we

report statistics of news articles used in our dataset. We further cleaned each article for any

HTML tags, other non-header, or non-body text for our analysis.

4.6.2 Bert Model Details

For predicting frames at the sentence level, we use the pretrained Bert-Large-Uncased model.

As per Devlin et al. [49] the model has 24-layer with 1024 hidden dimension, 16 a�ention heads,

and 336 M parameters. �e model was trained on BookCorpus 13 and English Wikipedia 14 a�er

removing headers, tables, and lists. In this work, we predict frames for news articles, assuming

11https://developer.twitter.com/en/docs/twitter-api/v1/tweets/search/

overview
12https://www.pewresearch.org/wp-content/uploads/sites/8/legacy/

NIELSEN-STUDY-Copy.pdf
13https://yknzhu.wixsite.com/mbweb
14https://en.wikipedia.org/
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Table 4.2: Total number of common words in each frame lexicon f and EPA lexicon l.

Frame

Total

Common

Words

Capacity and Resources 1210

Crime and Punishment 1756

Cultural Identity 1756

Economic 1690

External Regulation and Reputation 1312

Fairness and Equality 1590

Health and Safety 1712

Legality, Constitutionality, Jurisdiction 1779

Morality 1631

Policy Prescription and Evaluation 1747

Political 1768

Public Sentiment 1685

�ality of Life 1720

Security and Defense 1519
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Table 4.3: Statistics of the Tweets and news articles collected as described in §4.3.1

Tweets Articles

Total Number 38M 810k

Mean per day 48,860.5 1,157.5

Min per day 2 0

Max per day 243,574 6,513

that the formal language used in books and Wikipedia generally re�ects the language used in

news articles. To get embedding of a sentence we concatenate the last 4 layers of the BERT

model, as suggested in Devlin et al. [49]. �is embedding was then passed to a MLP/1D-CNN

classi�er as described in §4.3.2.

4.7 Appendix 2

In this section, �rst, we will give some examples from our news articles dataset. Second, we

use these examples to explain the frames and their projection in EPA space. Lastly, we discuss

the methodology and results of our manual evaluation of 100 randomly selected news articles.

Snippets of news articles in our dataset: Snippet (a): “STUDY REVEALS HOW CLIMATE

CHANGE COULD CAUSE GLOBAL BEER SHORTAGES Severe climate events could cause short-

ages in the global beer supply, according to new research involving the University of East Anglia

(UEA). �e study warns that increasingly widespread and severe drought and heat may cause sub-

stantial decreases in barley yields worldwide, a�ecting the supply used tomake beer, and ultimately

resulting in “dramatic” falls in beer consumption and rises in beer prices.”

Snippet (b): “Baltimore Is Suing Big Oil Over Climate Change �e Supreme Court heard argu-

ments this week in a case brought by the city of Baltimore against more than a dozen major oil

and gas companies including BP, ExxonMobil and Shell. �e city government argued that the fossil
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fuel giants must pay for the costs of climate change because they knew that their products cause

potentially catastrophic global warming.

Snippet (c): Small islands use big platform to warn of climate change On the map, their homes

are tiny specks in a vast sea of blue, rarely in the headlines and far removed from the centers

of power. But for a few days each year, the leaders of small island nations share a podium with

presidents and prime ministers from the world’s most powerful nations, and their message is clear:

Global warming is already changing our lives, and it will change yours too. Speaking shortly a�er

U.S. President Donald Trump — whose �ery speech made no mention of climate change — Danny

Faure told the U.N. General Assembly this week that for his country, the Seychelles, it’s already a

daily reality.

�e snippets from the dataset show di�erent frames used in climate change news articles.

�e topic discussed in these snippets is di�erent; moreover, these snippets are addressed to-

wards geographically di�erent audiences. Snippet (a) addresses the change in a decrease in

yield for barley due to climate change referencing a research study. �is whole news article

predominantly uses “Cultural Identity” frame. Similarly, the article in snippet (b) uses more

“economic” and “Legality, constitutionality and jurisprudence” frame. �e article from which

Snippet (c) was taken is predominantly using “�ality of life”, “Capacity and Resources” and

“Morality” frames. Our algorithm discussed in §4.4.2 predicts that the article of snippet (c) is

high in emotional value or a�ect followed by the article of snippet (b) and then by the article

of snippet (a). �is order can also be followed by looking at the predominant frames of these

articles.

In order to �nd out the general stories reported in news articles, we manually verify stories

of a sample of 100 news articles from our dataset. Moreover, we also �nd that if the news article

is from a popular news agency or not. We mark the source as popular if its name is mentioned

in Pew Research’s top online news media websites report 15.

15https://www.pewresearch.org/wp-content/uploads/sites/8/legacy/

NIELSEN-STUDY-Copy.pdf
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Two annotators independently annotated each news article to be related to: protests, natural

disasters, social practices (such as drinking, eating, festivals, sports etc.), economic, policy or

legal, �ora and fauna, political, historical facts/data, satire on climate change action/lack of

action, new scienti�c �nding and, any other. We recognize these topics do not constitute all

possible topics in the context of climate change. Using these groups, we were able to generalize

the dominant stories in the climate change discussion to explain the dominant frames.

We �nd that social practices (15/13), protests (10/12) and, natural disaster-related (9/10)

stories are most prominent. �e “any other” (11/8) category was also prominent. �e least

prominent stories were in satire (1/4) and historical facts (2/2) group. �e values in the bracket

represent the number of stories as marked by each annotator. �e % agreement between anno-

tators is relatively high at 77%. A thorough topical analysis of a large sample of news articles

would give a more robust insight into the dynamics of frames in climate change news arti-

cles. Future work could further the NLP frames research by connecting generic and topical

frames/topics in large datasets. We also �nd that only 2 news articles are from popular news

agencies as listed by Pew Research.

4.8 Appendix 3

In this section, �rst, we will examine the di�erences between our method with another validated

method to predict frames using MFC. Second, we will discuss the results using our method on

training topics. Last, we will also provide brief examples of our method for predicting Tweets’

frames and for other types of datasets.

Similar to Field et al. [61], we use information scores as described in Equation 4.1. We

discard all words that occur in fewer than 0.5% of documents or more than 98% of documents. In

Field et al. [61], the initial information score-based total vocabulary size is limited to 250 words

with the highest information scores. In our analysis, we use all the words and corresponding

information scores. In our method, to decontextualize, we assign the nearest neighbors in the
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background corpus (K =1000) the same score as found from the information score. We also do

not change the score if the word already exists in our lexicon. We believe this gives a fairer

decontextualization and, as per our experiments, gives us a slightly be�er accuracy score.

To help us understand the model’s training accuracy, we use our decontextualized informa-

tion score-based model to predict the training topics’ dominant frames. We classify the frame

for a sentence as predicted correctly if the frame’s gold label is in the top 3 predicted frames.

We �nd that, on average, ∼ 74% of the sentences are predicted correctly for the �ve training

topics. We consider this as a reasonable accuracy given our 15-way prediction task. Hence,

in our results, we discuss the top 3 dominant frames in climate change-related news articles.

Moreover, our results indicate that “cultural identity” and “public sentiment” are very dominant

compared to other frames. �us, we do not expect that uncertainty around the prediction of

frames would change our general results.

As our method relies on decontextualized lexicons, we can potentially use our method to

Tweets themselves. For example, we compare frames used by Justin Trudeau (liberal) and An-

drew Scheer (Conservative) in all their tweets on the day of the Canadian elections (October

21, 2019). We �nd that Mr. Trudeau used External Regulation and Reputation, Cultural Identity

as dominant frames, and Mr. Scheer used Security and Defense, Economic and Capacity and Re-

sources as dominant frames. A manual analysis validates that these were indeed the dominant

frames. We suspect that our framing analysis methods could be used in other datasets and social

media platforms such as Reddit.
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Chapter 5

Climate Change Conspiracy �eories

5.1 Introduction

�ere is a virtually 100% consensus among scientists that greenhouse gas emissions from human

activity cause climate change [50]. Despite the overwhelming evidence, much public discourse

shows open skepticism with many popular contrarian voices [28, 56, 121]. In fact, it is believed

that between 20% to 40% of the U.S. population considers climate change as a hoax or do not

believe in its anthropogenic cause [151].

Contrarian voices on climate change can be divided among di�erent categories. For in-

stance, there is a category of people who argue that climate change is real but is not caused by

human activity. Another example would be people who believe that climate change is real, but

they dispute the anthropogenic cause. However, the most alarming category is climate change

deniers who outright reject climate science �ndings or the data as a hoax. Di�erent ideolo-

gies drive most people who describe climate science �ndings and data as hoax [151]. One such

facet of ideology is conspiratorial thinking. Previous studies have suggested that conspirato-

rial thinking is associated with beliefs about climate change. In other words, individuals who

believe in conspiracies are more likely to refute the anthropogenic cause of climate change

[151].
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Conspiracy theories are “unsubstantiated explanations of events or circumstances that ac-

cuse powerful malevolent groups of plo�ing in secret for their own bene�t against the common

good” [151]. People who believe in conspiracy theory might want to derive an explanation for

any complex scienti�c fact from these theories. Conspiracy theories can be interlinked with

each other, although they might not have any logical basis. In this paper, we discuss some of the

major conspiracy theories in climate change that are popular on a social media platform. �ese

conspiracy theories present a signi�cant challenge in removing the false narratives around cli-

mate change. �us, it becomes essential to analyze these conspiracy theories.

Previous work on climate change and conspiracy theories suggests that people believing in

conspiracy theories are likely to believe that climate change is a hoax [151]. �at work relied

on manual survey-based collection methods. Surveys are limited in �nding nuanced beliefs and

in studying extensive social network structures. �is paper uses extensive Twi�er data to link

beliefs about climate change and sharing of conspiracy related text. �us, the main research

question we answer is, In climate change discussion, do climate change Disbelievers share more

conspiracy related terms compared to Believers? To answer this research question, we scrape

Twi�er data for all the Tweets containing climate change and conspiracy related keywords.

We then use a state-of-the-art stance detection method to �nd climate change Believers and

Disbelievers 1.

Moreover, conspiracies about climate change could be promulgated by bot-like accounts -

automated user accounts - in addition to human actors. �ese bot-like accounts can further

create confusion on well established climate change realities. Moreover, previous studies have

suggested that “that bots seek to create false ampli�cation of contentious issues with the inten-

tion to create discord” [148]. �is paper examines whether or not bot-like accounts are more

active in sharing conspiratorial messages in di�erent belief groups.

�is paper begins by de�ning some of the common climate change-related conspiracy the-

1We de�ne Believers as people who cognitively accept anthropogenic causes of climate change Disbelievers as

those who reject the same.
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ories §5.2. Next, we discuss the method used to identify individual beliefs, keywords used to

identify the conspiracy theories, and method used to �nd bot-like accounts §5.3. We present

our results in §5.4. Our results (§5.4) suggest that Disbelievers share most conspiracy theory

related Tweets. Conspiracy theory related to chemtrails and geo-engineering is most popular in

our dataset. However, conspiracy theory related to �at earth is most popular among Believers

but rather used as sarcasm. We also �nd that most Disbelievers share only one or two di�erent

conspiracy theories with climate change discussion. Finally, we discuss our �ndings and their

implications in §5.5.

5.2 Major Conspiracies about Climate Change

Conspiracy theories evolve with time and do not follow logical arguments. �is section covers

the most well-known conspiracy theories related to climate change and gives brief backgrounds

about each. �e list was created based on the author’s �ndings and readings of previous work

on the same topic 2 [148, 151, 161].

1. Deep state: Followers of this conspiracy theory agree that there is a hidden government

within the legitimately elected government that controls the state. Climate change is a

hidden agenda of the deep state to further the deep’s states motives.

2. Chem Trails: �e condensation trails from the jet engines of an aircra� are erroneously

recognized as consisting of chemical or biological agents. �e theory posits that these

trails are responsible for climate change.

3. Sunspots: Sunspots are a temporary phenomenon of reduced temperature on the Sun’s

surface [133]. �is theory asserts that sunspots and not human activity are causing cli-

mate change.

4. Directed Energy Weapon (DEW): A human-made weapon that damages its target by a

2In §5.6 we present few example Tweets of each type of conspiracy.
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highly focussed beam of energy. As per the proponents of this theory, the usage of DEWs

is causing climate change.

5. Flat Earth: Advocates of this conspiracy theory do not believe that the earth is a sphere

but rather believe that the earth is a �at disc. Climate is hence not governed by the

standard scienti�c laws, and climate change is a hoax.

6. Geo Engineering: Enthusiasts of this conspiracy theory believe that governmental exper-

iments cause climate change.

7. Unknown Planet: A ninth planet with a vast orbit and unknown to humanity is causing

climate change. �e e�ect of the planet will keep on increasing as it goes through its

perigee.

5.3 Data Collection and Method

In this section, we �rst describe our data collection in §5.3.1. Second, in §5.3.2, we describe our

method to �nd climate change belief stance and the keywords used to �nd conspiracy theory

related Tweets.

5.3.1 Data Collection

We collected tweets using Twi�er’s standard API3 with keywords “Climate Change”, “#ActOn-

Climate”, “#ClimateChange”. Our dataset was collected between August 26th, 2017 to Septem-

ber 14th, 2019. Due to server errors, the collection was paused from April 7th, 2018 to May

21st, 2018, and again from May 12th, 2019 to May 16th, 2019. We ignore these periods in our

analysis. A�er deduplicating tweets, our dataset consisted of 38M unique tweets and retweets

from 7M unique users.

3https://developer.Twitter.com/en/docs/tweets/search/overview/standard
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5.3.2 Method

�is section will �rst discuss the stance detection method used to identify climate change Be-

lievers and Disbelievers. �en, the keywords used to identify conspiracy related Tweets.

Stance Detection: Labeling each user as a climate change Believer or a Disbeliever is a non-

trivial task. �e broader �eld of labeling users based on the position the user takes on a par-

ticular topic is called stance mining [113]. We use state-of-the-art stance mining method which

uses weak supervision to �nd Believers and Disbelievers [102]. �e model uses text signals from

Tweets along with retweet and hashtag network features using a co-training approach with la-

bel propagation [167] and text classi�cation. A set of seed hashtags are provided as a pro and

anti stance signals to the model. �e model then labels seed users based on the usage of these

seed hashtags at the end of the tweet (endtags). �e labeled and unlabeled users are then taken

as input to the co-training algorithm. In each step, a combined user-retweet and user-hashtag

network is used to propagate labels to unlabelled users. Concurrently, the text classi�er uses

the seed user’s tweets to train an SVM [44] based text classi�er to predict unlabeled users. A

common set from text classi�cation and label propagation of highly con�dent labels are then

used as seed labels for the next iteration. �e �nal classi�cation is based on the prediction of

the joint model using the combined con�dence scores.4 �e model has been shown to be above

80% accurate with multiple datasets.

We select hashtag #ClimateHoax and #ClimateChangeIsNotReal as Disbeliever seed hashtags

and #ClimateChangeIsReal and #SavetheEarth as Believer seed hashtags. Hashtags ClimateHoax

has been shown to be used mostly by Disbelivers [148]. We found similar results on using

other Disbeliever hashtags reported in [148]. We use ClimateChangeIsReal and SavetheEarth

as Believer hashtags because of their semantics. Out of the 7M users, we classi�ed 3.1M as

disbelievers and 3.9M as believers 5.
4We use the parameter values as de�ned in [102] as {k = 5000, p = 5000, θI = 0.1, θU = 0.0, θT = 0.7}.
5We provide details of manual validation of stance results and the parameters in our project repository
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Conspiracy Keywords: We use the following keywords to identify if a Tweet is a conspiracy

related Tweet.

1. Deep state: club of rome, clubofrome, clubrome, pizzagate, lizard people, lizardpeople,

illuminati, deepstate, deep state, qanon

2. Chem Trails: chemtrail, chem trail

3. Sunspots: sunspot

4. Directed Energy Weapon: dew, directed energy weapon, directedenergy

5. Flat Earth: �at earth, �atearth

6. Geo Engineering: geo engineering, geoengineering, weather modi�cation, weathermod-

i�cation

7. Unknown Planet: planet x, niburu

Bot Detection: We label an account as bot-like or not using CMU’s Bot-Hunter [18, 19]. Bot-

Hunter’s output is a probability measure of bot-like behavior assigned to each account. Unless

otherwise stated, we report our analysis for a probability threshold of 0.6 6. In other words, we

classi�ed an account as bot-like if the output probability from Bot-Hunter was greater than 0.6.

5.4 Results

Climate change Disbelievers share more conspiracy related Tweets than climate change Believ-

ers. We report the number of Tweets and Retweets shared by climate change Believers and

Disbelievers in Table 5.1. We see an order of magnitude di�erence between the activity of the

groups. Disbelievers overwhelmingly share Tweets related to conspiracy theories. Interest-

ingly, for both groups, conspiracy theory related Tweets are Tweeted more than Retweeted.

https://github.com/amantyag/affectiveclimatechange
6We use 0.6 as this probability threshold gives us a lower false-positive rate than generally used 0.5.
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�is behavior is contrary to the �ndings of most studies on Twi�er which conclude that users

prefer Retweeting to Tweeting [25]. More Tweeting activity than Retweet activity suggests that

although conspiracy related Tweets can be found in climate change discussion, not many users

are re-sharing the message.

Once we know that Disbelievers are predominantly sharing the conspiracy theory related

Tweets, next, we �nd which conspiracy theory is most popular. We break down the Tweets/Retweets

with the respective type of conspiracy theory in �gure 5.1. As expected, Disbelievers are sharing

conspiracy theories more than Believers. �e most popular conspiracy theory among Disbeliev-

ers is Geo-engineering and Chemtrails related conspiracy theory. On the other hand, Believers

are sharing Flat Earth conspiracy theory more than other conspiracies. A manual analysis of

100 randomly selected Tweets shows that the Flat Earth conspiracy theory is used as a sarcastic

comment or to make fun of the other group. We provide further evidence by �nding the average

sentiment towards conspiracy related keywords 7. Figure 5.2 reports the average sentiment in

Tweets towards conspiracy theory related words. Flat Earth conspiracy theory stands out with

negative sentiment, more so when shared by Disbelievers. In other words, irrespective of beliefs

about climate change, the Flat Earth conspiracy theory is viewed negatively. Interestingly, Be-

lievers have a higher positive sentiment towards ChemTrails and Geo-Engineering conspiracy

theories compared to Disbelievers. We suspect that this could be a�ributed to Believers explain-

ing the actualities of these theories. More robust sentiment analysis with a labeled dataset is

needed to draw sentiment level conclusions; such analysis is out of scope for this work. We also

test our sentiment results in comparison to the rest of the un�ltered climate change discussion.

In table 5.2, we report our result. We �nd that Believers and Disbelievers Tweets exhibit higher

positive sentiment when used with conspiracy-related keywords (p-value = 0.0005), which is

7To �nd sentiment towards keywords, we utilize Netmapper [38] which uses a word-level sentiment computa-

tion based on the average of known valences of surrounding words within a sliding window. �e output values are

between -1 and 1, where a negative value represents a negative sentiment, and a positive value represents positive

sentiment.
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Table 5.1: Number of unique Tweets and Retweets shared by Disbelievers and Believers con-

taining conspiracy theory related keywords.

Disbeliever Believer

Tweet 31084 4830

Retweet 14369 3576

Table 5.2: Average sentiment scores of Tweets related to conspiracies and the rest of the Tweets

in our un�ltered climate change dataset. We randomly sampled Tweets from the un�ltered

dataset to �nd the rest of the dataset’s sentiment score.

Belief (Tweets) Conspiracy Related Rest

Disbelievers (40,389) 0.108 0.0364

Believers (1,799) 0.3484 0.0097

truer for Believers than for Disbelievers. �is �nding further strengthens our argument that

Believers are using conspiracy keywords to debunk conspiracies.

A�er analyzing the origin of di�erent conspiracy theories, next, we look at the correlation of

di�erent conspiracy theories shared by each user. In table 5.3, we report the correlation between

two di�erent conspiracy theories by �nding the number of times di�erent conspiracy keyword

is used by each user. We �nd that most conspiracies are highly correlated with each other,

indicating that users who Tweet about one conspiracy also tweet about other conspiracies. �e

Chemtrails and Unknown Planet conspiracies are least likely to be Tweeted by a user who

tweets other conspiracy theories. To further gain insight into the sharing pa�ern, in �gure 5.3

we report the number of users sharing unique conspiracy theories. Even on a log scale, we see a

steep decline in the number of Believers and Disbelievers sharing di�erent types of conspiracy

theories.

Next, we �nd whether or not the same Tweet has more than one conspiracy discussed. In
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Figure 5.1: Number of unique Tweets and Retweets shared by Disbelievers and Believers con-

taining di�erent conspiracy theory related keywords de�ned in §5.3.2.

table 5.4, we report the correlation between two di�erent conspiracy theories by �nding the

number of times di�erent conspiracy keyword occurs in the same Tweet. We notice in table 5.4

that there is a weak negative or close to zero correlation between all the keywords belong-

ing to di�erent conspiracy theories. Twi�er users prefer using conspiracy theory keywords

independent of using other conspiracy theory keywords in a Tweet. Moreover, conspiracy the-

ories related to Flat Earth and Geo Engineering are most negatively correlated (-0.338). In other

words, Twi�er users using keywords related to Flat Earth do not use keywords related to Geo

Engineering in the same Tweet. �us, we conclude that most users share one or two types of

conspiracy theory and most Tweets have keywords related to one type of conspiracy. Moreover,

this behavior does not di�er from a change in climate change belief.

Lastly, we look at whether bot-like accounts drive the conspiracy theory related discus-

sion. In table 5.5 we report the fraction of Disbeliever and Believer accounts labeled as bot-like

at di�erent probability thresholds 8 We �nd that even at 0.7 probability cuto�, about a quar-

ter of all users exhibit bot-like characteristics. We also �nd that there is not much di�erence

8Refer §5.3.2 Bot Detection.
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Table 5.3: Correlation matrix of conspiracy theories related keywords used by di�erent users.

We �nd the correlation between two di�erent conspiracy theories by calculating the number

of respective keywords used by each user.

Deep

State

Chem

Trails
Sunspots

Directed

Energy

Weapons

Flat

Earth

Geo

Engineering

Planet

X

Deep State 1.000 0.360 0.713 0.953 0.958 0.892 0.161

Chem Trails 0.360 1.000 0.195 0.333 0.321 0.361 0.041

Sunspots 0.713 0.195 1.000 0.751 0.740 0.676 0.156

Directed

Energy

Weapons

0.953 0.333 0.751 1.000 0.982 0.903 0.202

Flat Earth 0.958 0.321 0.740 0.982 1.000 0.915 0.231

Geo

Engineering
0.892 0.361 0.676 0.903 0.915 1.000 0.184

Planet X 0.161 0.041 0.156 0.202 0.231 0.184 1.000
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Table 5.4: Correlation matrix of conspiracy theories related keywords occurring in a single

Tweet. We �nd the correlation between two di�erent conspiracy theories by calculating the

number of respective keywords used in each Tweet.

Deep

State

Chem

Trails
Sunspots

Directed

Energy

Weapons

Flat

Earth

Geo

Engineering

Planet

X

Deep State 1.000 -0.179 -0.056 -0.106 -0.151 -0.190 -0.010

Chem Trails -0.179 1.000 -0.114 -0.218 -0.309 -0.284 -0.021

Sunspots -0.056 -0.114 1.000 -0.065 -0.096 -0.119 -0.006

Directed

Energy

Weapons

-0.106 -0.218 -0.065 1.000 -0.183 -0.227 -0.012

Flat Earth -0.151 -0.309 -0.096 -0.183 1.000 -0.338 -0.017

Geo

Engineering
-0.190 -0.284 -0.119 -0.227 -0.338 1.000 -0.022

Planet X -0.010 -0.021 -0.006 -0.012 -0.017 -0.022 1.000

Table 5.5: Fraction of users labeled as bot-like accounts at di�erent probability thresholds.

�reshold Believers Disbeliever

0.5 0.45 0.46

0.6 0.35 0.36

0.7 0.24 0.27
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Figure 5.2: Average sentiment score towards the keywords related to di�erent conspiracy the-

ories. A negative value means a negative sentiment and a positive value means a positive sen-

timent towards the conspiracy keywords.

in the activity between Disbelievers and Believers. Moreover, we �nd that most bots (∼88%)

share only one type of conspiracy theory. �is conclusion is similar to the results described in

�gure 5.3, where we report the distribution without separating bot-like accounts. Moreover,

bot-like accounts also show a similar pa�ern with regards to sharing the type of conspiracy

theories. Bot-like accounts showing behavior akin to Disbelievers share more conspiracy theo-

ries related to Geo-engineering and Chem Trails. On the other hand, bot-like accounts showing

behavior akin to Believers share more conspiracy theories with Flat Earth related keywords. We

use a pre-trained model as described in Huang and Carley [80] to �nd the percentage of bot-like

accounts that show behavior akin to news agencies. We �nd that at 0.6 probability threshold

value,∼12.3% news agency accounts show bot-like activity. �is value is lower than the overall

∼35% bot-like accounts that we �nd for all users, indicating that a lesser number of bot-like

accounts show activity similar to news agencies. On the other hand, the number of bot-like

accounts in climate change discussion un�ltered for conspiracy theories is ∼ 4%. In terms of
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percentage of total accounts, more bot-like accounts behave as news agencies and engage in

conspiracy theory-related discussions than other climate change discussions.

Figure 5.3: Distribution of Disbeliever and Believer users (in log scale) sharing unique conspir-

acy theories.

5.5 Discussion

Understanding people’s underlying beliefs helps understand the constructs by which people

could be a�racted or repelled by di�erent messaging. People believing in conspiracy theories

are more likely to believe that a conspiracy theory is a possible explanation of climate change

[151]. Hence, conspiracy theories could be used as a potential recruitment tool by Disbeliever

lobbyists. Celebrities and politicians have been vocal about their criticism of science, even using

conspiracy theories as possible explanations for climate change [151]. �ese reasons make the

study of conspiracy theories in the climate change context even more relevant.

Conspiracy theories are a means for people to justify the actions of a powerful entity or a

person, mostly when those actions are not relatable [32, 33]. Uscinski et al. [151] argue that the

in�uence of elites interacting with the masses predispositions explains conspiracy thinking and
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why there is a partisan divide in such thinking. Moreover, President Donald Trump’s election

has further enhanced this e�ect and could potentially lead to mass radicalization [2]. Conspir-

acy belief is thus linked to people’s justi�cation of predisposed climate change belief. Future

research on conspiracy theories warrants these explanations to be looked at from the lens of

psychology and social science. In this paper, we �nd that climate change Disbelievers are more

likely to share conspiracy theories. �e conspiracy theories range from deep state conspiracy

theory, which portrays climate change as an agenda of individual actors or deep state to possi-

ble explanatory theories such as sunspots and chemtrails. Future research should look at these

theories from the lens of explanatory or motivated by partisanship.

Climate change communication research should look to evolve messaging in ways that

take into account di�erent beliefs. Conspiratorial thinking and reasoning to justify climate

change will dampen the global e�ort to decrease climate change e�ects. In this paper, we show

that most people sharing conspiracies in the context of climate change only share one or two

types of conspiracies. �e most popular conspiracy theories are related to Chem Trails or Geo-

Engineering. Policymakers should focus on delivering targeted messages to Disbelievers about

the scienti�c practicalities of these conspiracies. Moreover, climate change Believers using Flat

Earth conspiracy theory to target Disbelievers or their belief does not help clear scienti�c facts.

Our results suggest that Flat Earth conspiracy theory is not the most popular conspiracy theory

among Disbelievers.

Previous studies have concluded that Bot-like accounts stir conversations in di�erently po-

litically aligned belief groups rather than concentrating on conversations in one belief group

[20, 148]. In this study, we further provide evidence that Bot-like accounts were similarly active

in sharing conspiracy related messages irrespective of whether they showed activity akin to a

Disbeliever or a Believer. �ese bot-like accounts aim at widening the divide between belief

groups and pose a danger of creating confusion on scienti�c facts [20, 31, 59]. As more and

more people consume information via social media, it becomes imperative for these platforms
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to identify and remove bot-like accounts.

To the best of our knowledge, this study is the �rst a�empt to �nd conspiracy theories in

climate change in a large social media dataset. We �nd that some conspiracy theories are more

popular and used widely to justify climate change compared to others. Future psychology and

social science scholarship should divide conspiratorial thinking into di�erent types of conspira-

cies. �is will help �nd the underlying constructs and motivations, knowing which helps target

climate change communication messaging.

Besides the demographic representativeness of the data, there are other limitations in this

analysis. First, although we have many tweets about climate change conspiracies, it does not

encompass those interactions that do not include our collection keywords. Second, we use a

proxy of keywords to classify Tweets as conspiracy related or not. We do not make an e�ort to

�nd if sarcasm or negation is used to call out conspiracies; we leave this to future scholarship.

Last, we focused on the conspiracy theories recorded in media or found during our search. Many

more conspiracy theories could be widespread in the climate change debate. Nevertheless, we

believe that we were able to analyze the main conspiracy theories more widely popular among

general Twi�er users.

5.6 Appendix

5.6.1 Di�erent Types of Inaccurate Information

De�nition and Examples of di�erent types of inaccurate information:

• Fake News : De�ned as“fabricated information that mimics news media content in form

but not in organizational process or intent. Fake-news outlets, in turn, lack the news

media’s editorial norms and processes for ensuring the accuracy and credibility of infor-

mation. Fake news overlaps with other information disorders, such as misinformation

(false or misleading information) and disinformation (false information that is purposely
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spread to deceive people)” [104]. Example: “ 1,000 scientists and 13 federal agencies con-

�rmed that there has been less than a degree increase in global temperatures in over 100

years.” this information is followed by graphs and website URLs proving the same.

• Misinformation: De�ned as any false or inaccurate information given by media or a per-

son regardless of intent. Although it is hard to know the exact intent of the information

source, generally, if the source retracts their comments or clari�es, that could be a sign

of nonmalicious intent. Example: “Bu�igieg, Sept. 4: And for me and everybody I know,

for the children that we hope to have, for the people who will be alive at the turn of the

century, when if we don’t change what we’re doing, we could lose half the world’s oxy-

gen because of what’s going on in the oceans. �at is unthinkable.” �is is an inaccurate

fact 9.

• Disinformation: Any false or inaccurate information spread intentionally for gain. Dis-

information is hence a subset of misinformation. Example: “Green new deal would cost

$100 trillion.” An inaccurate �gure, mostly used by the Republican Party of the USA10.

5.6.2 Example Tweets Related to Conspiracy �eories

Below are the example Tweets of each type of conspiracies:

1. Deep state: “We know the deepstate behind mass shootings creating narratives, to blame

you an ban 2-amendment. We know they creating climate Change, to blame you! ” “Cli-

mate change is a shell game for how the DeepState moves money.”

2. Chem Trails: “#lookup #notclouds #skystripes #chemtrails #toxic #poison plastering the

sky, covering the sun! #geoengineering #climatechange” , “Bill gates announces plans

to use ’Chemtrails’ to ’solve global warming’ �is moronic, psychopath is determined to

9https://www.factcheck.org/2019/09/buttigieg-wrong-about-climate-changes“

-effect-on-oceans/
10https://www.factcheck.org/2019/03/how-much-will-the-green-new-deal-cost/
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reduce world population to 500,000. the goal of Elite.”

3. Sunspots: “Solar Magnetic Field Oscillations Con�rm Global Cooling is Upon Us #Cli-

mateChange #GlobalWarming #GlobalCooling #MiniIceAge #SolarCycles #WeatherCy-

cles #SunSpots #SolarMinimums #Volcanos #Earthquaks #PoleShi�s #Taxes #Pseudoscience”

, “What’s the sun have to do with anything? �e leaders of the world can change the tem-

perature. Just ask them. Lack of sunspots to bring record cold, warns NASA scientist -

Ice Age Now.”

4. Directed Energy Weapon: “Deborah Taveres California Fires, Directed Energy Weapons

& the Globalists Push for #Genocide #DEW” “CIA director admi�ed #DEW #climate-

change”

5. Flat Earth: “You seriously wanna debate #ClimateChange? What? have you given up on

considering the existence of gravity and still believe in �at earth…huh?”

6. Geo Engineering: “CANT THE WORLD SEE? CLIMATE CHANGE IS MAN MADE NOT

THE WAY THEY PRESENT IT TO US! ITS CALLED WEATHER WEAPONRY HURRI-

CANES FIRES DROUGHT EARTHQUAKES-DEW WHY CANT TRUMP TELL US! ITS

IS CAUSED BY SPRAYING MASSIVE ALUMINUM AND BARIUM”, “Scientists want to

synthetically create a volcanic winter, are they just nuts? #climatechange #pseudoscience

#geoengineering #weathermodi�cation”

7. Unknown Planet: “Climate change is due to Planet X being next to the sun. It will go

away. Ask the Donald what he is going to do about the ET wars in CA.”
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Chapter 6

Conclusion

Social media su�ers from excessive bias, which can lead to the spread of misinformation, the

formation of echo-chambers, and confusion of scienti�c facts. In my research, I studied the

challenges in communication for one of society’s most signi�cant problems today, i.e., climate

change. In my thesis, I analyzed climate change discussions on Twi�er to study users con-

�ned to di�erent belief groups : (a) users who believe in the anthropogenic cause of Climate

Change (Believers); and (b) users who don’t (Disbelievers). Firstly, I analyze the interactional

polarization among these competing groups. Secondly, I analyze the a�ective polarization to

quantify the hostility between the two groups. �irdly, I �nd the framing bias of news articles

on climate change shared on Twi�er. Lastly, I compare the spread of conspiracies in Believers

and Disbelievers. I use climate change as a case study and expect that the model and the analy-

sis developed in this research can be extended to other socio-economic topics. Apart from the

frameworks designed to study social media challenges, this work also contributes to climate

change messaging research. In chapter 2, I conclude that formal climate change messaging on

social media should be neutral in meaning. For example, during the UN’s conference of par-

ties (COP) in 2018, #Takeyourseat was adopted to promote the conference [118]. �is neutral

meaning hashtag was reshared by climate change Disbelievers and Believers. Chapter 3 rea-

sons that Disbelievers use natural disasters related words to resist explanations related to the
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anthropogenic cause of climate change. Climate change messages invoking natural disasters

are not likely to change the opinion of Disbelievers. Due to climate change urgency, climate

messages should use moral framing to make arguments. Moreover, I infer in chapter 4 that

using arguments that invoke threats from external powers (such as Russia pro�ting from cli-

mate change) are more likely to make climate change an urgent issue in people’s perception.

Lastly, in chapter 5, I �nd that users only share one or two types of conspiracy theories. A more

focused messaging may be be�er served than using blanket messaging for all conspiracies to

remove suspicions on climate realities.

Social media research on detecting fake news and media bias is an upcoming �eld. �e

growing interest in the �eld has led to a plethora of papers and conference venues where the

work on challenges in social media could be presented. In spite of the wave of work related to

social media challenges, there is a gap in works that connects the social media challenges to

actual socio-economic problems. �is gap is apparent in the case of climate change commu-

nication research on social media. As part of the di�erent chapters in this thesis, I listed the

works in climate change communication. �ere has been work on social media but lack the

big data context and usage of state-of-the-art computational methods. �is thesis analyzes the

challenges using years of Twi�er data and million news articles on climate change. As part of

the thesis, I also develop methods that could be feasibly applied to the above datasets.

In chapter 2, I develop a method using the semantic cues of hashtags to �nd competing

communities within climate change discussion. �e method can �nd polarized communities in

a weakly supervised manner. �e results show that Believers and Deniers do not interact with

each other as o�en and show ”echo-chamber-ly” behavior. �e lack of interaction between com-

munities, or in other words, interactional polarization leads to radicalization of viewpoints. I

develop a framework to study the network structure of the two competing communities. �e

framework suggests that Disbeliever tend to be more structured in the way they communi-

cate on Twi�er. My conclusions suggest that appropriately targeting messaging and changing
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in�uencer’s beliefs could help clear doubts on scienti�c facts.

Interactional polarization presents an incomplete picture of polarization on social media.

Users could be connected but can always be hostile, leading to extreme a�itudes. In chapter

3, I develop a framework to quantify a�ective polarization between Believers and Disbelievers.

Results suggest that Disbelievers are more hostile towards Believers than vice-a-versa. Higher

hostility among two di�erent belief groups could be constituted as an obstacle for further di-

alogue between the two groups. I believe that the hostility is not anchored in climate change

belief but rather on general or even partisan dislike felt by one group towards the other. �e

a�ective and positional polarization is an e�ect; in the next chapter we look at the cause, which

is how or what information is received by both the groups.

Chapter 4 analyzes 810k articles on climate change to �nd framing bias in climate change

news. I come up with a method to �nd the framing bias in news articles at scale. I �nd that

climate change news articles are framed in cultural identity frame. By a manual inspection of

a sample, I conclude that most of the articles on climate change are published by local news

agencies and are speci�c to a place or a region. I also conclude that using more active frames

might be helpful given climate urgency.

Lastly, in chapter 5, I analyze the typical conspiracy theories in climate change discussion.

I �nd that Disbelievers are majorly responsible for sharing messages with conspiracy theory

related keywords. Overall, this thesis analyzes and connects climate change communication

challenges on social media with climate change messaging research.

In �gure 6.1, I present the data pipeline used in this thesis. �e Twi�er dataset was collected

using keywords related to climate change and deduplicated to remove any redundant Tweets.

�is deduplicated dataset was then used in each chapter. As machine learning methods evolve, I

suspect that we can use a similar data pipeline with datasets from di�erent media platforms. My

thesis focusses on climate change discussion, the data pipeline (�gure 6.1) can be used for other

socio-economic topics. Data would need to be collected for other topics using the keywords
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Figure 6.1: Data pipeline used in this thesis. �e thesis uses the Twi�er dataset with di�erent

state-of-the-art methods to inform the analysis in di�erent chapters.

related to the relevant topic, and only minor adjustments would need to be made to perform

analysis done in each chapter.

6.1 Implications

Historically, one of the deciding factors to get information was socioeconomic status. Media

platforms, or the internet in general, closed the gap between the haves and have-nots regarding

access to information. Social media platforms have become a critical source of information and

areas of public discourse. However, these same platforms have also magni�ed the skepticism on

scienti�c facts. In my thesis, I study the challenges that social media platforms face today. As

we look into ways to mitigate the e�ects of climate change and de-carbonize the production of

our needs and wants, speci�c measures must be taken to sensitize social media platforms. �ese

measures will not only help in the adoption of a low-carbon lifestyle but would also indirectly
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incentivize policymakers to implement policies to stop climate change disaster. �us, social

media platforms need to acknowledge the platform challenges and work towards mitigating

them. Implications from my thesis for social media platforms are:

• Polarized and hostile communities exist within climate change discussion. Media plat-

forms should take measures to show messages to educate users with di�erent beliefs.

• Extreme hostility between di�erent groups is harmful to a fruitful discussion. A need

thus arises to block toxic messaging and hate speech.

• Bot-like accounts tend to stir conversations, to further the divide and increase “echo-

chamberness” among di�erent belief groups. Media platforms need to weed out these

automated accounts.

• Obvious factual inconsistencies, such as conspiracies, are present on major platforms

such as Twi�er. Steps should be taken to regulate the sharing of such inconsistencies.

As media platforms su�er from multiple challenges, policymakers need to be sensitive about

the new information medium. �e implications from my thesis for government and indepen-

dent agencies are:

• Presence of divided communities in the climate change discussion means that active social

media presence by governmental/non-governmental agencies might not be enough to

change beliefs or provoke action.

• For e�ective climate change communication, agencies should focus on targeted messag-

ing tailored to di�erent belief groups and delivered by in�uencers in each belief group.

• Policymakers and news media should use more active frames to communicate climate

messaging. Using more “Moral”, “�ality of life”, “External reputation or foreign policy”

frames to describe climate change is more likely to make climate change an urgent issue

in public perception.

• Conspiracy theories are a real threat to e�ective climate change messaging. Climate
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change messaging should not indiscriminate all conspiracy theories but tackle the popu-

lar ones and alienate the unpopular ones.

Framing and targe�ing of information would ma�er in a polarized and hostile social media

environment. Government or independent agencies educating people on climate change facts

should use more “active” frames, given the climate change urgency. As active frames could

potentially be used in false information campaigns, agencies would need to build trust with

social media users by constant engagement. One way to increase engagement and reduce po-

larization is by recruiting in�uencers in di�erent belief groups, especially among Disbelievers.

Social media platforms could also alter their recommendation systems to show news or stories

followed by other groups. Moreover, as more social media platforms play a more prominent

role in shaping society’s perspective, policymakers would want to adopt innovative methods to

regulate these platforms. One such method would be to use open-source technologies for reg-

ulating false information, which would make decision-making on these platforms more trans-

parent and trustworthy. �us, policymakers should use the internet’s scale and speed to make

policies for these platforms, rather than relying on traditional methods.

6.2 Limitations and Future Work

�e thesis work su�ers from several limitations. First, I collect data from only Twi�er social

media platform. Although Twi�er as a platform represents more than 7% of the total social

media users in the US [14], di�erent platforms could present many other challenges that are

out of scope for this thesis.

Second, the Twi�er dataset and the news articles collected are biased towards the English

language. We collected tweets using Twi�er’s standard API1 with English language keywords.

�ese Tweets were then used to collect news articles used for analysis in Chapter 4. �e Tweets

and articles hence collected only represent the messages with those keywords. Although 38M
1https://developer.Twitter.com/en/docs/tweets/search/overview/standard
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unique Tweets are collected as part of this thesis’s data collection, I believe it represents a

signi�cant sample size to make generally valid conclusions.

Last, in the chapters, I discuss results based on validating a sample of the articles or Tweets.

In chapters 2,3,4 and 5, I manually validated more than 1000 users. In chapter 4, I manually

annotated 100 articles to check the validity of framing analysis results. As most methods in

this thesis use weakly supervised approaches, validation using a bigger sample size or future

research involving labeled datasets would further strengthen the results.

As more people consume information via social media, the �eld of scienti�c communica-

tion needs to adapt. As scienti�c communication would move to new media, more research is

needed to understand the new platforms. �is thesis concentrates on Twi�er social media. Fu-

ture scholarship should focus on recent social media platforms such as Tik-Tok, Snapchat, Gab,

and dark web-based sources. Analyzing these social media platforms would require the use

of multimodal datasets and reliance on video and audio-based sources. Current work focuses

on the use of text and social network based signals to draw conclusions. Future work should

build on the current work and use computer vision and speech translation-based techniques to

analyze the recent platform’s challenges. Moreover, the current work does not use any tradi-

tional survey based method to strengthen the results. I recognize this as a potential future work

that would further help connect the present work to traditional climate change communication

science.

�e present work focuses on climate change due to a lack of work and urgency in this

area. �e methods and framework developed in this thesis can be used in other issues of socio-

economic importance where there is a scienti�c consensus, but public opinion is still unclear.

Such topics include vaccination, immigration, same-sex marriage, among others. �e frame-

work developed in this thesis could also be used to analyze partisan topics. �ese topics could

range from analyzing polarization along partisan lines to analyzing framing bias in right and

le�-wing news sources. As part of my Ph.D. research work, I have used the algorithms devel-
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oped in this thesis to analyze some of these topics. In [149], I used the work done in chapter 2

to analyze polarization in Indian and Pakistani social media. Similarly, I used the work done in

chapter 2 and 3 to analyze division in vaccine communities [111, 147].

In the future, with the increase in social media usage as a news consumption platform, the

e�ect of social media problems will only become more acute. My work in this thesis suggests

the need for using a combination of technical and policy tools to mitigate the social media

challenges a�ecting internet users and their opinion.

∗ ∗ ∗
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“A �re broke out backstage in a theatre. �e clown came out to warn the public; they thought

it was a joke and applauded. He repeated it; the acclaim was even greater. I think that’s just

how the world will come to an end: to general applause from wits who believe it’s a joke.” -

Soren Kierkegaard
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