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Abstract—This paper examines the economic performance and curtailed due to limited ramping and minimum-load flexityili
rationale of concentrating solar power (CSP) with and withait  of conventional generators [17], [18].

thermal energy storage (TES). We demonstrate that TES can : . .
increase the energy and capacity value of CSP and also showath Energy storage is often suggested a_s a pot_entlal solution
adding TES to a CSP plant can increase its economic viability [0 Overcome these and other renewable integration chaleng

by increasing its operating revenues to the point that the cgital  USing storage in conjunction with a renewable generator can

cost of CSP can be justified. make the renewable plant more dispatchable, while reducing
Index Terms—Capacity value, concentrating solar power, en- Variability and uncertainty of real-time net generatiorhisT
ergy economics, thermal energy storage is because storage can be used to store excess energy and

discharged to supplement renewable output [19], [20].&8fer
can reduce the need to use conventional generation foreshort
|. INTRODUCTION term AS as well [21], [22]. Since many storage technologies

LTHOUGH the world has recently seen increased interéen Provide these types of reserves at zero dostthey do
in renewable sources of electricity, significant challengdOt have to be spinning and burning fuel, as many fossileiiel

still remain for system operators (SOs) in integrating rivess 9€nerators do), this can reduce renewable-related resesi®
amounts of variable renewables (such as wind and solar) irtgnilarly, storage can reduce the need to deploy high makgin
power systems. Many of these issues stem from the uncepst generators in the event of a drop in renewable output.
tain and non-dispatchable nature of such generation. Thesélthough storage can play these and other rlissis not
characteristics can make it difficult to rely on renewabtas fWithout its issues. For one, many storage technologies are
capacity- or energy-related services. presently too costly to be economic investments, despée th

From a long-term capacity planning standpoint, the vakiablalue of these services [24]-{26]. Another is that manyager
ity and non-dispatchability of renewables will typicallgsult technolqgles incur non-trivial roundtrip _eff|C|ency Iosswhen_ _
in renewables having capacity values significantly lowenth €nergy is stored and subsequently discharged [24]. This is
nameplate power capacity. This has been demonstrated #§Fause most technologies store electricity in a mechianica
both wind [1]-[5] and photovoltaic (PV) solar [6] generatio ©OF chemical medium. The conversion of electricity to and
The variable and uncertain nature of renewables can inteddom these other forms of energy often incur significant gper
capacity problems on a short-term basis as well, since thé@gSes.
characteristics may require the SO to procure greater atnoun Concentrating solar power (CSP) is unique among renew-
of ancillary services (AS) in order to ensure system stgbiliable energy generators in that it is variable like solar and
and reliability [7]-[9]. This capacity procurement caniiease Wind, but can easily be coupled with thermal energy storage
system operations costs, since more conventional gengrafiT ES), making it highly dispatchable. This is because,kenli
capacity will have to be online providing AS. PV, which converts solar radiation directly into electriceegy

From an energy service standpoint, uncertain real-tinf§ing the photovoltaic effect, CSP uses solar thermal gnerg
renewable availability can increase system dispatch gbstd0 drive a heat engine. By coupling TES with a CSP plant,
suboptimal commitment decisions are made day- and hotlte thermal energy can be stored for later use, as opposed to
ahead using incorrect renewable forecasts [10]-[13]. Rengt being immediately used to drive the heat engine. TES has
able non-dispatchability can also raise issues, sincedhk r several advantages when compared to mechanical or chemical
time availability of some renewables may not be coincidefitorage technologies. TES generally has low capital costs
with electricity demand, reducing the value of renewabgPmpared to other storage technologies, as well as very high
energy [14]-[16]. The lack of correlation between loads arfperating efficiencies. A recent estimate of the cost of ragidi
renewable availability can also lead to cases, with high réES to a CSP plant ranges between $72 and $240 per kWh

newable penetrations, in which renewable generation maist®f €lectric storage capacity [27] and TES systems that have
been incorporated into CSP plants have demonstrated high
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which are typically over $300 per kWh (not including thea molten salt. When energy is being stored, the HTF flows
expensive power conversion equipment) and have much lowlkrough the heat exchangers and the salt flows from the cold
efficiencies [30]. The significantly higher efficiency of TESo the hot tank while being heated by the HTF. When energy
is because the thermal energy does not have to go througllischarged from storage, the system operates in revadse a
a conversion process to be stored or discharged. Rathdr, hika salt is used to heat the HTF. An advanced TES option is an
exchangers are used to transfer the thermal energy betwawtrect single-tank thermocline system [36], [37]. Thes@yn
the heat transfer fluid (HTF) of the CSP plant and the storagkso uses a storage fluid although the hot and cold fluid are
system. However, TES can only be used to store thernkapt in a single tank—the hot and cold fluid remain segregated
energy from the CSP plant, and cannot store electric enengighin the tank due to differences in their densities. Thasign
from the rest of the power systﬂn. also allows a low-cost filler material, such as quartzitekroc
Despite these limitations on TES, it is a promising technale replace much of the storage fluid in the tank. Thus a single-
ogy that can significantly increase the economic viability dank system can significantly reduce capital costs compared
CSP by improving its ability to provide capacity- and energya two-tank system, due to only one tank and less storage fluid
related services. This paper surveys recent analyses of liging needed. Relatively large TES systems, which can be
economics of CSP and TES, and presents newer results gttzrged and discharged for multiple hours at full powerghav
further demonstrate these benefits and synergies. Themembgeen built and tested, showing the technology to be viable fo
der of this paper is organized as follows. Secfidn Il furthdarge-scale applications [28], [29].
describes CSP and TES technologies and the configuration

CSP plants. Sectidilll presents a general modeling framew )éq;cally three sizing decisions that must be made. Thisis b

that can be used to assess the benefits and value of . .

) . - . cause the CSP plant consists of three separate but intedela
and TES. SectiofV summarizes findings regarding CSP an : : .

X X . I parts—the steam turbine (which will also be referred to &s th
TES revenues, while sectidl V discusses the implications 0

- T owerblock, hereafter), solar field, and TES system. The siz
these findings on the longer-term economic viability of the of the powerblock is determined by its rated output capacity
technologies. Sectidn VI concludes.

(MW-e). The size of the solar field is typically measured &ith
by its area or using the concept of a solar multiple (SM), Wwhic
II. DESCRIPTION OFCSPAND TES TECHNOLOGIES normalizes the solar field size based on the powerblock size

CSP uses a heat engine to convert thermal solar enekg§l- A solar field with an SM of one is sized to provide
into electricity. Three currently deployed CSP designs apdifficient thermal solar energy to operate the powerblock at
parabolic troughs, power towers, and linear Fresnel reftect 'S rated. capacity und.er reference lcondmon;. A solar. field
[31]-[33]. These designs use a large field of lenses or nsirrd¥ith @ different SM will be scaled in proportion to a field
to concentrate solar energy onto an HTF. This HTF is uséth an SM of one ie. a solar field with an SM of 1.6 will
to drive a steam turbine, which is shared by all of th€OVer an area 1.6 times as large as a solar field with an SM

concentrators. Another more modular CSP design is a $firliRf ©n€)- The size of the TES is generally determined by its
dish. This design consists of a Stirling engine mounted onf@i€d Power and energy capacities. We assume that the power

the end of a dish-shaped concentrator. While some StirliggPacity of the TES is set to allow the powerblock to operate
dish manufacturers are investigating incorporating seiato 2t its rated power capacity using energy from TES only. The

their designB, no commercial systems have been deploy&d'€rdy capacity of the TES is typically measured in either
making cost and performance estimates unreliable. Thss tfWh of thermal energy (MWh-1) that can be stored in the
analysis and discussion does not focus on the Stirling diSf> Systeém, or by the number of hours of storage. We use the

technology. Our analyses of CSP and TES values assumitter convention, and define hours of storage as the nuniber o
parabolic trough system, although the modeling and arcalyti hours that the TES can be charged at maximum capacity. Due

framework can easily be generalized to a tower or lineff the extremely high roundtrip efficiencies of TES systems,
Fresnel reflector system due to similarities in the openatié?® Number of hours of charging and discharging will be quite

and behavior of the technologies. close to one another.

TES can be incorporated between the solar field and steanThe sizing of these components will generally be a nontriv-
turbine of a trough or tower CSP system, allowing solag| issue, since the relative sizes of the solar field, potoekh
thermal energy to be stored for later use. One TES design ig@d TES will determine the capacity factor and utilizatidn o
two-tank indirect system [28], [34], [35]. This system ctS the CSP plant. For instance, a smaller solar field will tyjyca
of two storage tanks (one hot and the other cold), a serie&ult in many (daytime) hours during which the powerblock
of heat exchangers, and a storage fluid, which is typically not fully utilized. As the solar field size is increased,

_ _ _ _ powerblock utilization will rise during these hours, howev

2|t is feasible to store electric energy from the power systesing TES there may be other hours during which the thermal energy
if an inductive or resistive heater is used to convert eilgttrinto thermal .
energy. However, the roundtrip efficiency of this processidicbe less than Collected by the solar field would overload the powerblock
36%. and excess energy must go unused. Introducing TES to the

°For example, the U.S. Department of Energy is currently iugdnfinia,  CSP plant can help alleviate these issues, by storing excess
a Stirling dish manufacturer, to incorporate storage ih&rtStirling dish sys- . . .

energy during such hours, and this is one of the benefits of

tems. See| hitp://eere.energy.gov/solar/pdfs/stomgard progressseia. pdf |
for the project announcement. TES that we examine.

0\hoen TES is incorporated into a CSP plant, there are
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[1l. CSP MODEL which is denoted byes*f Hourly weather data from the

National Solar Radiation Data Base are used as inputs to

In studying the value of CSP and TES, we represent |§5AME ,
operational performance using the mixed-integer programgm The hourly thermal_energy collected by_ the solar field, as
(MIP) model developed by Sioshansi and Denholm [39], [40?'.etermlned by SAM, IS then used as an input to the second
This model takes the characteristics of the CSP ple. ( part of the model. This MIP-based model determines how
location, powerblock efficiency, TES efficiency, parasitiad much thermal energy to deliver to the powerblock and TES,

of components), weather conditions (including solar iaioh to maximize CSP revenues. The formulation of the model is
and ambient temperature), and size of the CSP plant as fix@

These are combined with market data, such as energy pricespax Z(Mte —¢) ey,

to optimize the operation of the CSP plant to maximize energy

revenues. Throughout this analysis we assume the CSP plantt g .

be a price-taker with fixed energy prices that do not respond
to energy sales or other decisions made by the CSP plant.
Since this analysis is based on a single CSP plant, this-price
taking assumption is reasonable because the CSP plant would
at most have a marginal effect on the rest of the power system.
All modeling and analyses are conducted at hourly timescale
This is because hourly is a sufficiently ‘fine’ timescale to
capture variations in market and weather conditions. Algio
subhourly variations in solar insolation will affect miedto-
minute output of a CSP plant, the HTF typically has sufficient
thermal inertia to keep the powerblock operating througéfbr
subhourly cloud cover [41].

We model CSP plants at two locations in the southwestern
U.S., which are listed in Tab[& I, and examine CSP operations
and values over the eight years from 1998 to dbome
locations of these CSP plants are not optimized in any way—

§ follows:
1)
teT
ly=p-li—1+ s —dg, [l flow balance (2)
0<l; <n-s5, /I TES energy limit 3)
0<s <35, /I TES charge limit 4)
0<d, <d, /I TES discharge limit  (5)
St —¢-di + T /I thermal energy limit (6)
+e%V o <Pt

er = f(1) /I net generation @)

= Py(dy) — Py(7e),

77wy <1 <717 -uy, Il powerblock capacity (8)

e > Up — Up_1, /I startup definition (9)
t
up > Z rj, /I minimum up time  (10)
j=t—a
ug, e € {0,1}; /I integrality (11)

rather sites with relatively high solar resources are chBsewhere we define the following model parameters:

The table also specifies what energy price data is used i
optimizing the dispatch of the CSP plant at each locatiore Th 3
California 1ISO (CAISO) market clearing price of energy for g
the SP15 zone is used for the CSP plant in California (which77
is located in southern California). Load lambda (LL) data fo

Nevada Power are used for the CSP plant in Nevada. Th
LL data are obtained from Form 714 filings with the Federa)-

Energy Regulatory Commission (FERC). s
eSU
u
TABLE I: Location of CSP Plants Studied 70)

CSP Site Coordinates Energy Price Data
Death Valley California| 36.03 N, 117.45 W  CAISO SP15 Ph(')
Nevada 36.55 N, 116.4% W  Nevada Power LL  P(+)
C

Our model is developed in two parts. The first part uses tfq/ét

set of hours in optimization horizon,
charging power capacity of TES (MW-t),
discharging power capacity of TES (MW-t),
hours of storage,

p hourly TES energy losses (%),
® roundtrip TES efficiency (%),

minimum operating level of powerblock (MWh-t),
maximum operating level of powerblock (MWh-t),
powerblock startup energy (MWh-t),

powerblock minimum up time,

powerblock heat rate function,

HTF pump parastic function,

powerblock parasitic function,

variable generation cost ($/MWh-e),

price of energy in hout ($/MWh-e);

Solar Advisor Model (SAM) [38]. SAM is a software pIatform,and the following decision variables:

based on the TRNSYS time-series simulation program [42],lt
that simulates the dynamics of a CSP plant. SAM has beeft
validated against empirical CSP data from the Solar Energﬁt
Generating Systems [43]. Weather data and solar field chaf+
acteristics are input to SAM to determine how much thermaF¢
energy (MWh-t) is collected by the solar field in each hour

storage level of TES at the end of hau(MWh-t)
energy put into TES in hour (MWh-t)

energy taken out of TES in hour(MWh-t)
energy put into powerblock in hodr(MWh-t)
electric energy sold in hour (MWh-e)

" 6A natural question is why we do not use SAM to model the opemati

of the entire CSP plant. This is because although SAM modelsiynamics

of a CSP plant, it does not optimize CSP and TES operationsiasmodel

40ur analysis includes two other sites in the southwester®. Results does. Instead SAM uses heuristic dispatch rules to deterthigse decisions.
for these sites are not reported here in the interest of tgrevid because of As such, SAM is only able to capture between 87% and 94% of rtieegy

similarity to the results reported.
5Solar resource maps for the U.S. are publicly available fawrdoad at
http://www.nrel.gov/gis/solar.htrl.

revenues that are possible with our optimization model.
“The National Solar Radiation Data Base is available for doad at
http://rredc.nrel.gov/solar/oldiata/nsrdry/.
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u; binary variable indicating powerblock is up (if equal tahe CSP plant is relatively insensitive to longer optimizat

1) in hourt horizons [39], [40]. We also assume that the CSP plant has
r binary variable indicating powerblock is started (if equaberfect foresight of future weather conditions and energy
to 1) in hourt prices. Although this assumption can overstate the rexenue

Obijective function[{ll) maximizes net revenues, consistirijat can actually be captured if price and solar forecasts ha
of revenues earned for energy sold less operating codts.be used, it has been shown that very simple heuristic
Constraint [[P) is a flow-balance constraint, which defindechniques can capture more than 90% of the revenues pssibl
the storage level at the end of hotiras a function of the with perfect foresight of these parameters [25], [26], [380]].
storage level at the end of the hour— 1 and the hour-

t charging and discharging decisions. The temm,which IV. VALUE OF CSPAND TES

multiplies the storage level in hodr- 1, captures heat losses analysis focus on three sources of value for a CSP

that will naturally occur within the storage tank. We assUMRant: revenues from energy generated and sold by the plant,
hourly heat losses of 0.031%, based on tests conducted atig,nes from AS sold by the plant, and the capacity value of
Solar Two CSP plant in California [29], [44]. ConstrainE) (3yhe plant to the power system. We also examine the impacts of

through [5) impose energy and power restrictions on TEgxerent CSP plant configurations, by varying the solardfiel
charging and discharging. We assume throughout that the TESy TES sizes. on the value of these services.
system begins without any energy in storage at the beginning '

of the optimization period. It also bears mentioning that b
setting the parametef = 0, the same MIP can be used td™ Energy Value of CSP and TES
model the operations of a CSP plant without TES. Fig.dl summarizes the annual energy revenues, as defined by
Constraint [[B) limits the total amount of thermal energgquation [[IL), of different-size CSP plants, averaged adver t
used in the CSP plant (consisting of the sum of energjght years studied. Energy revenues are inflated and given
delivered to the powerblock and net energy delivered to TE®) 2005 dollars, based on the consumer price index (CPI),
to be no greater than the energy collected by the solar fieitk reported by the U.S. Department of Labor's Bureau of
The term,¢, captures roundtrip efficiency losses from energyabor Statistics. There is considerable interannual tdita
that is put through the storage cycle, and we assume 1.5%revenues, with up to a five-fold difference between the
losses [39], [40]. Constrainf](7) equates net electricitids highest- and lowest-value years. The higher energy rewenue
by the CSP plant to net electricity production. The functiort the Death Valley location are primarily due to higher
f(+), is a heat rate function, which captures the efficiency ehergy prices in California (compared to other areas in the
the powerblock in converting thermal energy into eledyici southwestern U.S.) [39], [40].
The function, P,(-), captures parasitic energy consumed by The figures show that increasing either the solar field or
the HTF pump, which is used when discharging TES, whileES size will increase CSP revenues, but TES has a greater
the function, P,(-), captures powerblock parasitics. Thes#npact between the two. For instance, increasing the selar fi
functions are approximated as being piecewise-linearrdero of a CSP plant without TES from an SM of 1.5 to 2.7 will
to maintain linearity of the MIP [39]. Constrairfl(8) impase increase revenues by 15% to 28% at the different locations. O
power capacity restrictions when the powerblock is onlinghe other hand, adding 12 hours of TES to a CSP plant with
Constraint[[P) defines the powerblock startup variableimg an SM of 1.5 increases revenues by between 35% and 44%.
of the commitment variables, while constraifif]l(10) imposdgoreover, increasing the TES and solar field size togethes ha
the minimum up-time requirement on the powerblock. Cor& superadditive effect. For instance, there is between a 96%
straint [T1) imposes integrality restrictions on the cotnmeint and 113% revenue increase between a CSP plant with an SM
and startup variables. of 1.5 and no TES and one with an SM of 2.7 and 12 hours
Because the solar field and TES are sized relative to thETES.
powerblock, we hold the power capacity of the powerblock Adding TES to a CSP plant increases energy revenues in
fixed and study the impacts of different TES and solar fielvo ways [39], [40]. One is that it allows thermal energy to be
sizes. Unless otherwise noted, the CSP plant’'s charaaterisstored and used later, when energy prices are higher. This is
are based on the baseline CSP system modeled in SAM. Tvaduable because high energy prices and solar output are not
plant has a wet-cooled powerblock with a design capaci@ways coincident. Fidd2 demonstrates this on a winter day,
of 110 MW-e and a two-tank TES system. Although thehich will typically have morning and evening price peakgdu
powerblock has a design capacity of 110 MW-e, it can operateheating and lighting loads. The figure shows the dispatch o
at up to 115% of this design point (giving a maximum outpwt CSP plant at the Nevada location with an SM of 2.2 and 12
of about 120 MW-e, net of parasitic loads). hours of TES on 5 January, 2001. The figure shows that the
Although we examine the value of CSP and TES oveutput of the solar field peaks midday (around 10 am), whereas
multiple years, we simplify the model by using a rollingenergy prices peak in the morning and evening (between 6 am
optimization scheme. This scheme optimizes the dispatchasfd 7 am in the morning and at 7 pm in the evening). On the
the plant 24 hours at a time using a 48-hour optimizatiasay shown in the figure, TES is used to store most of the
horizon. The use of the 48-hour optimization horizon allowsnergy collected by the solar field midday and to shift this
the CSP plant to keep energy in storage at the end of each dpgneration to the evening when solar field output drops to
since it may have value the following day [25]. The revenue akro but energy prices rise due to increasing demand.
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plant at the Death Valley and Nevada locations. Hour

Fig. 3: Dispatch of a CSP plant at Nevada location with an
SM of 2.2 and 12 hours of TES on 20 June, 2001.

Fig. @, which shows the dispatch of the same CSP plant
on 20 June, 2001, demonstrates similar use of TES during thé=igs[2 andB also point to another benefit that TES provides,
summer. Diurnal load patterns are different in the summean thwhich is that it allows excess energy collected by the soddd fi
in the winter, since electricity is used for midday and aftem (that would overload the powerblock) to be stored for later
cooling. As such, solar output and generating loads wildteruse. For instance, Fif]l 2 shows that at 10 am the solar field
to be more coincident than in the winter. Due to thermabllects about 407 MWh-t of solar energy. Of this 335 MWh-t
inertia in buildings, however, cooling loads and assodiatés put into the powerblock, which fully loads it. The remaigi
high electricity prices can lag solar output by an hour 6#2 MWh-t is put into storage for later use. Similar behavior
more. Fig[B demonstrates these relationships by showingiaralso observed at noon and later at 3 pm on 20 June, 2001,
afternoon electricity price peak beginning at 2 pm which iwhen the powerblock is fully loaded and excess solar energy
shortly after the peak in solar output at 10 am. In this cass, put into storage.
TES increases energy revenues by allowing solar energy td=ig. [4 summarizes these two benefits of TES for a CSP
be stored midday and discharged later during the load apldnt at the Nevada location with an SM of 2.0. It shows
price peak. Fig[d3 also demonstrates that TES can be uske average selling price of electricity generated by th® CS
to operate the powerblock during brief reductions in solgant, as well as unused solar field energg. (energy that
resource, which occurs between 1 and 2 pm due to prolongscdhot put into TES or the powerblock and is instead lost)



as a function of hours of TES. The selling price is averagd® AS Value of CSP and TES
over the eight years modeled. The wasted energy is an a”””fi‘)vhen the CSP plant has the option of providing AS, it

average over the eight years, and is given as a percentage Ofntlust co-optimize AS and energy sales. We use the same basic

1,243 GWh-t of energy that the solar field collects on average .| given by () througHT11), but change the objective

.?t%btion and add constraints and variables to reflect the fac

the average selling price of CSP generation increasese SICt AS and energy sales are being co-optimized. We assume

the plant has more flexibility to shift solar energy to h|g\herin this analysis that the CSP plant only provides spinning

priced_hours. Similarly, increasing the TES size allows Ot eserves. Moreover, we assume that the ramping rate of the
solar field energy to be used, with less than 1% of the Solakp plant limits it to only providing up to 50% of its

field energy wasted with six or more hours of storage. Therr%meplate capacity in spinning reserves. Depending on the

is, however, stil Some unused energy even with %2 hou tual ramp rates and AS qualifications of the plant, these
of storage, showing that there are consecutive periods wi ;
. assumptions may over- or understate AS revenues [39]E[40].
extremely high solar output that cannot be used. ) . :
We model the case with spinning reserves by adding to the
57r T30 model the variables;;, which represent how many MW-file
'I" = = Wasted Energy] of spinning reserves the CSP plant provides in each hour. We
56 also add variable§’, di, 7;*, ande}’, which capture how the
CSP plant would be operated if the spinning reserves sold by
the CSP plant are called by the SO in real-time (these vasabl
represent the ending storage level of TES, energy takenfout o
TES, energy put into the powerblock, and generation of the
CSP plant in hout, respectively, if hout- spinning reserves
are called). These variables are included, with accompanyi
constraints, to ensure that the CSP plant is able to provide
energy if its spinning reserves are called in real-time. We
assume that the CSP plant must only provide called spinning
reserves for a single hour. Moreover, we do not include any
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t[46].
the Nevada location with an SM of 2.0. 6“Y‘he formulation of the model that co-optimizes energy and

spinning reserve sales is given by:

Depending on the size of the solar field, TES provides these e
two benefits to varying extents. For instance, adding 12$1ourmaX ;[(Mt —c) e (12)
of TES to a CSP plant with an SM of 1.5 at the Nevada "
location will increase the average selling price of energyrf + M,
$58.70 to $67.51, while allowing an additional 162 GWh of st [2) - (13)
solar field energy to be used annually. Adding 12 hours of 0<n <o-f(rh), /I AS limit (14)
TES to a CSP plant at the same location with an SM of er+ny = el /I AS call met (15)
2.7 will, on the other hand, increase the selling price from " — 5ol + s —d" I flow balance (16)
$57.99 to $60.36 while allowing an additional 662 GWh to be £ =Pl Se Ty o
used. These differences also demonstrate that these tgo use 0 <! <75, /' TES energy limit ~ (17)
of TES ‘compete’ with one another. This is because using TES 0<d} <d, /I TES discharge limit (18)
to increase the selling price of the CSP plant’s output ferce sp—¢-dl + 1 /I thermal energy limit (19)

energy to be kept in storage until energy prices rise. Kegpin
energy in TES reduces the ability to store excess solar field
energy, however, since TES must discharged to allow excess ¢+ = f(7{') /I net generation (20)
energy in subsequent hours to then be stored. — Py(d}) — Po(1]"),

The use of TES to allow more solar field energy to be
used also points to the added flexibility that TES offers in

sizing a CSP plant. This is because when TES is added, morg. example, an estimate of AS revenues for battery energsagd

energy produced by a solar field that _iS oversized relative dgygests that regulation services provide much highenpateevenues than
the powerblock can be used. Depending on the costs of tp@ning reserves [45].

solar field, powerblock, and TES components, this can be afWe use the unit, MW-h-e, which represents a MW of electricacitp

. . hich . th . tierdd| provided for an hour, to measure AS sales. This should berasiatl with
attractive Opt_|0n- which can improve the economic ralierl 5 ywh.-e, which is a unit of electric energy and represents a bilower
CSP. These issues are discussed at greater length in g&ttigmovided for an hour.

+e5Y o < e,

77wy <7 < 7wy Il powerblock capacity (21)



where we define the parameters:

M} price of spinning reserves in hot($/MW-h-e), =
o maximum spinning reserves capacity (% of namepla2
capacity).
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Objective function[(T2) maximizes the sum of energy an
spinning reserve revenues. Constraifiis (2) throligh (11%) il
pose the same restrictions as before on TES, thermal ene
collected by the solar field, and relations giving net geti@na
in terms of the heat rate function and component parasiti2
Constraint[[Il) limits spinning reserve sales in each haset 0.l
on the ramping capability of the powerblock. Constraiff) (1< 2
through [Z1) model the operation of the CSP plant if th
spinning reserves are called in real-time, and ensure et
plant can serve such a call. Constrainil (15) ensures that Hours of TES 0 1s
CSP generation if spinning reserves are callg équal the 0 05 1

sum of energy and spinning reserve salgasn;), while the _

remaining constraints ensure thgt MWh-e can be feasibly
generated by the CSP plant in such an instance. Fig. 5: Average annual ancillary service revenues (2005f$) o
Because AS price or cost data for Nevada Power are RoSP plant at the Death Valley location.
available, we model the case with spinning reserves for the
Death Valley location only. We use historical hourly spimmi
reserve price data for the CAISO’s SP15 zone. Moreovey,higher capacity value with TES due to this lack of perfect
because the CAISO only has data starting from 2001 avaijlab}gincidence between load and solar peaks.
we only model the five years 2001 through 2005. Although some power systems have or are moving toward
Fig. @ summarizes average annual AS revenues for tB&pacity payments, other systems rely on energy markets
Death Valley plant. AS revenue is defined as the incremeng:my to signal the need for generating capacity [47]. Under
increase in the objective function value between the casesgi, energy-only market design, scarcity pricing drives gyer
which the CSP plant can and cannot provide A®.(the prices higher when loads are close to the generating cgpacit
difference in the optimized value off12) anfll (1)). Thesgf the system. These scarcity prices should, in turn, signal
revenues are inflated to 2005 dollars using CPI data. TBSneration capacity to enter the market (or loads to fall)
figure shows that adding AS can yield noticeable revendgring these periods. Since our basic model, consistinBlof (
increases—with average annual revenues increasing by URH®Ugh [T1), operates the CSP plant to maximize energy
17%—depending on the size of the CSP plant. Allowing th@yenues, the simulated operation of the plants is in concer
CSP plant to sell AS can affect the dispatch of the plant [39)ith an energy-only market design. Moreover, the CAISO
[40]. In some cases the CSP plant will produce less energyerated as an energy-only market during our study period.
thereby diverting thermal energy collected by the soladfiefrhys, we can use the simulated operation of the CSP plant,
to TES in order to increase the amount of AS it can providgiscyssed in sectidiI¥A, to estimate the capacity valu th
In others the powerblock will be started up when it otherwisge plant would provide the system.
wouldn't be if the CSP plant could only sell energy, in order Estimating the capacity value of a CSP plant with TES can
to take advantage of favorable AS prices. be difficult, however. This is because energy in TES could be
Fig.[d shows that AS revenues are increasing in the size @fed to supplement the output of the CSP plant during a system
TES. It also shows that AS revenues are highest for a C8Rortage event, if the powerblock is not already operating a
plant with a small solar field but large TES capacity. This igs maximum capacity. While our model simulates the actual
because a plant with such a configuration will use TES leggneration of the CSP plant, it does not directly capturs thi
to store excess energy collected by the solar field, mea”i’f@pability of energy in TES. Moreover, energy storage can be
that there is greater flexibility in keeping energy in st@ag |ikened to an energy-limited generator, such as a hydrtec
provide AS. reservoir. As such, energy used in haucannot be used in
subsequent hours. Thus, TES may not be able to serve multiple
consecutive hours with system shortage events.
Tuohy and O’Malley [19] propose a technique to estimate
Adding TES to a CSP plant can also increase the capadite capacity value of storage. Their technique uses operati
value of the plant to the power system. This is because enedgta to determine the maximum potential output of the storag
can be kept in storage for anticipated system shortage €vesystem in each hour. They then use this maximum output
for instance when high loads are forecasted. In many systeaisstorage during hours with either the highest loads or the
the annual load peaks in the summer, due to cooling needs.tighest loss of load probabilities (LOLPS) to estimate the
Fig. 3 suggests, these peaks can lag peaks in solar resourapacity value of storage. If, for instance, the storagéesys
due to thermal inertia in buildings. Thus a CSP plant can hagan, on average, produce 80 MW-e during the highest-load

Revenues ($ m
= N
[6)] N [8;] w
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1
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hours, then they approximate the storage system as havingoarrly loads of the year. The larger CSP plant has less energy
capacity value of 80 MW-e. in storage because the larger solar field provides sufficient
The capacity value of the CSP plant can be computedergy to operate the powerblock above its minimum opegatin
using this technique based on the results of our modebint in the afternoon of the previous day. The smaller solar
given by [1) through[{Q1). This is done by first defining théield of the CSP plant with an SM of 2.2 could not meet this
maximum potential thermal energy that can be delivered toinimum-load constraint, and as such the output of the solar
the powerblock in each hour as: field is stored. As such, the CSP plant with an SM of 2.2 can,
e {O min {7_+ (22) on average, generate up to 118 MW-e during the five-highest-
t ’ S LOLP hours on 12 July. The larger CSP plant with an SM of
ey + ¢ - min {d,p : lt—l} —e%V . (1- Ut)}}' 2.7 can only generate up to an average of 74 MW-e during

Equation [ZR) defines the maximum amount of thermal enerﬂvase hours.
that can be delivered to the powerblock as the minimum ~*
the powerblock’s capacity and the sum of energy collectt
by the solar field and energy in TES (with associated ener
losses taken into account). Equati@nl (22) further assuhas t
the powerblock can be started up immediately, in the event

. . . X 95
a system shortage event. The following equation then deflr%
the amount of this energy that is taken from TES in each hoz
as:

dt =1l —edr. (23)

Capacity Vi

The maximum potential output of the CSP plant is then give i
by: 1

ef = f(rl') = Puldy) = Po(r{"). (24) 27
2.3

We estimate the capacity value of the CSP plant by usil g 21
the 10 hours in each year with the highest loads, which & 17
weighted by the LOLPs. LOLPs are calculated for the entiic
Western Electricity Coordinating Council (WECC) regioff, 0
which California and Nevada are a part. LOLPs are calculat~~
using load and generator data [48]. WECC load data ¢
obtained from Form 714 filings with FERC. WECC generatc
data are obtained from Form 860 data filed with the U.!
Department of Energy’s Energy Information Administration_.
The Form 860 data specify the generating capacity, prir%
mover, and generating fuel of each generator in the WEC§
Generator outage rates are estimated using the Generag
Availability Data System (GADS), produced by the Nortts g
American Electric Reliability Corporation. The GADS speci® B
fies historical outage rates for generators based on ungt ty go| -
and size. 12

Fig. [@ summarizes the average annual capacity value v
CSP plants at the two locations. The capacity values aragi\ 1o 2!
as a percentage of the 120 MW-e maximum capacity of tl 17
powerblock. They show that the capacity value is generaly
increasing in the size of the solar field and TES, although thi (b) Nevada.
relationship is not monotone. This is because different CE™ 4, o5 100
plant configurations will yield different operational dsicins, _
and in some cases a larger CSP plant may have less energy in
TES during a high-LOLP hour. For example, a CSP plant &ig. 6: Average capacity value of a CSP plant at the Death
the Nevada location with four hours of TES and an SM of 2¥alley and Nevada locations.
has a capacity value of 114 MW-e in 198bThe same CSP

plant with an SM of 2.7 would have a lower capacity value The result that the capaci :

) o . ; pacity value of the CSP plant is
of onI_y 85 MW-e iin 1999. Th's _d|fference in the capacity t monotone in the plant size also points to a potential
value is due to less energy being in the TES of the larger Cgﬁ

L e . ortcoming of energy-only markets, in that energy prices
plant on 12 July, which is the day with five of the 10 hlghe%ill not always be perfectly correlated with loads, LOLPs,

10we focus on annual capacity values in this discussion sinaioivs us and system shprtage events. Thls, n tum_’ raises th? mjt.ent
to more easily explain why the capacity value drops when tdeirgreases. need for capacity markets to signal capacity expansioninvith

Hours of TES 0 15 Solar Multiple

(a) Death Valley.

2.7
2.3

Hours of TES 0 15

Solar Multiple
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a system. If a CSP plant is able to participate in such a cgpadetailed CSP financing assumptions, we rely on a capital
market, then the operation of the CSP plant would be adjusteltarge rate (CCR), which converts the total cost of the CSP
to maximize the sum of energy and capacity payments. Thiknt into an annual capital cost that includes all financing
would presumably increase the capacity value of the C$€lated costs [50]. We assume an 11% CCR, which is typical
plant, since most capacity markets include performance fer the electric power industry. Solar plants are currently
quirements, which would incent the CSP plant to have energligible for an investment tax credit (ITC) worth 30% of the
available during anticipated system shortages [49]. Thesapital cost of a plant, which we assume the CSP plant is
performance requirements typically require a generatdyeto eligible for.

able to provide energy during high-load or low-reserve rimarg  Our analysis assumes that the CSP plant can earn energy
periods. Generators that do not meet these requirements @id AS revenues, as estimated in secfioh IV. Since we are
typically penalized, with penalties often set by the cost @hnly able to compute AS revenues for the Death Valley

replacement capacity. plant, we inflate the energy revenues of a CSP plant at the
Nevada location in proportion to the revenue increase of
V. OVERALL ECONOMIC PERFORMANCE OFCSPAND the Death Valley plant when it can provide AS. We further
TES assume that the CSP plant earns revenues associated with

Our analysis thus far has only considered the operatii§ capacity value. Although there were no capacity markets
revenues i(e. revenues from energy and AS sales, net @erating in the WECC during the period that we study, a
variable operating costs) of a CSP plant that has already b&&SP plant would avert the need for a utility or load-serving
built. We have not examined the broader question of whettiitity to build generating capacity to meet reliability and
an investment in a CSP plant would be economic. This ty§@pacity requirements. As such, we assume that a utilityiavou
of an analysis would require estimates of CSP capital coft® willing to pay, up to the capital cost of a natural gas-
and multiple years of operating revenues. The cost of yilitfired combustion turbine, for the capacity provided by a CSP
scale CSP is still somewhat uncertain due to fluctuations antH We use the cost of a combustion turbine because this
commodity prices and the potential for substantial manufalé & generation technology typically built to meet incretaén
turing cost reductions. Furthermore, the cost competitigs Ccapacity requirements, due to its low capital cost. Usirg th
of CSP relative to other generating technologies will depe@ssumed 11% CCR and a recent cost estimate of $625/kW for
on future changes in fuel prices and policy decisions, ssch@& combustion turbine (in 2005 dollars) [51] gives a value of
carbon regulations. $68,750 per MW-e of capacity provided by the CSP plant.

In light of these and other factors that can affect CSP Based on these assumptions, we define the average annual
economics, we opt to use the operating revenues estimate@perating profits of the CSP plant, as the sum of the
sectiorIY to compute breakeven costs for the CSP plant. Taptimized value of objective functior{[l2) and the annual
breakeven cost is defined as the highest capital cost for$ife GCapacity value of the plant multiplied by $68,750/MW-e. The
plant that can be justified on the basis of a stream of opeyatipreakeven cost of the plant is computed as:
revenues. We can also compare these breakeven costs tb recen -

CSP capital cost estimates and targets. Tuethl. [27] give B = ~CTR (1 =770’ (25)

cost estimates for a CSP plant built in 2010, based on current

manufacturing and component costs, as well as future cQfereB is the breakeven cost and”C and+CC~ represent

forecasts for 2020. We break their cost estimates into thrgg |TC rate and CCR.

components—a solar field cos_t that is p_roportional to the SM Fig. [ summarizes the estimated breakeven cost of CSP

of the plant, a TES cost that is proportional to the hours gfants at the two locations. The breakeven costs are nazetsl

TES, and a fixed cost for the balgnce of thg plar_lt (mcludlqg, the 110 MW-e gross nameplate capacity of the CSP plant’s

the po_werblock). Because of major quct_uauons in generatgéverplock, to give a $/kW cost. The magenta circles in

capacity costs, we deflate these cost estimates to 2005slolige figure indicate CSP plant configurations that would have

using the Chemical Engineering Plant C(_)stlndlﬂa'ﬁhe COSt 2020 capital costs estimates below their breakeven costs.

estimates that we use are summarized in Table II. Such plant configurations would be economic in that capital
costs could be recovered from the energy, AS, and capacity

TABLE II: CSP Capital Cost Estimates (2005 Dollars) [27]revenues that we estimate. No CSP plant configurations are

‘ Year economic with the 2010 cost estimates. The figures show
Component 2010 2020 . . . .
Fixed ($ million) 129.60  129.69 that at both of the locations CSP will be economic with
Solar Field ($ million/SM) | 216.93  133.00 the future costs. Moreover, the plant configurations that ar
TES (8 million/hour) 2925 885 economic all include at least one hour of TES, indicating tha

the incremental value of adding TES to a CSP plant outweighs
In order to estimate a breakeven cost, we must make cost and improves the economic rationale of investing in
assumptions regarding the cost of financing a CSP plant, ang remainder of the plant.
subsidies for which the plant would be eligible, and what

operating revenues the plant would earn. Instead of making2aiternately, a utility that builds a CSP plant would deriveast savings,
since the CSP plant would reduce the need for the utility titdkadditional
1These indices are availableat http://www.che.com/pci/. generating capacity.


http://www.che.com/pci/
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VI. CONCLUDING REMARKS

This paper examines the economic rationale of CSP and
TES. Using a MIP-based model, we are able to optimize the
operation of CSP plants and show the benefits that adding TES
provides. Benefits that we examine include increasing gnerg
and AS revenues, as well as the capacity value of the CSP
plant. The addition of TES increases the value of energy sold
by the CSP plant, and reduces curtailed production, tygical
increasing overall revenues by at least 35%. Energy rewenue
constitute most of the operating revenues of the CSP plant.
Depending on the location and configuration of the plant,
energy revenues account for between 66% and 76% of total
revenues, as opposed to between 2% and 7% for AS revenues
and between 17% and 32% for capacity payments.

When comparing the operating revenues of the CSP plant to
capital cost estimates, we find that under current market con
ditions, the optimal amount of TES is about two to four hours.
However, capital costs for CSP plants will need to be reduced
(probably along with carbon constraints being imposed) for
CSP to be competitive with fossil fuel-based generation. As
the markets evolve, including changes in the generation mix
and increases in wind and other solar generation, the optima
amount of TES may increase. Our analysis uses historical
data from power systems which are dominated by fossil-
fueled generation. As renewable penetrations rise anckthes
fuels become less prevalent, there will be changes in energy
and AS prices, which can affect revenues we estimate and
the optimal mix of new generation technologies. The inheren
flexibility of CSP technology, especially with TES, can make
these plants even more valuable as renewable penetratém ri
Solar Multiple Further analysis will be needed to evaluate the overall cost
(b) Nevada. competitiveness of CSP compared to wind and PV especially
considering their very different performance charactiess

Itis important to stress that this analysis assumes a plcabo
trough CSP system. The results and conclusions may be
Fig. 7: Breakeven cost (2005 dollars per kW) of a CSP pladifferent for other CSP systems, including higher tempeeat
at the Death Valley and Nevada locations. Magenta circlg@ugh systems or power towers. It should also be noted that
indicate plant configurations that are economic with 2026 CSve do not analyze all of the potential benefits of adding TES to
capital cost estimates and a 30% ITC. a CSP plant. One is a reduction in CSP integration costs, such

as the cost of greater AS requirements or real-time system
redispatch due to CSP. Even without TES, CSP integration
costs will likely be smaller than wind or PV. This is because
of the thermal inertia in the HTF of a CSP plant, which will
allow the powerblock to operate during brief cloud cover][41

Our results indicate that with current market conditiond8s such, a CSP plant will not be as susceptible to a sudden
and cost projections, two to four hours of TES is morgrop in generation as PV or wind may be. When TES is added
economically optimal compared to the greater number ofsioup a CSP plant, we see that its capacity value and ability to
that are often included in CSP analysesg( Turchi et al. provide AS increase, suggesting that the output of the CSP
assume six hours as a ‘baseline’ CSP configuration [27plant is more firm. However, a more detailed analysis of the
Fig. [ZB shows that six hours of TES is not economic at tigystem effects of integrating large amounts of CSP with and
Nevada location with 2020 capital cost estimates. Morgovaithout TES will be needed to more concretely address this
a CSP plant with three or four hours of TES maximizeguestion.
return on investment at the Death Valley location. Contthue Another benefit that TES could provide is by reducing
cost reductions will nevertheless be necessary for CSP to thensmission requirements for a CSP plant that is distamb fr
economically competitive with fossil-fueled generatidrhe a load center. In the U.S. and other parts of the world, many of
gap would obviously be reduced if CSP were able to taltke prime renewable resources are in sparsely populated are
advantage of its carbon or other emissions benefits. and will require major transmission investments in order to

Breakeven Cost ($/kW)

Breakeven Cost ($/kW)

Hours of TES 0 15

2500 3000 3500 4000 4500 5000 5500
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deliver power to consumers [51], [52]. Depending on wheth@s] E. A. DeMeo, G. A. Jordan, C. Kalich, J. King, M. R. Milbg,
they will be used solely for delivery of renewable energg th
capacity factor of these transmission investments can ke qu
low, making these investments significantly more expensiyey
on a levelized cost of energy basis. Energy storage that is

co-located with a renewable generator can reduce the n?ﬁﬁi

for transmission capacity to deliver renewable energys Téi

because excess energy that would overload a transmissisn [i6]
can be stored and discharged later, when renewable outisut fa
below the capacity of the line. This has been demonstratéd
for compressed-air energy storage co-located with wind, [50
and could also apply to CSP, although this benefit would e8]
extremely site-specific. Moreover, since some regions ef th

southwestern U.S. have both solar and wind resources, a wjis]

generator that is co-located with a CSP plant with TES could

benefit from such a transmission capacity reduction.
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