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Abstract 
Natural gas production in the United States has increased significantly over the past 

decade. This is largely due to advancements in hydraulic fracturing, horizontal drilling, 

and seismic monitoring capabilities that have enabled extraction of natural gas from shale 

resources to be economically viable. While natural gas is an important global energy 

resource and may result in fewer emissions than coal for electricity generation, it is 

important to recognize that extraction of natural gas has the potential to cause local and 

regional environmental damages. Successfully managing these risks is critical in order to 

ensure natural gas consumption has a net positive environmental footprint. The second 

and third chapters of this dissertation use quantitative modeling to assess how policies 

can address and mitigate potential environmental impacts in a cost-effective manner. 

Specifically, this work focuses on minimizing incremental fragmentation in critical core 

forest ecosystems resulting from natural gas infrastructure and on managing wastewater 

byproducts from natural gas extraction.  

 

The second chapter finds that in the case study of a core forest region in Bradford 

County, Pennsylvania, the number of core patches of forest, an indicator of 

fragmentation, could as much as double throughout the life time of the Marcellus Shale 

play (from 80 to 160 core patches) without any regulatory intervention. However, 

through unitization and collaborative planning, and by designating that gathering 

pipelines must follow the route of pre-existing roads in forests whenever possible, natural 

gas infrastructure can be developed in a manner that would both prevent incremental 

fragmentation from occurring and reduce pipeline construction costs for operators as a 

result of reduced infrastructure redundancies. The third chapter finds that approximately 

1.3 million gallons of wastewater, called produced water, are generated by each well. 

Across Pennsylvania, 67% of the time Class II disposal is the least cost option, 25% of 

the time CWT is the least cost option, and 8% of the time on-site treatment is the least 

cost option. The corresponding average costs are $5.80/bbl ($0.015/Mcf), $7.80/bbl 

($0.020/Mcf), and $8.40/bbl ($0.021/Mcf), respectively. In addition to cost, however, 

there are several technical, ecological, regulatory, and logistical issues that also affect the 

relative feasibility of these three produced water management strategies. If regulators 
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could capture producers willingness to pay to dispose of water rather than treat the water, 

that money could be invested in treating other water quality issues in Pennsylvania such 

as coal mine drainage, which can be treated for $0.064/bbl on average, or agricultural 

runoff, which could be prevented at an average cost of $0.08/bbl. 

 

The last two chapters in this dissertation explore how quantitative modeling can inform 

policy making on a national and global scale. Chapter 4 does this by characterizing the 

life cycle greenhouse gas impact of United States natural gas exports. This study finds 

that mean landed (pre-combustion) life cycle GHGs for exported U.S. LNG after 

regasification at the importing country were found to be 37 g CO2-equiv/MJ with a range 

of 27 to 50. The net global impact of these emissions depends on the global warming 

potential time scale, methane leakage rate, end use, and the fuel it displaces. On a 100 

year time scale, life cycle emissions from exported LNG were found on average to be 655 

g CO2-equiv/kWh for electricity generation, a 45% reduction over life cycle emissions 

from coal consumption. However, because of the spatial shift in emissions generation, 

although there is a global GHG benefit to US natural gas exports, the United States 

should consider the implications of this given that emissions calculations are based on 

CO2-eq emitted within a country’s borders rather than based on the net global impact of 

those emissions. The fifth chapter continues to explore international trade policy by 

focusing on the global crude trade as a case study. This chapter considers how shifting 

trade patterns can influence global costs and greenhouse gas emissions using a linear 

optimization model. The baseline 2014 crude trade system had a global cost of $3T and 

resulted in 16.5 Gt of CO2. Minimizing by cost would save $6T and increase emissions 

by 4 Gt CO2, while minimizing by emissions would increase cost by $0.5T and decrease 

emissions by 5.4 Gt. This chapter then explores the interaction between climate policies 

including carbon accounting methods, a designated global carbon cap, and unilateral 

country specific emissions allocations. There is a 40% higher allowable consumption 

under a strict global carbon cap without country-specific emissions allocations (1100 

Mmt) than with country-specific emissions caps (770 Mmt). These results illustrate 

cooperative international climate policy could be more cost-effective in mitigating carbon 

emissions than countries acting individually. 
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Chapter 1. Introduction and Background 
 

1.1 Motivation 
 

Natural gas is often discussed as a ‘bridge fuel’ to a lower carbon energy system, replacing coal 

until a transition to large-scale reliable renewable energy sources is feasible. Although use of 

natural gas results in greenhouse gas (GHG) emissions, life cycle emissions from the natural gas 

electricity generation supply are estimated to generally be lower than those from coal electricity 

generation1,2. The viability of natural gas as a bridge fuel depends on assumptions about 

stabilization objectives, emissions, and technological change3-6. Additionally, natural gas 

extraction, especially the development of unconventional resources (shale gas), has other social 

costs such as air, water, and road impacts7-9.  Therefore, the net environmental benefit of natural 

gas as a bridge fuel depends on policy’s aptitude to successfully manage these local and regional 

environmental impacts. This dissertation uses quantitative modeling to demonstrate the capacity 

to mitigate environmental damages from natural gas extraction.  

 

The Marcellus is the most expansive shale gas play in the United States10, covering 14-25 million 

hectares (ha) (35-62 million acres) at a depth of 600-3,000 m11. The economically viable region 

of the Marcellus crosses southern New York, much of Pennsylvania, northern West Virginia, and 

eastern Ohio. Because of the continuous nature and vast expanse of the shale deposit, developers 

have some flexibility in locating wells. Currently in PA the vast majority of well pads are drilled 

with little consideration for land use preservation. In 2008 alone, half of the wells were 

developed in PA forests12.  This destruction of core forest habitat poses a significant risk to forest 

ecosystem health and biodiversity.  Additionally, deforestation results in an increase in 

impervious surface, which is a threat to stream health, the integrity of headwater watersheds, and 

quality of drinking water13. 

 

In addition to land use concerns, waste streams generated by natural gas extraction also need to 

be managed in an economically and environmentally sound manner. The largest by-product by 

volume accompanying energy extraction is wastewater14. The volume and quality of produced 
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water is dependent upon the geographic location of the field, the geologic formation from where 

the water was produced, and the type of hydrocarbon being produced14. The significant increase 

in produced water accompanying new Marcellus wells between 2008 and 2009 led to a seven-

fold increase in the total volume of produced waters sent to surface-discharging treatment 

plants15. Additionally, the produced water from the Marcellus can have salinity levels up to 

360,000 mg/L16. The combination of volume and quality of produced water makes managing the 

byproduct especially challenging in the region.  

 

Beyond potential negative environmental impacts of natural gas development, natural gas 

consumption can potentially have global greenhouse gas benefits when compared to substitutable 

fuels such as coal. Therefore, natural gas production in the U.S. could contribute to reduced 

global GHG emissions when exported to regions with high coal consumption. Prior to 2008, U.S. 

domestic natural gas production did not meet projected demand growth, and the national natural 

gas debate centered on LNG imports. As unconventional natural gas production (shale gas) 

became economically viable, U.S. technically recoverable natural gas reserves increased by 665 

Tcf, which represents an increase in total U.S. natural gas resources by 38%17. As domestic 

natural gas production increased, supply flooded the market and wellhead prices in today’s 

dollars in the U.S. dropped from close to $9/Mcf in 2008 to under $3/Mcf in 201218. Because of 

higher natural gas prices in other regions, producers are hoping to sell incremental quantities of 

natural gas to economically attractive Asian and European markets19. This has prompted a debate 

in the United States on the policy of liquefied natural gas (LNG) exports regarding whether 

additional LNG exports to non-FTA countries should be approved, and if so to what capacity.  

 

International trade poses a challenge for climate change mitigation. While traditional climate 

policies tend to focus on unilateral mitigation measures (actions taken by individual countries 

acting independently), international transport of goods and services is a global sector. As a result, 

the responsibility for reducing GHG emissions associated with shipping do not fall within the 

jurisdiction of any individual country20. Additionally, climate policies such as a global carbon 

cap, unilateral climate mitigation objectives, and carbon accounting practices can influence the 

total cost and life cycle greenhouse gas emissions of international trade. However, some climate 
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policies may have unintended consequences for global trade, thereby potentially reducing the 

cost-effectiveness of greenhouse gas mitigation efforts. 

 

1.2 Research Questions 

This dissertation uses a variety of methods to address the issues discussed above. The research 

questions explored and answered in each of the following four chapters are as follows: 

 

Chapter 2: Assessment of policies to reduce core forest fragmentation from Marcellus Shale 

development in Pennsylvania 

• What is the historical impact of natural gas development on Pennsylvania’s forest 

ecosystem based on the principals of landscape ecology? 

• How is future development likely to impact PA’s forest ecosystem? 

• What development strategies could be used to mitigate the cumulative impact of natural 

gas development? 

 

Chapter 3: A systems level perspective on Marcellus wastewater management in PA 

• What volume of non-reusable wastewater will likely be generated throughout the lifetime 

of the Marcellus Shale play? Is Marcellus representative of other shale plays? 

• What are the wastewater management options available to Marcellus producers and what 

are the economic tradeoffs between them? What is the least cost option for the average 

Marcellus well?  

• What are other important water quality issues in Pennsylvania and how much would it 

cost to address these sources of pollution? 

 

Chapter 4: Life Cycle Greenhouse Gas Emissions from U.S. Liquefied Natural Gas Exports: 

Implications for End Uses 

• What are the greenhouse gas implications of the natural gas export landed life cycle, 

including upstream extraction and pipeline transmission, liquefaction, shipping, and 

regasification? 
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• What are the GHG cost or savings of displacing the traditional fuel sources of domestic 

coal (extracted in the importing country) or Russian natural gas transmitted via pipeline?  

• What are the environmental implications of LNG exports from the US perspective? 

 

 

Chapter 5: Assessment of GHG mitigation opportunities in the global crude trade 

• What is the current global production, consumption, and trade of crude and what are the 

implications of different carbon accounting methods on characterizing country specific 

emissions burdens? 

• What is the potential for cost and greenhouse gas savings in an optimized global crude 

system given current demand structure? 

• What would be the impacts on global crude consumption given a severe carbon budget? 

How could carbon accounting strategies incentivize more effective mitigation behavior 

across the crude trade network? 

 

1.3 Background on Oil and Gas 

Fossil fuels have been the core of the global energy system and world economic activity since 

the 1700s, and consumption of energy resources has continued to increase annually. A recent 

study of onshore hydrocarbon wells estimates that over 4 million on shore wells have been 

developed worldwide21. Global oil and gas production totaled over 10,000 million tons oil 

equivalent (Mtoe) in 201322. In particular, shale gas is becoming an increasingly important 

contributor to the global energy supply. Technological advances have recently made 

unconventional gas extraction economically viable in many regions of the world. A 2013 study 

by The U.S. Energy Information Administration estimated globally technically recoverable shale 

resources to be about 7,300 trillion cubic feet23.  
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1.3.1 Natural Gas 

1.3.1.1 The U.S. Natural Gas Landscape 

Currently the United States is the largest producer of natural gas. The natural gas landscape in 

the United States has experienced a significant transition over the past decade. Technically 

recoverable reserves have increased by approximately 40%, and domestic production is projected 

to reach 36 trillion cubic feet (Tcf) by 2040 in the EIA reference case scenario, representing 

approximately a 50% increase over 2012 production24. Historically, consumption of natural gas 

outpaced domestic production and the US was poised to become the largest importer of natural 

gas. Currently, however, the U.S. is the largest producer of natural gas in the world and was a net 

liquefied natural gas exporter for the first time in 201524. This trend has primarily been enabled 

by advances in hydraulic fracturing combined with horizontal directional drilling technologies 

and improved seismic monitoring techniques, which has made the extraction of unconventional 

(shale) resources economically viable.  

 

There are several productive shale gas formations in the United States including the Barnett and 

Eagle Ford plays in Texas, the Haynesville play that spans part of Texas, Louisiana, and 

Arkansas, and the Bakken play the spans parts of North Dakota and Montana. The Marcellus 

Play, however, is the most expansive shale gas play in the United States10, covering 14-25 

million hectares (ha) (35-62 million acres) at a depth of 600-3,000 m11. The economically viable 

region of the Marcellus crosses southern New York, much of Pennsylvania, northern West 

Virginia, and eastern Ohio. While Pennsylvania (PA) has a rich history of oil and gas 

development, historically the industry targeted conventional gas, coal bed methane, and PA 

grade crude oil. Over 350,000 wells have been drilled in the Commonwealth since the first 

successful oil well in 185925. Beginning in 2007, companies began to extract natural gas from the 

Marcellus Shale. Unconventional permits rose from 76 to 476 in 2008 alone, and between 2009 

and 2010, permit applications again increased by 67%26. This general trend has continued, and 

through 2013 over 7,400 unconventional wells have been drilled in Pennsylvania27. 

 

A well is characterized by its estimated ultimate recovery (EUR) and its decline rate. The EUR 

specifies the total volume of gas that an operator can expect to extract from a well over its 

lifetime. The decline rate describes how the rate of gas recovery changes from its highest level of 
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productivity immediately after hydraulic fracturing occurs, to when the well is no longer 

producing. Knowledge of EURs and decline rates are important for producers because they 

indicate how frequently the producer needs to develop new wells in order to keep their 

production constant. EURs can be in the range of billions of cubic feet, with 50-75% of the 

volume being recovered in the first year of production28, but the average productivity of a well 

varies across plays. For example, Haynesville wells have a typical EUR of 6.5 Bcf and a decline 

rate of 85%, while Marcellus wells have an average EUR of 4.4 Bcf and a decline rate of 75% 

(Figure 1)29. 

 

The dramatic increase in unconventional natural gas development both in the United States and 

abroad is an important opportunity for access to additional energy resources. However, there is a 

broad set of issues associated with shale development including economics, security, and 

infrastructure development that need to be considered as the industry advances30. Furthermore, 

there are key public health and environmental concerns such as water use, water contamination, 

air quality, and land use that need to be addressed to ensure natural gas extraction is done safely 

and sustainably.  

 

 
Figure 1:  Average production profiles for shale gas wells in major U.S. shale plays (million cubic feet per year)31 
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1.3.1.2 Natural Gas Exports 

As domestic natural gas production increased, supply flooded the market and wellhead prices 

dropped from close to $9/Mcf in 2008 to under $3/Mcf in 201218. Because of higher natural gas 

prices in other regions of the world, producers are hoping to sell incremental quantities of natural 

gas to economically attractive Asian and European markets19. This has prompted a debate in the 

United States on the policy of liquefied natural gas (LNG) exports regarding whether additional 

LNG exports to non-FTA countries should be approved, and if so to what capacity.  

 

While the majority of natural gas is transmitted via pipeline, over long distances it is economical 

to ship natural gas in the form of liquefied natural gas. Natural gas is liquefied by cooling it to -

162°C at which point it condenses to a liquid with a volume of 1/600th of its volume in its 

gaseous state. LNG offers economic, flexibility, and security advantages over gas pipeline 

supply32. The processes of liquefying, shipping, and regasifying the LNG cost approximately 3.6 

$/MMBtu32 and result in about an 11% increase in emissions for electricity generation over non-

LNG based electricity generation33. 

 

Globally, the LNG trade reached about 12 Tcf of natural gas in 201234, and based on the projects 

world-wide currently under construction or proposed, liquefaction capacity could increase by 

more than 100% within the next ten years35. The primary LNG importers are expected to be the 

rapidly developing countries in Asia and some European countries such as the UK, Spain, and 

France seeking to both supplement and diversify their natural gas supply35. 

 

The Natural Gas Act, as amended, requires the U.S. Department of Energy (DOE) to determine 

if LNG exports are in the “national interest” in order for approval. Additionally, the current 

regulatory framework requires exports to countries with which the U.S. has a free trade 

agreement (FTA) to be rapidly permitted, while applications to export to non-FTA countries 

undergo additional assessments36. The national interest determination involves consideration of 

economic, international, and environmental factors. To date, the DOE has approved thirty seven 

applications to FTA countries totaling 14 Tcf of natural gas exports annually, and has issued nine 

final and conditional approvals of applications to non-FTA countries, totaling almost 3.8 

Tcf/year36. A recent regulatory change in 2014 streamlined the approval process of non-FTA 
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LNG export projects, and will likely lead to an increase in constructed export capacity in the near 

future36. The first non-FTA LNG export from the U.S. occurred in February 2016 from Cheniere 

Energy’s Sabine Pass terminal in Louisiana.   

 

1.3.1.2 Natural Gas as a Bridge Fuel 

In addition to the economic motivation for natural gas development, interest in natural gas has in 

part been due to its potential to emit fewer emissions than coal on a life cycle basis1,2. In 

recognition of the role natural gas could play in transitioning to a low carbon energy future, it has 

often been called a ‘bridge fuel’37. However, the viability of natural gas as a bridge fuel depends 

on assumptions about stabilization objectives, emissions, and technological change3-6. Some 

estimates suggest natural gas could reduce greenhouse gas (GHG) emissions over coal 

combustion1, 33, 38, while other studies conclude the GHG footprint of natural gas could be as 

much as double that of coal39 for electricity generation. The GHG benefits of natural gas in 

replacing coal for industrial heating and oil in the transportation sector are even less likely to 

result in GHG savings33, 40. These comparisons of emissions profiles between fuels are done 

using a method called life cycle assessment, which quantifies emissions at each stage in the 

supply chain from production to end use41.  

 

Understanding the life cycle GHG emissions of natural gas across its consumption pathways is 

important to long term decisions about power sector investments, industrial practices, regulatory 

policy, and sectoral applications30. GHG emissions are often quantified using a metric called 

global warming potential (GWP). GWP measures the radiative forcing of a GHG relative to CO2. 

The GWP is reported by the IPCC for several different GHGs at two different time scales, the 

100-year and 20-year time scale. The time scale is relevant for climate change due to the 

variation in half-life across gasses42. While the GWP is a useful metric because it can easily be 

applied across different GHGs to determine a CO2 equivalent value, there are several 

shortcomings of the metric. One concern is that GWPs are highly uncertain, but the average 

value is frequently used deterministically. Another concern is that the GWP is a static value and 

does not account for dynamic changes in relative forcings over time as the concentration of gases 

in the atmosphere changes.  
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Beyond direct accounting of emissions, there are also second order impacts of natural gas 

adoption that could minimize the carbon benefits of natural gas. One factor is the energy-

economy feedback effect. This effect describes the increase in global emissions that could arise 

due to a surge in economic activity resulting from low gas prices43-45, because increased 

economic activity is associated with increase consumption of all forms of energy. A second 

factor is that natural gas could slow the development of even lower carbon renewable sources of 

energy44. Finally, besides reducing carbon emissions, if natural gas displaces coal electricity 

generation, SO2 emissions will also decrease which will improve public health and reduce acid 

rain. However, SO2 also plays a role in climate change effects of GHG emissions; it has a 

negative radiative forcing, which means it acts to help cool the atmosphere. With less SO2 in the 

atmosphere, the net warming of CO2 and other GHGs would increase43. 

 

1.3.1.2.1 Methane Leakage 

Finally, in addition to the end use, the fuel it displaces, and potential consequential impacts of 

natural gas use, a key determinant in the climate change implications of natural gas consumption 

is the fugitive emissions rate. The fugitive emissions rate is the volume of natural gas that is 

leaked throughout the supply chain. After it has been processed, natural gas is composed of over 

90% methane (CH4)46 which is a powerful greenhouse gas42. According to the IPCC fifth 

assessment report, the GWP of methane at a 100-year time scale has a mean of 36 with a 

standard deviation of 8.5, and the 20-year GWP has a mean of 87 with a standard deviation of 

1642. 

 

The Natural gas system is expansive. Transmission, storage, and distribution of natural gas 

includes hundreds of thousands of miles of interstate and intrastate transmission pipeline, over 

1400 compressor stations47, and approximately 3.5 Tcf of underground storage throughout the 

U.S.46. Furthermore, there are thousands of abandoned wells and improperly completed 

exploration bore holes that are not currently active in the natural gas system but are important 

sources of methane emissions21, 48. Because of the scope of the system and the expense of 

monitoring equipment, the fugitive emissions rate is challenging to measure. The EPA estimates 

point source methane emissions in its GHG reporting inventory, which covers approximately 

8,000 facilities and claims to capture 80-90% of total emissions. In 2014, the inventory reports 
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methane emissions accounted for 10% of total U.S. GHG emissions; of this, the petroleum and 

natural gas sector accounted for a third49. A recent meta-analysis of twenty years of technical 

literature on methane leakage found the EPA estimate could be underestimating methane 

emissions by 50%50. The Environmental Defense Fund has been coordinating the largest ever 

compilation of sixteen complementary studies targeted at robustly estimating fugitive emissions 

from the natural gas sector51-55. They have found that the fugitive emissions from some portions 

of the supply chain are accurately captured by the EPA greenhouse gas-reporting inventory, 

while others underestimate it significantly. This is due to a combination of the GHG reporting 

rules, the GHG reporting threshold, and gaps (superemitters). Superemitters are a small number 

of highly emitting facilities that are responsible for the vast majority of fugitive emissions. A 

compiled estimate of fugitive emissions across the natural gas life cycle will be derived from 

these studies once they have been completed. 

 

There are two general approaches to studying methane leakage. Bottom up studies, such as the 

EDF studies, estimate GHG emissions based on component-level emissions profiles and counts. 

In contrast, top down studies measure the methane in the atmosphere and then estimate how 

much of the measured methane can be attributed to the natural gas sector30. Oftentimes these two 

types of studies are compiled or compared using engineering-based modeling. Bottom up studies 

face many challenges; they are expensive and make conclusions about the natural gas system 

based on statistical sampling measures. Top down studies also are expensive and attribution of 

methane is difficult given the large number of potential methane sources, both anthropogenic and 

natural. Top down studies56, 57, 58, 59 often estimate higher fugitive emissions rates than do bottom 

up studies and there is a large range of estimates in the literature, varying from 1% to 9%60, 61. 

The most common range tends to be between 2-4%38, 50, 58, 62-64.  

 

Although best management practices and effective leak detection could reduce methane 

emissions rates65, until recently there was little regulation over the natural gas industry. The 

Climate Action Plan66 is the first regulation that specifically identifies methane emissions from 

natural gas production and use as a priority and establishes an Interagency Methane Strategy to 

assess current emission data, address data gaps, identify technologies and best practices for 
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reducing emissions, and identify existing authorities and incentive-based approaches to reduce 

methane emissions30.  

 

1.3.1.3 Social and Environmental Impact 

Beyond the potential GHG benefits of natural gas consumption, there are several local 

environmental and social impacts associated with natural gas extraction that need to be 

addressed. Broadly speaking, environmental impacts include air quality, land use, soil 

contamination, water use, and species impacts. The specific effects of these potential impacts 

will depend on the hazard, exposure, and contamination pathway67. 

 

While the displacement of coal reduces SO2, NOx, and mercury near power plants68, 69, local and 

regional air quality concerns include NOx, particulate matter (PM), and volatile organic 

compounds (VOC) emitted from compressors, drill rigs, pumps, and other extraction 

infrastructure. Additionally, natural gas extraction results in dramatically increased regional 

trucking traffic, which also emits NOx, PM, and VOCs70. VOCs react with nitrogen oxides in air 

and sunlight and form ground level ozone. Ozone is known to be a public health risk because it 

can exacerbate asthma and chronic obstructive pulmonary disease71. 

 

Soil contamination can occur due to the leakage of drilling waste, which increases the salinity 

and acidity of the soil72. Additionally, chemical pollutants in the soil can contaminate the 

surrounding environment if erosion or runoff occurs73. Animals can be impacted by pollutants as 

well. For example, a study by Latta et al. (2015) found metals associated with hydraulic 

fracturing activities in riparian songbirds74. 
 

1.3.1.3.1 Land Use and Fragmentation 

The infrastructure required for drilling and hydraulically fracturing a well is extensive; primary 

infrastructure includes the well pad, access roads, and gathering line right of way clearings. In 

many regions, land needs to be screened for impacts on threatened, endangered, and special 

concern species and resources before hydraulic fracturing can be permitted to occur.  However, 

this practice fails to consider the broad cumulative indirect impacts accrued from isolated land 



! 12!

use changes within the core forest. The field of landscape ecology has identified that this 

cumulative impact, rather than the localized disturbance, is a source of risk to forest ecosystems.  

 

The destruction of core forest habitat posses a threat to forest ecosystem health and biodiversity. 

While pure habitat loss alone can have an adverse effect on biodiversity, ecologists note that the 

pattern of habitat loss is often more important than the quantity of loss. In landscape ecology, a 

landscape is defined as a mosaic of habitat and non-habitat patches75. The spatial relationship 

between habitat patches within the mosaic influences the presence, movement, and persistence of 

species. Anthropogenic activities can compromise the structural and functional integrity of the 

landscape and impede ecological flows across the habitat76,77. When contiguous core habitats are 

fragmented into smaller patches, many sensitive species are unable or unwilling to cross non-

habitat regions to reach these alternative habitat patches. While habitat loss can have an 

immediate impact on wildlife population, the ecological response to fragmentation is lagged, and 

affects different species at varying time scales78.  

 

In order to quantify changes induced by fragmentation, ecologists use landscape metrics. 

Generally, landscape metrics quantify specific spatial characteristics of patches, classes of 

patches, or entire landscape mosaics77. Structural metrics measure the physical composition or 

configuration of the patch mosaic without explicit reference to ecological processes77. Structural 

metrics are based on the theory of Island Biogeography, which interprets disjoint patches as 

analogous to oceanic islands embedded in an inhospitable or ecologically neutral background79. 

While this is an oversimplification of how species interact with the surrounding landscape77, it 

provides a useful structure for tracking habitat pattern changes in a non-species specific manner 

and for interpreting general impacts of fragmentation. These metrics can then be interpreted by 

ecologists into a functional form regarding specific species needs and considerations.  

1.3.1.3.2 Water Impacts 

Natural gas development requires approximately 4-5 million gallons of water as input to the 

process80. While this water consumption is minimal across the natural gas life cycle, especially 

relative to other sources of electricity30, the temporal aspect of the consumption is an important 

issue. When the water is rapidly withdrawn from small surface waters such as creeks or narrow 

rivers, it can cause localized environmental and social impacts. For example, low levels of water 
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resulting from water withdrawals can potentially impact municipal water supplies, industrial 

water needs, recreational activities, and the health of aquatic life81. 

 

The process of hydraulic fracturing involves first mixing this freshwater with a fracturing fluid at 

the drilling site. The final mixture is composed of 84% water, 15% proppant, and 1% chemicals 

(by mass)82. Proppants are spherical white sand, ceramic, or man-made particles that keep 

fractures in the shale from collapsing. The chemicals serve many purposes such as preventing 

bacteria growth, keeping minerals from building up on the well walls, and ensuring the proppant 

is well mixed in the fluid83. More than 1,000 different chemicals have been used for fracking71. 

These chemicals range from benign to toxic. The precise mixture of chemicals required depends 

on the specific geology of the underlying shale. While the percentage of chemicals in the mixture 

is small, a single well requires a total of about 40,000 gallons of chemicals.  

 

The most significant risk related to fracking fluid is the potential for the concentrated chemicals 

to be spilled during transportation or while being stored on site prior to being mixed with the 

water. An experimental release of hydraulic fracturing fluids in a forest in West Virginia to 

simulate such a spill demonstrated the environmental impact of the chemicals. In just 10 days, 

the exposure resulted in significant damage to ground vegetation. After two years, about half of 

the trees in the exposed region were dead and the sodium and chloride concentrations in the soil 

were fifty times higher than they had been prior to the release84. Another study seeking to 

identify the public health threat from fracking fluid identified 353 chemicals and found that 75% 

of them can affect the skin, respiratory system, and/or the gastrointestinal system. Furthermore, 

about half of these chemicals are known to have effects on the nervous system, immune system, 

and/or cardiovascular system85. Finally, another study of an accidental spill of fracking fluids 

into a creek in Kentucky found that the degradation of the water quality resulted in fish dying 

from gill lesions, and liver and spleen damage86.  

 

After hydraulic fracturing, wastewater flows to the surface of the well. Wastewater is the largest 

by-product by volume accompanying natural gas extraction14. Details about the volumes and 

management strategies of this wastewater, called produced water, are not well documented on a 

national scale across the thirty-one oil and gas producing states. A comprehensive study in 2015 
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estimated that the one million actively producing oil and gas wells in the United States generated 

over 21 billion barrels of produced water in 201287. This volume is projected to increase to over 

34 billion barrels by 202588. 

 

The volume and quality of produced water is dependent upon the geographic location of the 

field, the geologic formation from where the water was produced, and the type of hydrocarbon 

being produced14. In the Marcellus region, each horizontal well will tap gas from approximately 

83 acres, and less than half of the water will return to the surface89. Initially, the produced water 

has a chemical footprint similar to the injected water. However, after the first few weeks, the 

composition of the water changes. Most noticeable, its level of total dissolved solids (TDS) 

increases dramatically until it approaches steady state at about 10% NaCl equivalent. Most 

likely, this is a result of the injected water interacting with high salinity brine within the 

Marcellus formation89, 90,91, 92. Additionally, the depth of the hydrocarbons influences the salt and 

mineral levels present in the produced water; wastewater from shale extraction at 5,000-8,000 ft 

typically has twenty times the salt/mineral content of produced water from coal bed methane 

produced water93. This is important because while there are many contaminants in the produced 

water that need to be considered, the salinity, referred to as the total dissolved solids (TDS), is 

generally the defining characteristic that determines the economic and technical feasibility of 

various wastewater management options. Therefore, the way in which produced water is handled 

varies across the country and what is successful in one location may prove impractical in another 

region. In the Marcellus Shale region, wastewater management strategies include reuse, deep 

well injection, treatment at permitted centralized waste treatment facilities, or on-site treatment. 

 

The two main risks of freshwater contamination from Marcellus wastewater are through the 

storage and disposal of produced water. Unfortunately there is little reliable information on the 

number and size of spills that occur during storage and disposal.  The lack of comprehensive data 

demonstrates the absence of regulatory enforcement and is an impediment to characterizing the 

true risk from Marcellus development94. Wastewater storage poses a threat to the environment 

because containment ponds used by well developers for temporary storage can overflow during 

heavy rain, can leak as liners degrade, are accessible to wildlife, and are potential sources of air 

pollution as chemicals evaporate95. Pennsylvania is one of few states that maintain detailed 
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records of spills and surface water releases. In 2013, the Pennsylvania Department of 

Environmental Protection (PADEP) detected a total of 523 violations during standard state 

inspections. The three most common violations were 1) failure to properly store, transport, 

process, or dispose of residual waste, 2) failure to adopt required or prescribed pollution 

prevention measures, and 3) failure to properly close a well upon abandonment. Spills were 

detected at 194 of the wells found in violation. One fifth of these spills contaminated land or 

surface water. Nine of the spills were large (over 3,500 liters). The time between the spill and 

reporting ranged from 1 hour to 6 weeks, and only 114 of the documented spills were reported by 

the liable drilling company itself. Failure to self-report a spill is in direct violation of 

Pennsylvania’s reporting requirement and typically results in a fine.  

 

The disposal of wastewater is the second key stage at which there is a risk for surface water 

contamination. Disposal is a complex issue for well developers. They must consider several 

factors, such as the volume of the produced water, the quality of the water, state and federal 

regulations, available disposal infrastructure, and characteristics of the specific shale play. Each 

disposal method results in different potential concentrations of contaminants being released 

through a specific pathway. This makes characterizing the risk of wastewater disposal 

challenging because the ultimate toxicity of surface water contamination is a function of 

concentration, pathway, and duration of exposure95.  

 

While there are few specific studies on the toxicology of produced water, there is anecdotal 

evidence of the public health risk posed by wastewater exposure. In particular, some farmers 

believe their cattle are at risk of exposure to fracking wastewater from leaks from storage pits or 

through unauthorized dumping of wastewater into creeks. One such example was when a 

wastewater storage container failed, resulting in the flow of produced water into a pasture and a 

pond used as a source of fresh water for the cattle. In total, 140 cows on the ranch were exposed 

to this wastewater while the remaining 60 cows were in a different pasture and did not drink 

from the pond. Of the exposed cattle, half died. In comparison, there were no reported health 

problems in the unexposed portion of the herd96.  
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The composition of produced water varies depending on the specific geology of the formation. 

While concentration of specific components can vary by an order of magnitude from well to 

well, the components of all produced water are qualitatively similar97. The major categories of 

constituents are 1) salts (measured as salinity, conductivity, or total dissolved solids) including 

metal ions, 2) organic hydrocarbons (sometimes listed as oil or grease), 3) inorganic and organic 

compounds, and 4) naturally occurring radioactive material (NORM). In addition, produced 

water may contain diluted quantities of the chemicals used for fracturing. This review will focus 

on four of these major contaminants in produced water: total dissolved solids (TDS), organic 

compounds, bromides, and NORM. Each contaminant poses a unique environmental risk, public 

health threat, and challenge for wastewater treatment. 

 

The first concerning contaminant in produced water is total dissolved solids (TDS). TDS is a 

measure of dissolved matter such as salts, minerals, and inorganic compounds. Examples include 

sodium, calcium, and chloride. The U.S. Environmental Protection Agency (EPA) set the 

recommended maximum level of TDS in drinking water at 500 mg/L. This limit was primarily 

established to avoid poor taste and to reduce the corrosive effects of the salt on plumbing fixtures 

rather than to address a direct public health concern98. However, the average TDS concentrations 

in shale gas wastewater ranges from 1.6 to 375 times the EPA recommended level99. Aquatic 

ecosystems are especially sensitive to changes in salinity. Even a release of high salinity water as 

small as 1 g/L can have an adverse effect on biodiversity. For example, in 2009 brackish (high 

salinity) wastewater from a coal mine spilled into Dunkard Creek, a tributary to the 

Monongahela River. The high TDS levels created conditions favorable to the creation of a bloom 

of toxic golden algae that devastated the aquatic ecosystem. The Pennsylvania Fish and Boat 

Commission (PFBC) estimated that over 42,000 fish, over 15,000 freshwater mussels and over 

6,000 mudpuppies were killed100. As this example suggests, TDS is one of the primary concerns 

about accidental or unauthorized disposal of untreated wastewater into surface waters. One of the 

challenges of high TDS wastewater is that publicly owned treatment works (POTWs) and many 

waste treatment facilities do not have desalinization capabilities. In the early stages of Marcellus 

development, well developers shipped wastewater to these facilities. Because the facilities could 

not remove the salt, they discharged large volumes of high salinity water into surface waters. 

This led to an increase in the levels of chloride found in the water. As a result, the PADEP 
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introduced discharge limits in 2010 to eliminate disposal of Marcellus wastewater to public 

wastewater treatment facilities101.  

 

Bromide poses another public health concerning related to high TDS levels in Marcellus 

produced water. On its own, bromide is not toxic. However, it is problematic during the drinking 

water treatment process. The bromide reacts with chloride disinfectants to form a disinfection 

byproduct (DBP) called brominated trihalomethanes (THMs). These volatile organic liquid 

compounds are carcinogenic and have been linked to birth defects. In 2010, inadequately treated 

produced water was discharged into Blacklick Creek in Indiana County, PA, with a measured 

mean bromide concentration of 1,070 ppm, which is 10,700 times the generally accepted 

bromide limit of 0.1 ppb102. When Marcellus drilling first began, produced water was sent to 

public treatment works for disposal. As a result, bromide levels in the rivers in Pennsylvania 

spiked and drinking water treatment facilities had trouble meeting the federal THM standard. 

Drinking water utilities in southwestern PA reported that 85-94% of the formed DBPs were 

brominated103. Once the PADEP banned disposal at public wastewater treatment facilities in 

2010, THM levels generally returned to historical levels. In addition to Marcellus wastewater, 

there are other potential sources of bromide. These include new smokestack scrubbers at coal-

fired power plants, where bromide is used to help keep mercury levels low. A third source of 

bromide is from salt used to de-ice roads in the winter. Some natural gas producers claimed that 

this road salt was the reason for the high observed bromide levels, but the spike first occurred in 

summer months, not during the winter road salting season. Additionally, there was no spike in 

chloride to accompany the spike in bromide, so road salt was likely not the culprit. To 

accommodate bromide in the water, water treatment facilities can change their processes to avoid 

the formation of THM, but it can be costly. For example, one facility changed its treatment 

method from chlorine to chloramines for $15,000103. However, the risk of switching disinfectant 

is unknown. Using chloramines instead of chlorine may increase the formation of other 

unregulated or undetected disinfection byproducts and can increase lead exposure104. 

 

A second category of concerning contaminants in Marcellus wastewater is called organics. One 

type of organic contaminant in particular, called volatile organic compounds (VOCs), may 

include compounds such as benzene, toluene, ethyl-benzene, and xylene. This grouping of 
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compounds is commonly referred to as BTEX. BTEX has inherent toxicological risk; benzene in 

particular poses a threat to public health. The health effects most often associated with benzene 

include acute and chronic cancers, anemia and other blood disorders, and immunological 

effects67. One study reported that the quantity of benzene in fracking fluid is up to 13,000 times 

the legal limit for surface water discharge105,106. Another study found that the mean benzene 

concentration in produced water is over two times the drinking water standard, over six times the 

EPA consumption criteria, and 1.5 times the drinking water minimum risk level for chronic 

exposure for children102. In addition to posing a drinking water risk, VOCs can evaporate from 

wastewater stored in open pits. When evaporated, VOCs react with nitrogen oxides in air and 

sunlight and form ground level ozone. Ozone is known to be a public health risk because it can 

exacerbate asthma and chronic obstructive pulmonary disease71. Evaporated VOCs from water 

storage pits is a public health threat to workers as well as residents living close to the well site107. 

Finally, organic material can have a large environmental impact because some organics consume 

oxygen. Therefore, if released into a body of water, the organic material would keep aquatic 

species from obtaining the necessary oxygen they need to live.  

 

A third contaminant category of concern is the presence of naturally occurring radioactive 

material (NORM). The NORM found in Marcellus produced water is generally radium derived 

from the radioactive decay of uranium and thorium present within the shale formation103. 

Disposal of wastewater containing NORM into freshwater streams or ponds over time leads to an 

accumulation of radium in the stream sediments. The specific ratios of radium isotopes can 

specifically identify the accumulated radium as having originated from a Marcellus well108. At 

one discharge site, the level of radioactivity was found to exceed the legal limit for a licensed 

radioactive waste disposal facility109. However, even if each discharge is within the legal limits, 

the radium can build up in the soil over time. As a result, toxic chemicals and radiation would 

slowly be released into the impacted regions, thereby posing a long term environmental and 

public health risk108. NORM levels have been found to have a median concentration of up to 90 

times the legal limit for industrial discharge110. Although these levels may appear high, they are 

actually low relative to the quantity of radioactive material generated by other sources of energy. 

For example, electricity generation from coal can produce up to 50 times the amount of 
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radioactive material as electricity generation from natural gas111. Finally, while bromide cannot 

be removed once it is in water, NORM can be removed from both soil111 and water112. 

 

1.3.1.3.3 Social Impacts 

Public opinion of unconventional natural gas development has been mixed. Recent surveys have 

found that the population in areas of high natural gas development such as Pennsylvania, 

Michigan, and Texas recognize and appreciate the positive economic influence of the industry, 

but are concerned over the environmental impacts113, 114. Estimates suggest in unconventional oil 

and natural gas development employed up to 1.7 million people in the U.S. in 2012. This is 

projected to increase to nearly 3 million jobs by 2020115. While there is likely to be significant 

local and regional economic value to natural gas development, some studies have been found to 

overstate such benefits116. Further economic value is generated to the public due to lower prices 

of natural gas for heating and electricity. 

 

Beyond the economic benefits and potential public health impacts due to air pollution and water 

contamination associated with increased risk of morbidity and mortality117-119, there are several 

non-chemical stressors that could negatively impact social systems, such as increased noise and 

higher accident rates due to increased trucking119. In particular, the exposures to these stressors 

are increasing because unconventional natural gas development occurs near population centers. 

These include stressors typical to boom industries, such as coal mining towns experienced in the 

1900s. For example, the influx of workers can lead to increases in rental prices, crime rates, and 

the prevalence of substance abuse. These negative social externalities most frequently impact 

disadvantaged populations. The overall effect of these stressors on population health depends on 

several different factors and may vary from region to region67.  

 

1.3.2 Global Crude System 

In 2014, global oil consumption reached over 33 billion bbls of crude34, with approximately 49% 

of consumption by OECD countries and 51% by non-OECD countries. Crude consumption is 

disproportional to population, with the largest per capita consumption in North America and 

Europe. Between 2002 and 2013, Saudi Arabia and Russia were consistently the largest oil 
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producers. United States oil production had been steadily declining from 1985 until about 2009 

when production rapidly began to increase. Between 2010 and 2014, US production increased by 

14%, and the United States currently accounts for approximately 13% of the world’s crude 

supply, making it the largest global producer of oil34. This estimate includes conventional crude 

oil, tight oil, oil sands, and natural gas liquids. While historically oil production has been from 

conventional sources, it is projected that the percentage of crude supply from unconventional 

sources may increase substantially in the future depending on resource constraints, fuel prices, 

elasticity of demand, and potential climate policies120.  

1.3.2.1 International Trade 

Of the over 32 billion bbls of oil produced each year, approximately 64% is exported from one 

country to another (21 billion bbls)34, primarily by vessel movements (17 billion bbls121, or 83% 

of exports). International trade poses a challenge for climate change mitigation. While traditional 

climate policies tend to focus on unilateral mitigation measures (actions taken by individual 

countries acting independently), international transport of goods and services is a global sector. 

As a result, the responsibility for reducing GHG emissions associated with shipping do not fall 

within the jurisdiction of any individual country20.  

 

International shipping can be monitored in a variety of ways. One widely used method is through 

the Automatic Identification System (AIS), which is a system through which vessels report their 

location in regular intervals throughout their voyages. Historically, only shore-based AIS 

receivers were available with a limited range of 50 miles. This low coverage led to extensive 

uncertainty about the shipping sector. However, since 2009, satellites have been used to collect 

AIS data, thereby greatly improving the quality of fleet operational data available122. 

 

Several studies have been done to quantify emissions from the shipping sector122-125, 126. 

According to a report by the International Maritime Organization (IMO), international shipping 

resulted in over 800 million tons CO2-eq in 2012. Oil tankers had the third largest fuel 

consumption (almost 40 million tons fuel), surpassed only by container ships and bulk carriers. 

The Oil tanker fleet is comprised of over 7,000 vessels ranging in size from a few thousand dead 

weight tons (dwt) to over 200,000 dwt. Emissions from oil tankers alone were responsible for 

over 120 million metric tons of CO2 emissions in 2012122. The IMO study was a bottom up 
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assessment, in which vessels were categorized by fuel type, shipping category, and dwt to 

develop an emissions estimate. Shipping emissions can also be assessed using a top down 

approach whereby emissions are estimated based on total fuel consumed by the maritime 

industry. However, fuel consumption data often incomplete or unavailable125. 

 

1.3.2.2 Energy System Modeling 

Because the global crude system is so crucial to social and economic stability, there is a long 

history of energy system modeling. Interest in studying the impact of energy policies on the 

economy began after the first oil shock in 1973127. Economic models are the most commonly 

used method of assessing energy systems128. Energy-economic modeling can be traced back to 

the first computable generalized equilibrium (CGE) model developed by Hudson and Jorgenson 

in 1974129. This subset of energy models typically requires many assumptions about international 

trade flow data, elasticity of substitution and transformation, and perfect substitution130. While 

the purpose of CGEs is to adequately represent global systems, the vast number of simplifying 

assumptions introduces substantial uncertainty. While other methods have been used to study 

energy trade patterns and emissions, such as input-output assessments131 and network analysis132, 
133-136, CGEs127, 137,138 remain the dominant energy modeling technique.  

 

1.3.2.2.1 Application of CGE to Environmental Issues 

In the early 1980s, CGEs shifted from models focusing specifically on energy and economics 

only to E3 models, or energy-economy-environment models127. Several studies have been done 

with CGE/climate model combinations such as TIAM-UCL model139 and ROMEO model120 

among others71, 140 to understand the implications of various policies on the global climate 

system. In particular, one commonly applied CGE used to study trade flows is called the Global 

Change Assessment Model (GCAM). GCAM is an integrated assessment model that includes 

representations of the economy, energy sector, land use and water141. Another widely used 

international trade CGE model is the Global Trade Analysis Project (GTAP). GTAP is a multi-

regional, multi-sector CGE model based on input-output models describing bilateral trade 

patterns, production, consumption, and intermediate use of commodities and services.  
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1.3.2.2.2 Climate Policies 

A particular interest of E3 CGE models is the market impact of climate policies. Through 

international climate discussions, such as at the Paris Climate Change Conference in 2015, 

policy makers have come to the agreement that the average global temperature rise caused by 

greenhouse gas emissions should not exceed 2 °C above the preindustrial average global 

temperature142. In order to limit the average global temperature rise, climate models have 

demonstrated a limit to the cumulative emissions that can be sustained by the climate system. 

This limit is called the global carbon budget. The Intergovernmental Panel on Climate Change 

(IPCC) reported that this budget is in the range of 870-1,240 Gt CO2-eq between 2011-2050 in 

order to have a 56% chance of not exceeding this 2°C temperature increase143. A recent study by 

McGlade and Ekins (2015) used an integrated assessment model to explore the implications of 

this emissions limit for fossil fuel production139. In their scenario to keep average global surface 

temperature rise below 2°C for all years to 2200, they found 2050 GHG emissions must be 

constrained to 21 Gt CO2-eq. This is compared to the 48 Gt CO2-eq emitted in 2010, and a 

baseline 2050 projection of 71 Gt CO2-eq given no emissions mitigation. This latter projection 

would result in less than 5°C global average temperature rise139. 

 

In addition to strict global caps on emissions, one specific impact of climate policies energy 

modelers have explored is carbon leakage144. Carbon leakage occurs when action taken by 

countries to reduce emissions is partially or wholly offset by increased emissions elsewhere in 

the world. Carbon leakage results due to asymmetries of unilateral climate mitigation 

strategies138,145, 146, 147. A second area of climate policy modeling is emissions trading schemes148. 

Emissions trading schemes are market mechanisms for transferring the right to emit from a 

country with a low cost of emissions abatement to a country with a high cost of emissions 

abatement. These trading schemes could be implemented at various geographic scales and are 

meant to provide a cost-effective, efficient pathway towards emissions reductions. Finally, a 

third important of climate policy modeling is carbon accounting schemes. Carbon accounting 

refers to the method by which emissions are attributed to countries. Some commonly discussed 

carbon accounting schemes include location-based, where countries are responsible for what is 

emitted within their borders, production-based, where the producer would be responsible for the 

full life cycle emissions of what they produce, and consumption-based, where countries are 
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responsible for all life cycle emissions of what they consume149. Carbon accounting strategies 

could be used to assess a country’s compliance with a given target, or they could be used to 

develop border cost adjustments (BCAs). BCAs are mechanisms to account for emission 

associated with traded goods, such as an import tax based on carbon content138. Such measures 

could be implemented to minimize carbon leakage. However, there is concern that such 

measures would cause the cost of emissions reduction to shift from developed to developing 

countries146. 

 

Modeling the impact of various climate policies on the energy system requires a comprehensive 

understanding of where emissions are produced in the system. This is important because 

internationally traded commodities are a large portion of global consumption. For example, 

Davis et al. (2011) found that 37% of global emissions are from fossil fuels traded 

internationally150. However, relatively little attention has been paid to the quantity of emissions 

associated with the consumption of goods and services in countries131. These emissions are 

called embodied carbon emissions. Sharing the responsibility for embodied emissions through 

BCAs or other measures could help facilitate international agreement on global climate policy131.  

 

1.3.3 Thesis Outline 
The second and third chapters of this dissertation explore two important environmental concerns 

of natural gas development: ecological impact, addressed using principals from the field of 

landscape ecology, and management of wastewater byproducts.  For each of these environmental 

concerns, this dissertation characterizes the ability for US to support energy consumption while 

simultaneously mitigating such environmental impacts. More specifically, the second chapter 

assesses the impact of infrastructure required for natural gas extraction on forest fragmentation. 

It then outlines strategies to effectively manage future infrastructure development to mitigate 

incremental fragmentation.  

 

The third chapter quantifies the potential for surface water impacts arising both from the 

consumption of freshwater resources and through the generation of contaminated wastewater as a 

byproduct of natural gas extraction. This chapter then assesses the cost and greenhouse gas 

emissions of wastewater management strategies. It also compares the cost of the strategies to the 
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cost of treating other significant water quality issues impacting the state of Pennsylvania 

including coal mine drainage and agricultural runoff. This comparison informs cost-effective 

policy decision-making regarding investments in water quality improvements.  

 

The fourth chapter of this dissertation further explores the potential for natural gas to act as a 

bridge fuel by quantifying the impact of United States natural gas exports on global greenhouse 

gas emissions. The emissions are estimated under different end uses, global warming time scales, 

methane leakage rates, and fuel offset scenarios. In this chapter, the emissions are monetized 

using the social cost of carbon to identify the tradeoff between US social cost of extraction and 

global social savings resulting from displacing traditional fuels with US natural gas exports. 

Because of this tradeoff, location based carbon accounting strategies may unintentionally serve 

to de-incentivize global GHG mitigation efforts.  

 

Finally, the fifth chapter of this dissertation continues to explore how different carbon accounting 

strategies could influence international trade. This is especially relevant if climate change 

policies continue to be unilateral rather than cooperative. In particular, asymmetric country-to-

country mitigation measures present the potential for carbon leakage, where one country’s 

emissions reductions are wholly or partially offset by emissions increases in another less carbon-

constrained country. This chapter explores these concepts using the current global crude trade as 

a case study. It begins by characterizing the 2014 global crude system and then optimizes the 

system under various supply limits, crude quality (API gravity) targets, and climate policies such 

as a global carbon budget and various carbon accounting strategies. 
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Chapter 2. Assessment of Policies to Reduce Core Forest 
Fragmentation from Marcellus Shale Development in Pennsylvania1 
151 
 

2.1 Abstract 
Marcellus Shale development is occurring rapidly and relatively unconstrained across 

Pennsylvania (PA). Through 2013, over 7,400 unconventional wells had been drilled in the 

Commonwealth. Well pads, access roads, and gathering lines fragment forestland, resulting in 

irreversible alterations to the forest ecosystem. Changes in forest quantity, composition, and 

structural pattern can result in increased predation, brood parasitism, altered light, wind, and 

noise intensity, and spread of invasive species. These fragmentation effects pose a risk to PA’s 

rich biodiversity. This study projects the structure of future alternative pathways for Marcellus 

shale development and quantifies the potential ecological impact of future drilling using a core 

forest region of Bradford County, PA. Modeling presented here suggests that future development 

could cause the level of fragmentation to more than double throughout the lifetime of gas 

development. Specifically, gathering lines are responsible for approximately 94% of the 

incremental fragmentation in the core forest study region. However, by requiring gathering lines 

to follow pre-existing road routes in forested regions, shale resources can be exploited to their 

full potential, while essentially preventing any further fragmentation from occurring across the 

core forested landscape of Bradford County. In the study region, assuming an estimated ultimate 

recovery (EUR) of 1 to 3 billion cubic feet (Bcf) per well, this policy could be implemented for a 

minimal incremental economic investment of approximately $0.005 to $0.02 per Mcf of natural 

gas produced over the modeled traditional gathering line development.  

 

2.2 Introduction 

Pennsylvania (PA) has a rich history of oil and gas development. Over 350,000 wells have been 

drilled in the Commonwealth since the first successful oil well in 185925. Prior to 2008, wells 

targeted conventional gas, coal bed methane, and PA grade crude oil. In December 2007, the oil 

                                                
1 The final version of this chapter is available as Abrahams, Leslie S., W. Michael Griffin, and H. Scott 
Matthews. "Assessment of policies to reduce core forest fragmentation from Marcellus shale development 
in Pennsylvania." Ecological Indicators 52 (2015): 153-160. 
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and gas production company Range Resources announced the use of horizontal drilling 

combined with hydraulic fracturing to successfully complete five unconventional wells26. This 

demonstrated the economic viability of using this combination of technologies to extract 

Marcellus Shale gas. In 2008, Marcellus Shale permits rose from 76 to 476, and between 2009 

and 2010, permit applications again increased by 67%26. This general trend has continued, and 

through 2013 over 7,400 unconventional wells have been drilled in Pennsylvania27. 

 

The Marcellus is the most expansive shale gas play in the United States10, covering 14-25 million 

hectares (ha) (35-62 million acres) at a depth of 600-3,000 m11. The economically viable region 

of the Marcellus crosses southern New York, much of Pennsylvania, northern West Virginia, and 

eastern Ohio. Because of the continuous nature and vast expanse of the shale deposit, developers 

have some flexibility in locating wells. Currently in PA the vast majority of well pads are drilled 

with little consideration for land use preservation. In 2008 alone, half of the wells were 

developed in PA forests12.  This destruction of core forest habitat poses a significant risk to forest 

ecosystem health and biodiversity.  Additionally, deforestation results in an increase in 

impervious surface, which is a threat to stream health, the integrity of headwater watersheds, and 

quality of drinking water13. 

 

Marcellus development has the potential to rapidly alter landscapes. The infrastructure required 

to drill and hydraulically fracture a well is extensive. Well pad construction involves removing 

topsoil, leveling and lining the area with geotextile fabric, and covering the pad with compact 

stone152. This development can span 1.2-2.8 ha (3-7 acres)153. Additional infrastructure such as 

access roads, water/wastewater storage, compressor stations, and gathering pipelines, is required 

to successfully develop the well and fully exploit the resource (Figure 2). These secondary 

components of the natural gas infrastructure on average require an additional 10 ha (25 acres) of 

land per well pad153, 154. The combined footprint of unconventional natural gas development can 

total more than 12 ha (30 acres) for a single well pad.  
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Figure 2: The three key components of Marcellus infrastructure include well pads (yellow), access roads (blue), and 
gathering lines (red) 

 

When constructed in forests, infrastructure development significantly impacts the landscape. 

Current regulation requires Marcellus shale projects to be screened for impacts on threatened, 

endangered, and special concern species and resources using the Pennsylvania Natural Heritage 

Program’s Pennsylvania Natural Diversity Inventory Environmental Review Tool155. While this 

protects the immediate habitat of specialized endangered species, it fails to consider the broad 

cumulative indirect impacts accrued from isolated land use changes within the core forest. This 

cumulative impact, rather than the localized disturbance, is a source of risk to PA’s forest 

ecosystems.  

 

Forest covers approximately 6.5 million ha (65%) of PA and is concentrated in the central and 

north central parts of the state11. Large contiguous patches of core forest in these regions 

maintain the majority of flora and fauna species richness and diversity in the state and are critical 

components of the global ecosystem (Figure 3). More than 71 species of birds, 43 species of 

mammals, and 48 species of reptiles and amphibians rely on PA forests for essential habitat156. In 

particular, PA core forests have rare bird populations that include the bald eagle, peregrine 

falcon, and interior-nesting warblers153. For some species PA is fundamental to their global 

survival; more than 19% of the global population of scarlet tanagers and 9% of the global 

population of wood thrush breed within PA forests157. 

 

2.6 km2  2 Basemap provided by ESRI 
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Figure 3: Important ecological regions in PA 

 

While pure habitat loss alone can have an adverse effect on biodiversity, ecologists note that the 

pattern of habitat loss is often more important than the quantity of loss. In landscape ecology, a 

landscape is defined as a mosaic of habitat and non-habitat patches75. The spatial relationship 

between habitat patches within the mosaic influences the presence, movement, and persistence of 

species. Anthropogenic activities can compromise the structural and functional integrity of the 

landscape and impede ecological flows across the habitat76,77. When contiguous core habitats are 

fragmented into smaller patches, many sensitive species are unable or unwilling to cross non-

habitat regions to reach these alternative habitat patches. While habitat loss can have an 

immediate impact on wildlife population, the ecological response to fragmentation is lagged, and 

affects different species at varying time scales78.  

 

A secondary impact of fragmentation is the creation of edges. Edges are generally defined as the 

100m between core forest and non-forest habitat3,4,153. New edges affect the physical or 

biological conditions at the ecosystem boundary and within adjacent ecosystems158. Edge effects 

are believed to be detrimental by increasing predation, changing lighting and humidity, and 

increasing the presence of invasive species153. In particular, songbirds nesting near edges and 

openings are less likely to successfully raise young than individuals nesting in interior forest157.  

While 100m is commonly cited as the estimated depth of edge effect penetration12, 153, the impact 
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on specific species can be seen at much greater distances. In a meta-analysis of the effects of 

roads, power lines, and wind turbines on birds and mammals, bird populations were reduced as 

far away as 1 km and mammal populations at 5 km159.  

 

In order to quantify changes induced by fragmentation, ecologists use landscape metrics. 

Generally, landscape metrics quantify specific spatial characteristics of patches, classes of 

patches, or entire landscape mosaics77. Structural metrics measure the physical composition or 

configuration of the patch mosaic without explicit reference to ecological processes77. Structural 

metrics are based on the theory of Island Biogeography, which interprets disjoint patches as 

analogous to oceanic islands embedded in an inhospitable or ecologically neutral background79. 

While this is an oversimplification of how species interact with the surrounding landscape77, it 

provides a useful structure for tracking habitat pattern changes in a non-species specific manner 

and for interpreting general impacts of fragmentation. These metrics can then be interpreted by 

ecologists into a functional form regarding specific species needs and considerations.  

 

This study focuses on the following landscape metrics; the number of core patches (NCP), the 

largest patch index (LPI), and the percent habitat available in the landscape (PLAND) (Figure 6). 

NCP is a count of the number of contiguous forest regions larger than 4 ha that are greater than 

100m from a non-forest opening. Core patch metrics are important measures of fragmentation 

because they integrate patch size, shape, and edge effect into a single measure77. The LPI is the 

percent of the total habitat that is made up by the single largest patch and is an indicator of a 

species’ ease of movement around the landscape matrix (connectivity). PLAND is representative 

of the pure habitat loss associated with land use change. These metrics were chosen as proxy 

variables to fully describe the composition and the configuration of the landscape. The purpose 

of this study is to quantify changes in these metrics as a result of various future development 

pathways. In this paper, the metrics are used as proxies for disturbance and are considered a 

reflection of the ecosystem’s overall health and stability. Impact on specific species or 

ecosystems will require more detailed studies. 

 

The Nature Conservancy conducted an Energy Impact Assessment to quantify the potential 

impacts of natural gas development on habitats153. They first used aerial imagery to determine 
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the spatial footprint of well pads, roads, and water storage facilities associated with 240 well pad 

development sites in north central and southwestern PA. They then used a machine learning tool 

to develop a 30m x 30m resolution probability map describing the likelihood of Marcellus 

development across PA (Figure 4). This modeling approach, called maximum entropy, was used 

to find relationships between 1,461 existing and permitted well pad locations and landscape 

variables such as Marcellus Shale depth, thickness and thermal maturity, percent slope, distance 

to pipelines, and distance to roads153. This was then re-sampled to different resolutions to reflect 

the separation distance (based on implied lateral length) of future alternative development 

scenarios. Well pads were placed in order of most probable pixels to least probable pixels until 

the appropriate number of well pads were located153. The number of well pads for each scenario 

represents an additional 60,000 wells across the state with varying number of wells per pad. 

While TNC’s study presents a spatially explicit model of where well pads might be developed in 

the future and quantifies an overall estimate of pipeline and road development in core forest, it 

does not project the location of future secondary infrastructure. The primary infrastructure of 

natural gas development (the well pads) has an estimated average footprint of 3-7 acres153. The 

secondary infrastructure, including access roads, compressor stations, water storage, and 

gathering lines has been estimated to have an average footprint of approximately 25 acres per 

well pad153, 154. Therefore, the secondary infrastructure can have an impact of over 8 times that of 

the well pad itself (25 acres versus 3 acres). Because the secondary infrastructure has such a 

large footprint, the spatial distribution of this secondary infrastructure across the landscape is a 

key component of understanding the impact of development on ecosystem services.  

 
Figure 4: The probability surface raster depicting the likelihood of future Marcellus development throughout Pennsylvania153 
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This study expands on TNC projections for potential future development by including spatially 

explicit projections of secondary infrastructure in addition to the well pads.  It also further 

explores the impact of decreasing well pad density on fragmentation by using TNC methods to 

project three additional future development scenarios. By modeling the structure of future 

alternative development pathways for Marcellus shale well pads, access roads, and gathering 

lines throughout the lifetime of gas development, the study quantifies the potential ecological 

impact of future drilling using a core forest expanse in the southwestern portion of Bradford 

County, PA (northeast PA) as a case study.  

 

2.3 Methods 

This study expands on previous work12, 153, 156, 160 by modeling the pipeline and road construction 

that would accompany the projected well pad development. It then uses both the primary and 

secondary infrastructure projections to quantify overall deforestation and land use change under 

various potential regulatory scenarios geared towards preserving habitat while preserving ability 

to produce the shale resource. For this study, total lifetime Marcellus Shale production was held 

constant while varying well pad density. This represents alternative development pathways for 

achieving the total expected level of natural gas extraction throughout the lifetime of the play. 

2.3.1 Study Area 

The methods for determining the impact of natural gas development on forested land were 

developed and assessed by conducting a case study in Bradford County, PA, which overlies a 

highly productive portion of the Marcellus Shale play. Gas production in Bradford County was 

870 billion cubic feet between 2010 and 2012161. The county was chosen because it has up to 

date records of pipeline development and is composed of about 56% forest. Specifically, the area 

modeled was a core forest region located in the southwestern corner of the county. The region is 

35,000 ha of which 55% is public land and 91% is forest. Through 2012, 25 well pads had been 

developed in this region (Figure 5). By focusing on a minimally developed forested area, the 

potential influence of infrastructure development not related to the oil and gas industry is 

minimized.  
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Figure 5: Bradford county forested land (green), state land (yellow), and well pads constructed through 2012 (black dots). The 
thick black line denotes the case study core forest region. 

 

2.3.2 Land Change Model Development 

Visualizing and analyzing land use change was accomplished using a spatially explicit model 

built in ArcGIS. This model was applied to both historical development to characterize past land 

change, and to forecasted gathering line and road routing, allowing for a complete picture of 

future fragmentation. This process for simulating land use change was modeled after the United 

States Geological Survey (USGS) method for updating land cover maps to account for new 

natural gas infrastructure11.  

 

Quantifying habitat impact was a four-step process. First, the infrastructure’s geospatial position 

was determined. For well pads this position was a single point within the study region, and for 

access roads and gathering lines these were polylines.  Second, these identified locations were 

enlarged (buffered) from points and polylines to the average footprint of the infrastructure they 

represent. For example, the points representing well pads were enlarged to an area of 3 acres, the 

average footprint of a well pad. Third, the forested regions that now contain natural gas 

infrastructure were re-categorized as non-forest on the land use map. Finally the chosen 

landscape metrics, as shown in Figure 6, were quantified.  

 

Figure 6: Bradford County forested land (green), state land (yellow), and well pads constructed 
through 2012 (black dots). The thick black line denotes the case study core forest region. 
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Figure 6: The general procedure for depicting land disturbance from Marcellus shale development 

 

2.3.3 2000 Land Use Data 

Year 2000 was chosen as the baseline year because 99.8% of wells exploiting unconventional 

gas development were drilled after this year. Land disturbance in the study region prior to 2000 

was considered non-Marcellus shale related. The land use data raster file was obtained from 

Penn State University in the format of an ESRI raster grid, a file format compatible with 

ArcGIS162. Because the focus of this study is solely on forest ecosystems, this raster was 

reclassified into two categories of land use: forest (including coniferous, mixed, and deciduous 

forests) and non-forest. The original resolution of the raster was 30x30m. However, some 

components of Marcellus shale development such as roads are too narrow to be captured at this 

resolution. Therefore, the raster was resampled to a 10x10m resolution and the pixels underlying 

PA’s year 2000 road network were re-categorized from forest to non-forest163.  

 

2.3.4 2012 Infrastructure 

Year 2012, the most recent complete year of well location data available, was chosen to 

represent the current Marcellus shale development. Data on existing 2012 road network and the 

existing well pads were obtained from U.S. Census Bureau163 and the PA Department of 

Environmental Protection (DEP) database27, respectively. Roads connecting state and local roads 

to well pads are mostly private roads and are therefore missing from the road database. These 

roads were modeled as straight lines between the well pad and the nearest road in the road 
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dataset. The lengths of the modeled roads were compared to lengths of roads constructed for 

Marcellus development as documented in the literature for validation (Figure 7)164. All roads 

were then buffered to 10 m to represent a typical footprint of a road used in Marcellus shale 

construction165. 

 

 

In Bradford County, detailed locations of gathering lines are maintained by the county’s planning 

office. These gathering line routes developed through 2012 were compared to a theoretical 

shortest length gathering line network developed by the model. This was done to (1) understand 

the potential for reducing surface disturbance from gathering lines, and (2) to identify the ways 

in which the modeled theoretical future gathering lines could vary from how the industry might 

realistically develop in the future without regulatory guidance. This theoretical network was 

created by first locating the two main transmission lines in the county from a map of PA’s major 

gas pipelines166. The modeled gathering line network was constructed by adding the 2012 well 

pads one at a time in order of spud date and connecting each to the nearest previously existing 

main transmission line or gathering line. The resulting network was manually edited to reduce 

the number of hook up points to the main transmission lines to more closely resemble the 

observed number. The final modeled gathering line network had approximately 20 hook up 

points as compared to 16 hookup points identified by manually searching Google Maps along the 

two main transmission lines running through Bradford county. Marcellus gathering lines right of 

ways have documented widths ranging from 10-46m and main transmission lines have been 

measured at widths of up to 61m154. Therefore, in this study the gathering lines were buffered to 

Figure 7: The distribution of access roads built for Marcellus shale development through 2012 (A) as built across all of 
PA, and (B) for Bradford County as modeled by the straight-line method. 
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15 m and the main transmission lines were buffered to 46 m to represent conservative estimates 

of right of ways for the two installations. The buffered well pads, roads, and gathering lines were 

then overlaid on the land use raster and underlying forest was re-categorized as non-forest.  

 

2.3.4 Infrastructure Impact 

The areal extent of the well pad is often thought to be the dominant surface impact of natural gas 

development167. However, the principles of landscape ecology predict that the primary 

significant ecological impact will result from the linear gathering line corridors cutting through 

forest. To test this hypothesis, landscape metrics were calculated for disturbances from each of 

the three components of infrastructure individually and compared to landscape metrics resulting 

from the complete network of projected alternative development pathways for well pads, roads 

and gathering lines. 

 

2.3.5 Policy Scenarios 

The two regulatory measures considered here for reducing the impact of natural gas development 

are: (1) reducing well pad density, and (2) requiring gathering lines to follow the path of pre-

existing roads in forested regions. Reducing well pad density can be accomplished by increasing 

the number of wells per pad, and/or by elongating the laterals168. 

 

In this study, six different well pad densities were considered to understand the impact of 

regulating the spatial distribution of well pads. Three of the scenarios were developed by TNC 

for their Energy Impact Assessment. An implied lateral length was calculated from the study’s 

minimum separation distance. These three scenarios had 145, 88, and 58 well pads, with 

corresponding implied lateral lengths of 760 m, 880 m, and 1,100 m153. The remaining three 

scenarios were chosen to represent the current technological frontier in horizontal drilling (28 

well pads with an implied lateral length of 2,100 m) and two scenarios representing 

technological advancement (8 and 5 well pads in the study region with implied lateral lengths of 

4,300 m and 6,100 m respectively). These additional three scenarios were developed according 

to the TNC methods. First, the Nature Conservancy’s probability surface was resampled to raster 

cells with diagonals that are twice the expected lateral length. Diagonals were used to designate 
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minimum distance between well pads because the direction of the lateral is controlled by the 

minimum horizontal earth stress which is oriented NNW-SSE in PA26. Next, a point was placed 

in the center of each raster cell and the number of points equaling the expected number of well 

pads with the highest probability according to the resampled probability layer were chosen as the 

well pad locations. Finally, each well pad was then buffered to 1.2 ha circles (radius = 62m) to 

represent an average well pad footprint (Figure 8). These six scenarios correspond to well pad 

densities of 48, 32, 23, 15, 9.4, and 8.6 well pads/100km2 (Table 1). The resampling process used 

to locate future development introduces variability across the scenarios in the probabilities used 

to identify well pad locations. This occurs because new probability values are interpolated from 

different cells of the original probability raster depending on the assumed lateral length for the 

specific scenario. To account for this uncertainty, a Monte Carlo analysis was conducted with 

randomized well pad placement within the probability raster cells.   

 
Table 1: A summary of the implied lateral length, number of well pads, and well pad density of the six future development 
pathways 

Scenario 
(#) 

Implied Lateral 
Length 

(m) 

Number of Well Pads 
(#/Study Region) 

Well Pad Density 
(#/100 km2) 

1 760 145 48 

2 880 88 32 

3 1,100 58 23 

4 2,100 28 15 

5 4,300 8 9.4 

6 6,100 5 8.6 
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Figure 8: (A) The minimum separation distance diagonally was set equal to twice the length of the lateral in a given scenario, and 
then (B) the probability surface raster was resampled to reflect the minimum separation distance and well pads were randomly 
placed, filling the high probability sites first. 

 

The roads for each scenario were modeled as straight lines between the well pads and the 

existing road network as of 2012 and then buffered to 10m. The gathering lines were modeled by 

connecting each well pad to the existing gathering line network one at a time in order of 

descending probability of future development based on the assumption that the likelihood of 

development is representative of a realistic construction order. These gathering lines were then 

buffered to 15 m. Finally, the buffered well pads, gathering lines, and roads for a given future 

scenario were overlaid on the derived 2012 land use raster. All raster cells underlying the 

infrastructure were classified as non-forest.  

 

Policy scenario two, requiring gathering lines to follow the route of pre-existing roads, was 

modeled using the 32 and the 15 well pads/100km2 scenarios. These scenarios were chosen 

because they represent both a typical lateral length and an approximate maximum length 

achievable with current horizontal drilling technology. The gathering lines were forced to follow 

the path of the existing roads by using the least cost path tool in ArcGIS where existing roads 

were given a resistance cost of 1 and the rest of the case study region was assigned a resistance 

cost of 100.  

1,1
00

 m
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2.4 Results and Discussions 

The impact of Marcellus Shale development on Pennsylvania’s forests is of major concern to 

stakeholders interested in preserving the forest ecosystem and protecting Pennsylvania’s 

endangered species that live in core forest habitats. The results of this study describe both the 

landscape impact that has already occurred as a result of historical natural gas development, as 

well as the potential future landscape disturbance due to unmanaged future development. Finally, 

the study results lead to potential policy measures that could mitigate the risk of additional forest 

fragmentation, while simultaneously allowing for natural gas extraction.  

 

2.4.1 Historical Disturbance 

Natural gas development over the past decade has contributed to fragmentation across all of 

Bradford County12, 153.  Between 2000 and 2012, approximately 110 km of roads and 1,600 km 

of gathering lines have been constructed to support 1,080 wells. This has resulted in the loss of 

about 13,000 ha of core forest (including core forest lost to the creation of new edges) and an 

increase in the number of core patches in Bradford County from 900 to 1000 (Table 2).  

 
Table 2: Historical land disturbance as built and as modeled 

Scenario NCP 
(#) 

LPI 
(%) 

Deforested 
(%) 

2000 900 5 51 
2012 as built 1000 4 51 
2012 as modeled 970 4 51 

 

This historical natural gas development has already impacted the core forest study region of 

Bradford County. Between 2000 and 2012, 25 well pads were developed in this area. Comparing 

the 2000 land use map to the 2012 land use map developed with the efficient theoretical 

gathering line route demonstrates that the number of core patches increased by 25% (from 65 to 

81). Additionally, the single largest patch decreased from about 16% of the total habitat area to 

about 12% (Figure 9). 

 

The model developed to simulate gathering line construction prior to 2013 was based on straight-

line connections between well pads and the identified main transmission lines. This strategy 
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resulted in a 2012 gathering line network that followed a similar pattern as the actual network of 

gathering lines constructed in Bradford County, although qualitatively, with fewer redundancies 

and extraneous branches. The modeled gathering lines (Figure 10B) totaled 900 km of pipeline 

across all of Bradford county versus the 1700 km of pipeline as built (Figure 10A)169. The 

modeled gathering lines serve as the baseline historical development that was used as the starting 

point for projections for future alternative development pathways. Thus, projected fragmentation 

modeled here is most likely an underestimation of the potential impact. Additionally, the drastic 

reduction in total pipeline length between the developed and modeled infrastructure shows that 

there are configurations that could connect the same number of wells at the same locations with 

reduced pipeline development. This implies that there could be an opportunity for concomitant 

economic and ecological benefits.  

 

 
Figure 9: Modeled historical land disturbance in the study region of Bradford County 

 

Upon inspection, Bradford County gathering line development shows that much of the 

development is in rural areas in relatively level terrain and thus did not appear to be impacted 

specifically by topographical concerns or land use issues. While further model refinement (e.g., 

addition of topography, land ownership, and additional land-use categories) could modify the 

modeled gathering line system to more closely resemble the shape of the current network, the 

model would still not follow the precise patterns of the developed gathering lines in Bradford 
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County, because the county was developed with little or no coordination by seven independent 

companies each trying to minimize their own costs.  

 

 
Figure 10: Main gas line (black) and gathering line network in Bradford County (A) as built through 2012 (blue) (B) as modeled 
by the straight-line method (red) 

 

2.4.2 Infrastructure Impact Results  

Directional drilling has been suggested as a solution to minimize natural gas-related 

deforestation. By drilling multiple wells per pad, developers claim they are reducing their surface 

disturbance and impact.  However, by isolating the three key components of infrastructure and 

measuring their individual contributions to fragmentation, it is clear that well pads are 

responsible for little incremental land disturbance (Table 3) In the forest study region, the 2012 

well pads alone were responsible for increasing the number of core patches by two. Likely this 

increase is due to the development of new roads between 2000 and 2012 rather than the 

development of the well pads. The access roads in isolation contributed to four additional core 

patches, and finally the gathering lines in isolation were responsible for a 20% increase in the 

number of core patches (14 additional core patches).  

 

When the number of well pads increases beyond the 2012 existing development by 58 well pads 

in the study region, a similar trend is observed. The well pads and access roads in isolation cause 

minimal marginal impact, whereas the gathering lines are responsible for a prominent increase in 

Figure 9: Main gas line (black) and gathering line network in Bradford County (A) as built through 2012 (blue) (B) 
as modeled by the straight-line method (red) 

A B
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core patches from 81 to 133. Thus, policies for reducing fragmentation from natural gas 

development should focus on regulating gathering line development. 

 
Table 3: The isolated incremental impact of well pads, access roads, and gathering lines for 2012 and the 58 well pad scenario 

Development Scenario Number of Core 
Patches (#) 

Largest Patch 
(%) 

2000 (No Development) 65 16 
2012 Well Pads 67 16 
2012 Access Roads 69 16 
2012 Modeled Gathering Line 79 13 
Total 2012 Development 81 12 
58 Projected Well Pads 81 12 
Projected Access Roads 85 12 
Projected Gathering Lines 133 10 
Projected Total Future Impact 151 9 

 

2.4.3 Policy Scenario Results 

The two regulatory measures considered here are: (1) reducing well pad density, and (2) 

requiring gathering lines to follow the route of pre-existing roads.  Reducing well pad density 

will decrease the number of well pads and reduce the number of required gathering lines. 

Requiring gathering lines to follow the route of roads would not reduce the quantity of gathering 

lines, and would likely increase the total length of the gathering lines but this would follow 

infrastructure that already has caused fragmentation. The important implication of this policy is 

that the location of the gathering lines would be regulated so as to not create new corridors 

across the core forest. 
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Figure 11: As the well pad density decreases (A) the total number of core patches decreases and (B) the area of each core patch 
remains larger 

 

In the core forest study region, limiting well pad density results in the creation of fewer 

additional core patches. Furthermore, as well pad density decreases, the size of the core patches 

increases (Figure 11). Assuming the baseline year 2000, fragmentation from Marcellus Shale 

development through 2012 has increased the number of core patches by 25%. If left unchecked, 

future development could further increase the number of core patches from 81 in 2012 to 167 

throughout the lifetime of the play. This would be a 100% increase above the 2012 level of 

fragmentation. Similarly, the LPI (largest patch index) and PLAND (total percent habitat) 

decrease as lateral lengths decreases. Because LPI and PLAND are indicators of fragmentation, 

the decreasing metrics signify that additional fragmentation is projected to occur (Figure 12). 
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Figure 12: Changes in the (A) LPI and (B) PLAND for the six scenarios of varying well pad density 

 

Horizontal drilling technology is currently capable of achieving laterals approximately 3,000 m 

long. Therefore, the minimum achievable density is about 15 well pads/100 km2. This would still 

result in an increase in the number of core patches from 81 to 101 core patches, or a 25% 

increase above 2012 levels.  The results show that even with a significant advancement in 

technology resulting in laterals over twice as long as currently feasible, 2012 levels of 

fragmentation cannot be maintained by decreasing well pad density alone.  

 

The results of the policy alternative of requiring all gathering lines to follow the route of pre-

existing roads (Figure 13) show that this policy essentially maintains fragmentation at the 2012 

level regardless of well pad density. For example, in the 15 well pads/100 km2 scenario, the 

model indicates that the number of core patches in the study region increases by one when the 

gathering lines follow the route of pre-existing roads, as opposed to the incremental 20 patches 

projected by the straight line gathering line model. Additionally, as shown in Figure 14, the 

distribution of core patch area is maintained at the 2012 level in addition to the number of core 

patches.  

!" #"

(Well Pads/100 km2) (Well Pads/100 km2) 

48 32 23 15 9.4 8.6 48 32 23 15 9.4 8.6 
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Figure 13: Gathering lines (red) can (A) be most efficiently linked to each other in a network independent from roads (gray) or 
(B) they may be routed so as to follow the path of existing roads 
 

 

 

Uncertainty analysis to determine the sensitivity of these policy scenario results to variations in 

projected well pad location within a given scenario was conducted using a spatially explicit 

Monte Carlo simulation. The original TNC method for well pad placement assumes that the well 

pads will be located in the center of the cells from the re-sampled probability surface map. This 

simulation was done to explore how the results change when well pads were instead allowed to 

be located randomly within the cell, given that the minimum separation distance is still observed. 

The uncertainty analysis was done using a spatially explicit Monte Carlo simulation that 

randomly placed the required number of well pads using code written in the statistical software 

program R and constructed the associated infrastructure and calculated the resulting landscape 

B

Figure 14: Gathering lines (red) can (A) be most efficiently linked to each other in a network independent from 
roads (gray) or (B) they may be routed so to follow the path of  existing roads 

A

9 

 B  A 

Figure 14: Policy scenario two compared to the (A) 32 well pads/100km2 scenario and (B) 15 well pads/100km2 
scenario with and without gathering lines 
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metrics for each iteration using a program written in ArcGIS 10.1. In this study, the Monte Carlo 

simulation was conducted for well pad densities of 32, 23 and 15 well pads/100km2, which 

represent a realistic range of implied lateral lengths. 

 

The inputs for the simulation were derived in R by using the rSSI tool in the Spatstat package170. 

The minimum acceptable distance between points was given as twice the desired lateral length. 

The maximum number of points used was the number of well pads falling within the forest case 

study region in the respective scenario above. For each iteration, the rSSI tool continued to add 

points until it was unsuccessful at locating an additional point given the minimum distance 

constraint 10,000 times. ArcGIS could not be used for generating these random points because 

the software limited the number of points that could be generated with a given minimum 

separation distance. The randomly chosen points were then assigned the probability value 

according to the resampled TNC probability raster used in deriving the scenarios as described 

above. These generated scenarios were then used as the input to the model, and the appropriate 

roads and gathering lines were drawn and landscape metrics were calculated for each.  

 

 
Figure 15: Simulation result and best-fit distribution (red line) for the number of core patches for the 28 well pads/study region 
density scenario 

 

The distributions and 90% confidence intervals (Table 4) show that the location of the well pads 

results in varying levels of fragmentation even when the quantity of well pads is held constant 

(Figure 15). Despite this uncertainty, across the scenarios, the average number of core patches 



! 46!

decrease from 140 to 100, and the average largest habitat patch increases from 8% to 11% as the 

well pad density decrease (Figure 16). 

 
Figure 16: The simulation results for (A) NCP and (B) LPI for the 58, 28 and 8 well pads/study region scenarios 

 
Table 4: Simulation results and best-fit distributions for the spatially explicit Monte Carlo simulation. As expected, there was 
variability in the landscape metrics depending on the location of the well pads.  

Scenario Metric Number of Well 
Pads Sited 

Distribution Mean 90% CI Number of 
Simulations 

4 NCP 15-21 Log-logistic 100 [93,110] 500 
4 LPI 15-21 ExtValMin 11% [9%,12%] 500 
3 NCP 49-58 BetaGeneral 130 [120,140] 250 
3 LPI 49-58 ExtValMin 9.5% [7%,11%] 250 
2 NCP 76-88 Weibull 140 [130,150] 500 
2 LPI 76-88 BetaGeneral 8% [5%,10%] 500 

 

 

While the metrics do vary depending on where the well pads are located, the results of the Monte 

Carlo simulation confirm that there is a distinct difference in the average level of landscape 

disturbance across the scenarios despite the uncertainty in exact well pad placement. 

 

While fragmentation would increase beyond 2012 levels in all six scenarios, encouraging a 

decrease in well pad density via increased lateral length can have a small but positive impact on 

ecological conservation. Furthermore, increasing lateral length reduces the uncertainty in 

fragmentation impacts to the landscape. These results support the best practices as outlined in the 

literature 171 and as designated by the PA DNCR 172 that suggest careful consideration of well 

8 

 B  A 
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pad location prior to development can be a productive measure in reducing the impact of 

Marcellus shale surface disturbance. 

 

This study demonstrates that Marcellus shale development has caused and will continue to cause 

further ecological disturbances in Bradford County’s largest region of contiguous core forest if 

left unregulated. While the numerical results of this study are specific to the forested case study 

region within Bradford County, the observed trends and conclusions could be extended to the 

Commonwealth of Pennsylvania as a whole, across the United States, and globally using these 

techniques and approaches. Although there may be differences in the types of land cover and the 

degree of development, it is likely that the shale gas development will proceed rapidly and 

follow a spatial pattern dependent on the resources’ potential and not constraints of the 

landscape, its cover, or ecosystem value12. 

 

While minimizing well pad density provides localized habitat conservation benefits, based on the 

analysis of the impact of each component of infrastructure in isolation, it is apparent that 

gathering lines are the single largest contributor to large-scale forest fragmentation from natural 

gas development. As a result, regulatory measures seeking to minimize the land use impact of 

Marcellus development on core forest should target gathering line routing practices. Specifically, 

using the core forest region in Bradford County as a case study, I find that requiring gathering 

lines to follow the route of pre-existing roads within the core forest region would successfully 

prevent additional fragmentation.  

 

Successful implementation of such a gathering line siting regulation within a forest region would 

require both that the land be available for development and gathering line construction be 

coordinated among operators. These two constraints could be addressed through compulsory 

pooling and unitization laws. Compulsory pooling mandates that a landowner lease his land if a 

threshold percentage of neighboring land has been leased. Unitization requires a single operator 

to be responsible for coordinated development of gathering lines to all well pads in a given 

region. In addition to eliminating gathering line redundancies and reducing fragmentation, 

unitization would economically benefit developers; the 2012 modeled gathering lines in this 

study is representative of a unified development approach and demonstrates that the total length 
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of gathering lines necessary to reach all well pads in Bradford County could have been reduced 

by almost half (from 1700km to 900km) had unitization been historically required. This 

reduction in gathering line length is significant, given the average cost of $1-$1.5M per mile of 

pipeline155. Furthermore, because developers can range from multinational corporations to small 

family owned operators, a significant challenge in regulating shale gas production has 

historically been the wide range in the abilities of actors in the industry to adhere to new 

regulatory requirements173. Unitization would overcome this challenge by forcing all developers 

to contribute proportionally to cooperative gathering line siting.  

 

Compulsory pooling and unitization are already established in Pennsylvania through the Oil and 

Gas Conservation Law of 1961. However, as written, this law applies only to well bores that 

penetrate the Onondaga Horizon, thus Marcellus wells are currently exempt 26. Because future 

natural gas development in Pennsylvania is likely to be primarily from shallower well bores 

targeted at the Marcellus Shale play, this law should be amended to include compulsory pooling 

and unitization for Marcellus wells in support of gathering line siting policies. Successful 

implementation of these policies would also require a clear plan for obtaining funding to enforce 

the rules and appropriately address violations to ensure remediation and dis-incentivize future 

violations174.  

 

In further support of compulsory pooling and unitization, Pennsylvania should adopt a 

requirement of comprehensive drilling plans (CDP) for the unit. CDPs are currently voluntary in 

Colorado and are being considered as a best management practice in Maryland. A CDP requires 

an operator to outline all aspects of any foreseeable future development (including resource 

protection, environmental monitoring, gas transmission plans, etc) in a given geographic region. 

This would allow developers to work together to create an integrated plan for efficient 

development175. By carefully mapping the “constraints” on gas development presented by a 

variety of environmental and socioeconomic factors and by identifying the foreseeable oil and 

gas activities in a defined geographic area upfront, energy companies working cooperatively 

with other stakeholders (including state natural resource agencies) can exploit the resource while 

minimizing impacts on local communities, ecosystems, and other natural resources. 
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Political economists believe that states might choose to minimize governmental interference out 

of fear of driving away developers, thereby pursuing short term economic gain over long term 

risk management176. Although gathering line siting regulations would increase the economic 

investment required by developers, over the lifetime of the play the incremental investment 

would be trivial. In the 15 well pads/100km2 scenario modeled here, the total length of the 

gathering line network would increase by 4 km over the efficient 2012 gathering line network 

(from 96 to 100 km) within the core forest region. At an estimate of $1M to $1.5M per mile of 

gathering line155, this regulation might cost an additional $2.4-$3.6M over non-restricted 

gathering line development in the core forest case study region. Given an estimated ultimate 

recovery (EUR) of 1-3 billion cubic feet (Bcf) per well177,178,179, for this scenario of 28 additional 

well pads and assuming an average of 6 wells per pad, this translates into an investment of 

approximately $0.005 to $0.022 per Mcf of natural gas produced (Table 5). The minimal cost is 

more than offset by a more optimal development scenario and allows for preserving the delicate 

pattern and structure of contiguous core forest habitat while allowing private industry to engage 

in development and to exploit the resource.  

 
 

Table 5: Assumptions and input ranges for the calculation of economic investment (over the lifetime of the wells) of 
constructing gathering lines that follow the route of pre-existing roads 

Value Parameter 
4 
1.6 

km of incremental gathering lines 
km/mile 

1000 cf/Mcf 
6 wells/well pad 
28 well pads 
4 additional gathering line length (km) 
1-3 expected ultimate recovery (EUR) (bcf/well)177,178,179 

1-1.5 cost of gathering line ($M/mile)155 
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Chapter 3. A systems level perspective on Marcellus wastewater 
management in Pennsylvania 
 

3.1 Abstract 

Contaminated wastewater, called produced water, is the largest byproduct of natural gas 

extraction. In Pennsylvania, prior to 2011, natural gas producers were able to truck wastewater to 

publicly owned treatment works for disposal. However, this practice was restricted after high 

levels of bromides were found in surface water discharge, which can lead to carcinogenic 

disinfection byproduct formation at drinking water treatment plants. The industry then began to 

reuse produced water to hydraulically fracture subsequent wells. This is a productive 

management strategy of produced water in the short term; in the long term, however, once the 

rate of well development slows all of this produced water will need to be either treated or 

disposed of. Based on current well development and treatment costs, this study estimates 67% of 

the time Class II disposal is the least cost option, 25% of the time CWT is the least cost option, 

and 8% of the time on-site treatment is the least cost option. The corresponding average costs are 

$5.80/bbl ($0.015/Mcf), $7.80/bbl ($0.020/Mcf), and $8.40/bbl ($0.021/Mcf), respectively. In 

addition to cost, however, there are several technical, ecological, regulatory, and logistical issues 

that also affect the relative feasibility of these three produced water management strategies. If 

regulators could capture producers’ willingness to pay to dispose of water rather than treat the 

water, that money could be invested in treating other water quality issues in Pennsylvania such as 

coal mine drainage, which can be treated for $0.064/bbl on average, or agricultural runoff, which 

could be mitigated at an average cost of $0.08/bbl. 

 

3.2 Introduction 

Oil and gas extraction is an important component of the United States economy, accounting for 

430 billion dollars in GDP in 2014180. Along with the production of valuable energy resources, 

waste streams are also generated that need to be managed in an economically and 

environmentally sound manner. The largest by-product by volume accompanying energy 

extraction is wastewater14. Details about the volumes and management strategies, called 

produced water, are not well documented on a national scale across the thirty-one oil and gas 

producing states. A comprehensive study in 2015 estimated that the one million actively 
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producing oil and gas wells in the United States generated over 21 billion barrels of produced 

water in 201287. This volume is projected to increase to over 34 billion barrels by 202588. 

 

The volume and quality of produced water is dependent upon the geographic location of the 

field, the geologic formation from where the water was produced, and the type of hydrocarbon 

being produced14. In the Marcellus region, each horizontal well will tap gas from approximately 

83 acres89. The total volume of produced water returning to the surface varies from well to well 

and has been estimated as 8-15%95, 10-40%181, 9-53%9, and 30-70%182. Initially, the produced 

water has a chemical footprint similar to the injected water. However, after the first few weeks, 

the composition of the water changes. Most noticeable, its level of total dissolved solids (TDS) 

increases dramatically until it approaches steady state at about 10% NaCl equivalent. Most 

likely, this is a result of the injected water interacting with high salinity brine within the 

Marcellus formation89, 90,91, 92. Because the salinity derives from the brine within the shale, the 

depth of the hydrocarbons influences the salt and mineral levels present in the produced water 

due to differences in shale origins; wastewater from shale extraction at 5,000-8,000 ft typically 

has twenty times the salt/mineral content of produced water from coal bed methane produced 

water93. This is important because while there are many contaminants in the produced water that 

need to be considered, the salinity, referred to as the total dissolved solids (TDS), is generally the 

defining characteristic that determines the economic and technical feasibility of various 

wastewater management options. Therefore, the way in which produced water is handled varies 

across the country and what is successful in one location may prove impractical in another 

region.  

 

Produced water management has become of particular concern over the last five years in 

Pennsylvania. While oil and gas operations have been active in Pennsylvania since the 1960s, 

historically, the wells were in shallow reservoirs with relatively low TDS levels. The common 

practice was to dilute the produced water with fresh water and discharge into surface waters183. 

However, when technological advances in hydraulic fracturing and directional drilling enabled 

the economic extraction of tight oil formations, e.g. shale gas, natural gas extraction in 

Pennsylvania increased dramatically (more than 1,400% since 2000) as a result of Marcellus 

Shale development184. The significant increase in produced water accompanying new Marcellus 
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wells between 2008 and 2009 led to a seven-fold increase in the total volume of produced waters 

sent to surface-discharging treatment plants15. Additionally, the produced water from the 

Marcellus can have TDS levels up to 360,000 mg/L16. The combination of volume and quality of 

produced water makes managing the byproduct especially challenging in the region. Many 

produced water treatment options historically used by the industry such as reverse osmosis 

cannot be applied to such high salinity water. Additionally, the humidity and rainfall in PA limit 

the viability of evaporation in pits, which is a widely used produced water management option in 

other regions of the country. 

 

Managing this wastewater is a complex process that reflects tradeoffs in economic objectives, 

system reliability, risk, liability, infrastructure availability, and technological capability of 

meeting treatment and disposal water quality targets. The primary wastewater management 

options available to natural gas producers in Pennsylvania are reuse for subsequent well 

development, disposal in underground injection wells (deep well injection), or treat to surface 

discharge quality via onsite treatment modules or centralized waste treatment facilities 

(CWTs)(Figure 17). In this analysis, I develop a decision support tool and use it to compare the 

economic and greenhouse gas tradeoffs associated with each of these management strategies on a 

systems level across the Marcellus region.  

 

While there have been several publications identifying decision-making strategies for well 

developers185 including integrated multi-criteria decision making tools, The Produced Water 

Management System (PWMS) developed for the DOE186, the Water Decision Tree developed by 

the Petroleum Technology Alliance Canada187, and multiple optimization models141, 188, 189.  

These models represent strategies best suited to decision making for a single developer or group 

of spatially clustered developers. Additionally, when considering well development on a small 

scale, resources such as fresh water and disposal capacity may be functionally constrained. This 

would not necessarily represent the real time circumstances of the ongoing industry operations, 

especially within the Marcellus region where water resources are not limited. Thus, these tools 

may not be well suited to inform policy targeted at large scale, statewide water quality 

conservation and wastewater management regulation. 
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Figure 17: A) Map of Pennsylvania showing Marcellus horizontal wells (brown), CWT facilities (red), and Class II injection 
wells in Ohio and West Virginia (blue), and B) PDF of distances from all wells to all CWTs (red) and to all disposal wells in 
Ohio and West Virginia (blue). Distances include a 1.21 circuity factor. 

 

3.3 Methods 

3.3.1 Quantifying Marcellus Wastewater 

In Pennsylvania, the Department of Environmental Protection (DEP) requires all natural gas 

developers to report the quantity of wastewater generated and the wastewater management 

method used (reuse, deep well injection, CWT, etc) on a per well per month basis. This data is 

then compiled bi-annually and made publicly available on the DEP Oil and Gas Reporting 

website187. In this study, I use the results from our own analysis of the DEP wastewater data 

validated with estimates from the other studies to develop a distribution to capture the likely 

range of wastewater generation for an average Marcellus unconventional well. I then use an 

estimate from The Nature Conservancy (TNC) of the total number of wells that could be 

developed in Pennsylvania throughout the lifetime of the play to quantify the potential total 

volume of wastewater generation from the natural gas industry in the Marcellus region.  

3.3.2 Cost of Produced Water Management 

Produced water has a high level of contaminants such as heavy metals and toxic chemicals, and a 

high level of salinity. In some cases, produced water can have up to six times the salinity of 

seawater. These TDS levels make treating the water to Environmental Protection Agency (EPA) 
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established maximum contamination levels (MCLs)190 energy intensive and costly. As 

previously discussed, CWTs with NPDES discharge permits must treat the water with primary, 

secondary, and tertiary treatment to remove dispersed oil and grease, remove soluble organics, 

remove bacteria, remove suspended solids, and desalinate the water191-193. Additionally, it may 

be required to undergo polishing and other miscellaneous treatments; for example if NORMS are 

present, it would be necessary to remove NORMs prior to discharging the treated water into 

surface water systems182. The primary cost driver of treatment is the tertiary treatment 

(desalination) stage. Most traditional desalination methods are not suited to treat the high TDS 

levels found in produced water194.  

 

To compare the produced water management alternatives of treating the water versus disposing 

of it, I developed a dynamic stochastic decision making tool. For a given well, water quality 

parameters and spatial characteristics are defined by the user. The objective is to identify the 

least cost management option by comparing the cost of treating the water to meet discharge 

water quality targets or disposing of the water in Class II disposal wells. For example, the user 

specifies contaminant concentrations of the current produced water stream and the distance to the 

nearest disposal well and CWT facility. The tool contains probability distributions representing 

costs of three different treatment trains for onsite treatment. Each train consists of a primary, 

secondary, and tertiary treatment process. The primary treatment filters the water to remove 

suspended solids or oil. The secondary treatment removes divalent ions such as calcium and 

magnesium. The tertiary treatment reduces TSS and can either be completed via Reverse 

Osmosis (RO), thermal distillation, or evaporation (Figure 18). Each of these tertiary treatments 

has design parameters specifying minimum input water quality contamination levels the 

secondary treatment must achieve prior to tertiary treatment. For example, RO cannot be applied 

to water with TDS over 50,000 mg/L due to membrane fouling limitations. These onsite 

treatment costs are then compared to injection disposal and CWT costs. Several studies33, 188, 195 

have estimated treatment costs based on published estimates in the literature84, 93, 182, 196, 197. I 

used these studies as the basis for treatment parameters and costs to develop most likely 

distributions (Table 6). Given these uncertainty distributions, the tool outputs cost estimates 

demonstrating the likelihood of economic tradeoffs between the alternatives. It is assumed that 

any flowback water that can be reused to hydraulically fracture a subsequent well would be 
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designated for that purpose. Furthermore, even if produced water is reused to hydraulically 

fracture a subsequent well, eventually it will need to be disposed of or treated once supply of 

reusable water outpaces water demand for new well production. 

 

 
Figure 18: Sample process train for produced water treatment  

 

In addition to characterizing treatment alternatives for an individual well, the tool can be applied 

more broadly across space and time to support produced water management policy making for 

the Marcellus Shale play as a whole. To do this, I developed distributions representing the 

distances from all wells to all disposal wells and CWTs using ArcGIS 10.1 based on spatial data 

of well locations included in the PA statewide waste reports between 2012-2014161, the three 

CWT locations with high salinity produced water treatment facilities187, 196, 198, and class II 

injection well locations used for Marcellus disposal187, 199, 200. I then applied a circuity factor of 

1.21 to adjust straight-line distances to be representative of trucking distances via road and fit 

bimodal distributions to these data. These fitted distributions served as inputs to a Monte Carlo 

simulation to determine probabilistic estimates of wastewater treatment costs. The cost tradeoffs 

between treatment options are that CWTs benefit from economies of scale, however the 

developer incurs trucking costs (and liability risk of spillage) to transport the water for treatment 

versus the more costly onsite treatment that does not incur trucking costs. Injection disposal costs 

less per barrel of water disposed than does treatment, however because there are few local Class 

II wells in Pennsylvania, the water must be hauled to Ohio or West Virginia, which increases the 

total cost of injection disposal. 

 

Finally, I estimated the present value of all future Marcellus water treatment to inform policy 

decisions based on the total cost of water management scenarios. Using the maximum, 

minimum, and most likely produced water generation estimate across the aggregated data, I 

developed a triangular distribution to estimate a likely volume of produced water generated per 
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well. To estimate the total volume of water throughout the lifetime of the play, I used The Nature 

Conservancy’s Pennsylvania Energy Impact Assessment projection of 60,000 wells153.  

 

3.3.3 Alternative Wastewater Sources and Treatment Options 

To put these Marcellus produced water management options into context, it is important to 

understand the opportunity cost it poses by considering cost of treatment for other critical water 

quality threats in Pennsylvania. The two alternative sources of water pollution assessed in this 

study are coal mine drainage and agricultural runoff. A best management practice for CMD 

remediation is lime neutralization. To estimate the likely average CMD remediation cost, I 

derive distributions representing capital cost and operation and management (O&M) costs for 

low, medium, and high levels of acidity from existing estimates201 across a range of treatment 

capacities. These estimates were validated against other reported values in the literature202. 

 

A best management practice to prevent agricultural runoff is to develop vegetative buffer strips 

(VBS) to act as a passive filter removing nutrients from runoff before it enters surface waters. In 

this study, I estimate cost of VBS implementation based on construction and maintenance data 

from Talbreth et al.203 combined with land use opportunity cost values14 and estimated corn, 

wheat, and oat farmland in PA derived from the 2012 agricultural census204. Typical annual 

runoff per acre was estimated using the NRCS curve number procedure. The curve number was 

assumed to be between 77 and 88205, representing the runoff potential for row crops in soil 

hydrology group C, which is typical of PA soil206. 

 

3.4 Results and Discussion 

The Marcellus is the most expansive shale gas play in the United States10, covering 14–25 

million hectares (ha) (35–62 million acres)11. It is estimated that 60 million gallons of 

wastewater will be generated each day in 2016207, up from about 450 thousand gallons per day in 

200714. To hydraulically fracture a well, between 2-5 million gallons of water are mixed with 

proppant and fracturing chemicals and injected underground208,82. More than 1,000 different 

chemicals are known to have been used by various operators over time71 ranging from benign to 

toxic to prevent bacteria growth, reduce mineral build up, and to ensure the proppant is well 

mixed in the fluid83. After hydraulic fracturing occurs, some of this injected water eventually 
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returns to the surface of the well as produced water. In the Marcellus region, between 10-30% of 

the wastewater returns to the surface within the initial two weeks after the completion of the 

hydraulic fracturing process191. This initial stream of produced water is called flowback water.  

 

Flowback water is defined in the Pennsylvania Department of Environmental Protection (PA 

DEP) reporting guide as the return flow of water recovered from the well bore of an oil or gas 

well within thirty days following hydraulic fracturing, or until the well is placed into production, 

whichever occurs first209. The water returning to the surface throughout the twenty to thirty year 

production lifetime of the well is referred to as produced water. However, due to the difficulty in 

distinguishing the two streams and inconsistent definitions used throughout industry and across 

the literature, both types of waste fluids are frequently referred to cumulatively as produced 

water.  

 

Typically flowback water increases in salinity throughout the flowback period to over 100,000 

ppm (w/v) as the injected fluid increasingly interacts with the underlying shale formation. 

Flowback water can be diluted and reused to hydraulically fracture another well. Historically, the 

flowback water required treatment prior to reuse, however companies have successfully revised 

the mixture of fracking chemicals to accommodate the chemical makeup of diluted, unprocessed 

flowback water after a simple, inexpensive filtration stage to remove suspended solids. Reusing 

flowback water has become a favorable strategy for developers in the Marcellus region. While 

this delays the need to address treatment options for this water, it does not solve the problem 

altogether; eventually the generation of flowback water will outpace new well development in 

the region and will need to either be disposed of or treated. In fact, this has been foreshadowed 

by the recent slow down in well development resulting from persistently low oil and gas 

prices210, 211.  

 

“Non-flowback” produced water (hereafter referred to as produced water or brine) poses a 

unique wastewater management challenge because of its chemical content, high salinity, and 

spatio-temporal granularity. In addition to the high TDS, produced water is contaminated with 

naturally occurring compounds within the shale formation, such as arsenic, naturally occurring 

radioactive material (NORM), and volatile organic compounds (VOCs)208. This brine continues 
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to be generated at a rate of 400-4,000 gallons per day throughout the lifetime of the well207, 

although the rate typically diminishes over time. Because the presence of TDS, barium, and other 

contaminants can interfere with the fracturing chemicals, produced water would have to undergo 

more extensive treatment in order to be feasibly recycled for subsequent hydraulic fracturing 

operations, which makes reuse with produced water more expensive than reuse of flowback 

water. In particular, the presence of sulfates in recycled produced water is a concern because 

they can cause scaling and block the hydraulic fracturing process212. Additionally, the rate at 

which produced water emerges decreases substantially over time, which would make produced 

water reuse logistically difficult as well as technically challenging.  

 

Well producers have experimented with measures to reduce the volume of wastewater rising to 

the surface of the well as a means of reducing overall water management costs. Some of these 

measures include reducing the volume of water entering the well through mechanical blocking 

devices or water shut-off chemicals, or reducing the volume of water returning to the surface 

through dual completion wells or downhole oil/water separation87. However, many of these 

technologies are limited in application and/or not yet developed on a commercial scale. Another 

possibility might be to reduce the quantity of water required to hydraulically fracture a well, 

however I assume water sourcing costs and fracturing fluid costs have already incentivized 

producers to optimize the current water volume used in hydraulic fracturing. Alternatively, its 

been observed that well producers are hydraulically fracturing with excess recycled water in an 

effort to ‘trap’ the water within the well, thereby reducing the quantity of wastewater to be 

managed. While any safe measure to reduce the quantity of produced water to be managed 

should be encouraged, such measures would not fully eliminate the need for produced water 

management.  

 

3.4.1 Characterization of Marcellus Wastewater 

In this study, I conducted our own analysis of the DEP waste report, and used these results in 

conjunction with those of additional studies to estimate produced water trends for the average 

well in the Marcellus region. The DEP oil and gas waste reporting data have large 

inconsistencies across developers and across time. These challenges include: 1. wastewater for 

an entire well pad is sometimes reported under one well, 2. wells may not have produced water 
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generation reported consistently across all reporting periods after the first date of production, 3. 

reporting requires listing only the first waste destination, it does not report the complete chain of 

custody of the waste, and is not updated if producers, for example, report waste as having been 

recycled when later it was instead decided to dispose of it instead, 4. some waste is reported as 

having been brought to CWTs under their recycle permit, when the facility in actuality has an 

NPDES permit and is discharging the treated water into surface waters. While the PA DEP is 

taking strides to be more stringent in reporting requirements to achieve greater accuracy, the 

relationship between gas production in the Marcellus region and wastewater generation is not 

well quantified. Despite these data limitations, some studies have attempted to work with the 

available data to identify reasonable estimates for flowback and produced water generation95, 186, 

195. Additionally, I analyzed the data to validate these estimates. I did this by compiling the 

wastewater reports from the periods between 2008 and December 2015 (a total of 9,400 wells 

with spud dates in this period27) and matching them with the well production reports from the 

same periods. I made corrections for apparent averaged values across wells on the same pad and 

used weighted averages to adjust each well’s reporting period to contain a full year or half year’s 

number of reported producing days. I also removed wells that did not consistently report 

wastewater generation after the initial date of natural gas production. Many of these data analysis 

measures were consistent with those used in previous studies such as Lutz et al. (2013)95, 

however I limited the wells to horizontal unconventional wells and had four additional years of 

data to include in the assessment. While it is not feasible to precisely address all reporting errors, 

I believe careful assessment of the data allowed us to characterize the potential range of 

produced water generation across the first six years of natural gas production of an average well. 

 

Based on the compiled distribution estimates of produced water generation, I conducted a Monte 

Carlo simulation. The results of the simulation suggest an average of 36 thousand bbls (kbbls) of 

non-flowback produced water are generated per well (90% CI: 13-70 kbbls), primarily in the first 

two years of production (Figure 19). This includes waste reported under the category of 

“produced fluid,” which should not include flowback water, however misreporting is possible. 

The remaining water returns to the surface in small volumes throughout the 20-40 year lifetime 

of the well. This temporal variation in water volumes and qualities suggests on-site treatment 

may not be technically or economically feasible beyond the first one to two years of production.  
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3.4.2 Water Treatment Costs 

There are potentially three management strategies for produced water, which is considered here: 

disposal via deep well injection, treatment at a centralized waste treatment facility, and onsite 

tertiary wastewater treatment. The water management tool (Figure 20) assumes the only zero 

discharge options use evaporation processes as a tertiary treatment option.  This method is the 

only one feasible given the high level of TDS in the produced water. Using the compiled 

distributions of produced water treatment costs (Table 6) I used a Monte Carlo simulation to 

estimate the cost of each wastewater management option.  

 

 

 

 

 

Figure 19: Estimates of produced water volumes A) generated annually per well, and B) summed across six years of 
production 
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Figure 20: Screenshots of the produced water decision support tool A) user interface and B) treatment cost module. All inputs can 
be specified by the user or chosen to be default estimates 
 

 

The results of the simulation suggest that estimates 67% of the time Class II disposal is the least 

cost option, 25% of the time CWT is the least cost option, and 8% of the time on-site treatment is 

the least cost option. The corresponding average costs are $5.80/bbl ($0.015/Mcf),  $7.80/bbl 

($0.020/Mcf), and $8.40/bbl ($0.021/Mcf), respectively (Figure 21). These results show that 

even with relatively long distance trucking, water to Ohio or West Virginia, deep well injection 

is economically preferable over other water treatment options. Assuming an average of 36 

thousand bbls of produced water generated per well, on average deep well injection, CWT 

treatment, and on-site treatment would cost $210k, $280k, and $300k, respectively. Thus, deep 

well injection would on average save producers $70 thousand per well over CWT. While on-site 

treatment appears potentially economically feasible in this cost-analysis, no such facilities exist 

on a commercial scale. An estimate based on bottom up estimates of the unit processes required 

for pre-treatment, primary, secondary, and tertiary treatment plus a polishing step are over 

double this mean on-site treatment estimate. Additionally, the logistics of on-site treatment are 

particularly challenging given the temporal nature of produced water generation. Finally, the 

regulatory process for obtaining individual on-site disposal NPDES permits would be expensive 

and impractical for operators. Therefore, on-site treatment is not a likely wastewater 

management strategy, beyond pre-treatment of flowback water for reuse. In order to address the 

feasibility of disposal as a wastewater management strategy, a comprehensive analysis of 

wastewater disposal capacities, disposal rates, wastewater storage capacity, and temporal 

variation in wastewater generation across the entire play would need to be conducted.  

A" B"
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Table 6: Water treatment cost parameters and assumptions 

Assumption Unit Average Range 
On-site treatment cost188, 213 $/bbl 8.4 min = 6.8, max = 10 
CWT cost188, 195, 213 $/bbl 5.10 min = 4.0, max = 5.9 
Trucking cost141, 213 $/bbl-mile 0.02 min = 0.011, max = 0.03 
Trucking distance to CWT miles 140 5%= 20, 95% = 290 
Trucking distance to disposal well* miles 250 5% = 86, 95% = 430 
Expected Ultimate Recovery214  10^6 m3 57 min = 14, max = 150 
Deep well injection cost188, 195,215, 216 $/bbl 0.76 min = 0.17, max = 1.66 

   * distance includes 1.21 circuity factor 
 

 

 
Figure 21: Cost of three waste management strategies for Marcellus Shale produced water 

 

 

In Figure 21, the error bars indicate there are circumstances in which the combination of trucking 

distances, deep well injection cost, and CWT cost could lead to CWT being the preferred 

method. If instead of average costs, I consider the tradeoffs in these four parameters, I can map 

out this region of CWT preference. Figure 22 shows when CWT would be the least cost option 

as a function of distance to Class II well, distance to CWT, and cost of CWT for the minimum 
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disposal cost (A) and the maximum disposal cost (B). Figure 23 displays which wells would 

have a lower cost of CWT over disposal, assuming an average disposal cost ($0.76/bbl) and 

average trucking cost ($0.02/bbl-mile). This analysis assumes no capacity constraints related to 

treating or deep well disposal. 

 

 
Figure 22: Produced water management decision as a function of distance to CWT, distance to disposal well, and CWT cost. Red 
indicates cost of treatment at a CWT is less than cost of disposal well for A) minimum disposal cost ($0.03/bbl) and B) maximum 
disposal cost ($1.20/bbl) 
 

 
Table 7: Number of wells where CWT would be less expensive than disposal as a function of CWT and disposal costs. Total 
number of wells is 7,750 (through 2014) 

CWT Cost 
($/bbl) 

Number of wells 
choosing CWT vs. 

disposal 

Percentage of wells choosing CWT vs. disp(%) 
 

At average disposal 
cost ($.76/bbl) 

At average disposal 
cost ($.76/bbl) 

At 95th percentile 
disp cost ($.97/bbl) 

At 5th percentile disp 
cost ($.53/bbl) 

6 1,660 21 24 0 
5 2,560 33 40 30 

4.25 3,940 51 53 47 
3 4,360 56 57 56 
2 4,670 60 62 58 
0 6,600 85 92 78 
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Figure 23: A) Wells where CWT would cost less than disposal for a CWT cost of $6/bbl (purple), $5/bbl (light green), $4.25/bbl 
(dark blue), or $0/bbl (green) given disposal cost of $0.76/bbl, and B) fraction of wells choosing treatment as a function of 
treatment cost. 
 

 

Even when trucked to CWTs or processed using specialized on-site treatment trains, Marcellus 

wastewater is particularly challenging to treat to surface discharge MCL standards. Furthermore, 

even undetectable quantities of constituents can lead to public health threats later in the public 

water supply chain such as disinfection byproducts140, 217. Finally, even if the wastewater can be 

completely treated prior to discharge, there is evidence showing the public would still be averse 

to using it as potable water post treatment218. Because of the social perception, economic 

barriers, and risk/liability challenges associated with treating produced water, a cost effective 

compromise may be to dispose of the Marcellus water in injection wells where that is the least 

cost option for producers, and invest the money saved into other more viable water quality 

remediation measures critical to the health of PA’s ecosystems. 

 

Using this expanded produced water tool, I can extrapolate to estimate the investment in 

wastewater management throughout the lifetime of the play. To determine the net present value 

of the total treatment costs, I assume the distribution of well spud dates follow a gamma 

distribution, which describes a scenario where peak drilling will occur between 2015 and 2025 

and then drilling tapers off after that. As there are currently no detailed production estimates in 

the literature, I conducted sensitivity analysis to test the robustness of this assumed distribution. 
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With an estimated 36 kbbls of non-flowback produced water generated per well (90% CI: 13-70 

kbbls), and 60,000 future wells projected by TNC, the total value of the cost of disposal of over 2 

M bbls of produced water (excluding time value of money) would be $13B (90% CI: $3B - 

$31B). The cost of treatment is $17B at CWTs (90% CI: $5.7B-$34B) and $18B (90% CI: $6.3 - 

$36B) on-site. By subtracting the totals, I calculate that on average the least cost treatment 

wastewater management option (CWT) costs $4.3B more that deep well injection disposal.  

 

While wastewater re-use is consistently the least cost option, all produced water, whether 

recycled or not, must eventually be either treated or sent to disposal. Prior to 2011, Pennsylvania 

producers transferred this water to publicly owned treatment works (POTWs) or centralized 

waste treatment facilities (CWTs), neither of which had process trains designed to remove the 

high level of TDS. As a result, a significant volume of high salinity water was released into 

surface waters, which can lead to pipe corrosion, decreased efficiency of industrial boilers and 

heat exchangers, taste and odor problems in drinking waters, and can be toxic to aquatic 

ecosystems15, 219. Furthermore, the release of produced water-containing bromide (a component 

of TDS) can increase the rate of carcinogenic disinfection by-product (DPB) formation in 

downstream drinking water plants15. To address these public health, ecosystem, and 

infrastructure concerns, in 2010 the PA DEP adopted PA Code 95.10, which established effluent 

contaminant limitations for new and expanding treatment plants planning to discharge processed 

Marcellus produced water183, 220. These limitations include a monthly average limit of 500 mg/L 

of TDS. As a result of this code, CWTs can either obtain a WMGR123 permit, which enables 

them to handle the water and either return it to the production company for reuse or dispose if it 

appropriately. Despite any treatment conducted under this permit, the produced water maintains 

its status as residual waste. Alternatively, CWTs can apply for NPDES or WQM. NPDES 

permits regulate the discharge of produced waters into surface waters under the Clean Water Act. 

Under this permit, twenty parameters are regulated and monitored192. WQM permits allow 

disposal of treated effluent into groundwater or municipal sewer systems for further treatment. 

While this is a dramatic change for produced water treatment facilities, even the NPDES surface 

water discharge standards are still not as stringent as the quality targets necessary to “de-list” the 

water such that it would no longer be considered residual waste under the WMGR123 permit192.  
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In order to reduce the TDS from over 100,000 ppm to 500 ppm, extensive treatment is required. 

While produced water from oil and gas operations in other regions with low TDS concentrations 

can be treated using evaporation ponds or reverse osmosis, Marcellus produced water treatment 

requires a treatment train consisting of crystallization and evaporation, followed by either 

distillation or reverse osmosis to remove residual organics and inorganics183, 191, 192. These 

tertiary desalination steps are in addition to the traditional produced water treatment train 

processes including pretreatment to remove solid materials, primary filtration to remove fine 

particulate matter, and ion-exchange process to remove hardness182. However, even with waste 

treatment facilities that have been specifically designed to handle produced water from shale gas 

development, radiological components, chemicals, and toxins have been released and later 

detected in freshwater sources202.  

 

As of January 2016, there are two CWTs in Pennsylvania with NPDES permits actively 

reporting effluent surface water discharge through the PA DEP’s electronic discharge monitoring 

reports (eDMR) database221. These facilities include Eureka’s Standing Stone facility (NPDES 

permit PA023235) and the Pennsylvania Brine Treatment – Josephine Facility (PA0095273). In 

2014, according to the PA DEP waste production report data222, approximately 6.8 Million 

gallons were sent to the Standing Stone facility, but the CWT only reportedly discharged 

approximately 3.2 M gallons221. This demonstrates the unwillingness of companies to pay for 

full produced water treatment. In the second half of 2015, however, when the volume of 

recyclable produced water outpaced the demand for new wells, ~10.4 M gallons of produced 

water was sent to the Standing Stone facility and essentially all of that water (10.3 M gallons) 

was reportedly treated and discharged. However, the total volume treated and discharged during 

this six-month period was 10.3 M gallons from Standing Stone (based on monthly average 

values) and 27 M gallons from Josephine Facility (based on monthly average values of the daily 

maximum effluent, resulting in upper bounds estimate). This accounts for only 5% of the total 

(~760 M gallons) of flowback and produced water reported by natural gas producers. Therefore, 

even at a time when there is a backlog of produced water, this demonstrated producers choose 

other, less costly produced water management options. 
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As demonstrated by the above discussion, the primary barriers to adopting produced water 

treatment are the cost of treatment and liability issues associated with the release of residual, 

undetected contaminants194. Although it has been estimated that that the produced water 

management market is worth more than $5 billion annually, and the treatment sector specifically 

is worth about $2.5 billion annually194, few innovations have reached the market. This is in part 

due to the fact that water technology development requires time consuming and expensive field 

trials88. Because of the wide variation in produced water quality both spatially and temporally, a 

technology may work well in one region but fail to meet water quality standards in other regions. 

However, beyond the technical challenges, innovation has been hindered in large part due to 

regulatory uncertainty at both state and federal levels, and even variation across jurisdiction 

within states (i.e. state versus federally owned land). Another important source of regulatory 

uncertainty stems from the classification of oil and gas produced water, which determines 

treatment requirements194.  

 

There are currently two primary focuses of produced water treatment innovation. The first is 

considering the economics of mobile versus fixed treatment solutions. In some regions due to the 

geographically dispersed nature of production, it may be more economic to have mobile units. 

However, centralized treatment hubs are likely better able to handle variability in produced water 

quality and volumes by blending produced water from several producers194. The second focus of 

produced water treatment innovation is on sellable by-products. For example, Eureka Resource’s 

business model suggests surface water discharge can only compete economically if they can 

extract products from the produced water. These by-products include 1. methanol, which can be 

sold as a fuel for oil and gas operations such as powering compressor stations, 2. salt, which can 

be used for de-icing and potentially as a water softening agent, and 3. calcium chloride brine, 

which can be used as an input in oil and gas drilling fluids191. However, while treatment 

opportunities may be increased by expanding by-product use outside of the oil and gas industry, 

this is limited by the lack of consistency in the quality and quantity of the water and by public 

perception194. 

 

Since the large-scale treatment and surface discharge of produced water is not currently 

economically competitive for all wells throughout the state, lacks the necessary infrastructure to 
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accommodate produced water volumes, and may still result in environmental damages despite 

the extensive level of treatment, a viable alternative is to dispose of the produced water in Class 

II injection disposal wells. Class II injection wells are regulated by the EPA under the Safe 

Drinking Water Act93. Deep well injection of produced water has historically been the most 

common wastewater management method in the United States; in 2007, more than 98% of 

produced water from onshore wells was injected either in secondary recovery wells to increase 

the output of production wells (60%) or into nonproducing formations (40%)14. In 2012, the 

percentage of onshore produced water disposed of in wells decreased to 93%87. As evidence of 

its historical relevance to the oil and gas industry, traditional oil and gas producing states have 

many thousands of Class II wells. For example, Texas, California, Kansas, Oklahoma, and 

Wyoming have 52,000, 30,000, 16,700, 10,600, and 5,000 disposal wells, respectively93.  

 

Pennsylvania, in contrast, has around 1860 wells, and the vast majority of these are “Class IIR” 

wells for enhanced oil recovery, whereas only 11 wells are “Class IID” wells for brine 

disposal223. While it is often reported that Pennsylvania’s geology does not support the 

development of Class IID wells, the large numbers of Class IIR wells demonstrates this is not the 

case, since all Class II wells have the same permitting requirements. Although the reservoirs 

might not be able to accommodate the disposal rates and pressures of those in other geologies, 

there are in fact opportunities to drill disposal wells. However, Class IID injection wells may 

cost millions of dollars to develop. In Pennsylvania, as previously discussed, producers were 

until recently able to very inexpensively dispose of their water at POTWs. Even after regulation 

eliminated this disposal option, reuse of produced water for hydraulic fracturing of new wells 

became a low cost management option. Furthermore, Ohio and West Virginia have many Class 

II disposal wells available for Pennsylvania producers. While trucking the water to these disposal 

wells is costly, it has traditionally been more economically favorable than treating the water at 

NPDES permitted CWTs or constructing a more conveniently located Class II injection well. In 

other words, the limited number of disposal wells in Pennsylvania demonstrates the lack of 

economic incentive to develop Class II wells as a produced water management option223. In fact, 

in 2012 there were only six active disposal wells in the state compared to the eleven currently 

active93, and the EPA reports continued interest in new Class IID well development in 

Pennsylvania223.  
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3.4.3 Risks Associated with Wastewater Management  

Each produced water management option has risks associated with it224. Disposal via deep well 

injection in Class IID disposal wells is no exception. Historical evidence from regions with 

extensive oil and gas operations, such as the Western Canada Sedimentary Basin, suggest 

injection disposal can be a stable, low risk strategy225. However, in the United States there have 

been questions as to whether disposal via Class II injection wells may be responsible for induced 

seismic activity197, 199, 226-229. In particular, the central and eastern U.S. has experienced an 

increase in earthquake rates since 2009229. The largest of these was a magnitude 5.6 earthquake 

in central Oklahoma that destroyed 14 houses and injured two people202. The US EPA230, 

USGS227, National Research Council226, and Congressional Research Service231 have each 

developed reports to scope the risk and address these growing concerns. The consensus from 

these studies is that of the over 30,000 class II disposal wells in the U.S., very few can be 

associated with having produced seismic events with magnitudes greater than 4.0226, 230. 

However, the USGS suggests places in Oklahoma, Kansas, Colorado, New Mexico, Texas, and 

Arkansas may experience damage if the induced seismicity continues unabated232. When 

compared to injection of water for enhanced oil recovery, Class IID disposal wells do have a 

higher likelihood of inducing seismic events because the overall reservoir pressure increases, and 

is not relieved through the extraction of oil. In contrast, when compared to injection wells for 

carbon capture and sequestration (CCS), the likelihood of induced seismicity is lower, because 

CCS requires injection of large volumes of liquid over an extended period of time. While the 

EPA does not specifically address seismicity with specific regulatory requirements during the 

permitting process230, most wastewater disposal wells typically involve injection at relatively low 

pressures into large porous aquifers that have high natural permeability and are specifically 

targeted to accommodate large volumes of fluid226. Furthermore, research suggests that 

monitoring injection rates and pressures can manage the risk of induced seismicity from 

wastewater disposal186, 197, 227. As an example of how this information can inform responsible 

wastewater disposal regulation, the Oklahoma Corporation Commission (OCC) has implemented 

a plan that will affect almost 600 wells in western and central Oklahoma. The objective of the 

OCC’s plan is to reduce injection volumes to 40% below the 2014 levels, which is a reduction of 

more than 300,000 bbls per day from the 2015 average injection volumes in an effort to address 

induced seismic activity concerns233. While it is challenging to attribute induced seismic activity 
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to wastewater disposal, this is the first large scale regulatory experiment specifically targeted at 

managing geologic impacts from injection disposal wells. At a smaller scale, Ohio has also been 

proactively addressing seismic concerns from the underground injection program through 

Executive Order 2012-09K, which enables regulators to require additional tests or evaluations of 

brine disposal wells if deemed necessary234. These regulatory actions were a direct result of 

seismic activity occurring in Youngstown, Ohio where a series of over 100 small magnitude 

earthquakes (0.4-3.9M) occurred over a 14-month period where there were no known 

earthquakes in the past. These earthquakes were believed to be induced by the Northstar 1 

disposal well230 which had been drilled to a depth within the Precambrian basement rocks, and 

the earthquakes ceased when disposal activities were put on hold and the pressure dropped199 

3.4.4 Alternative Wastewater Sources and Treatment Options 

While traditionally, environmental impact from the natural gas, coal mining, and agricultural 

industries are monitored and regulated independently, I propose that a systems level perspective 

that merges these issues might generate more abatement, less overall pollution and can result in a 

more cost effective means of enhancing Pennsylvania’s water conservation efforts and mitigating 

drinking water public health concerns.  

 

To put the costs of Marcellus produced water treatment into context, it is important to understand 

the opportunity cost it poses by considering cost of treatment for other critical water quality 

threats in Pennsylvania. As a basis for such a comparison, I focus on two sectors that have 

historically negatively impacted Pennsylvania’s water quality; coal mine drainage and 

agricultural runoff. The PA DEP estimates 200 million gallons of polluted water from coal mines 

flow into the state’s surface waters each day212, resulting in 4,000 miles of biologically dead 

rivers and streams235.  Similarly, the agricultural industry pollutes Pennsylvania’s surface waters 

when nitrogen and phosphorous from excess fertilizer runs off into rivers and streams, causing 

algae blooms that block oxygen, disrupting the aquatic ecosystem.  

 

The first important surface water quality threat evaluated in this study is contamination from coal 

mine drainage (CMD). Coal mine drainage, also commonly referred to as acid mine drainage, is 

a toxic mixture of acid and dissolved metals. When it mixes with surface or ground waters, it 

destroys ecosystems, is toxic to aquatic organisms, corrodes infrastructure, and taints drinking 
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water236. In 2015, the U.S. Geological Survey (USGS) reported CMD was the most extensive 

water pollution problem affecting the state228.  

 

CMD management options include either “source control” or “migration control”226.  Source 

controls are techniques used to preclude the formation of CMD. However, this is often expensive 

and impractical. Therefore, in this analysis I focus on migration control, or remediation. 

Migration control can be further subdivided into passive and active treatment, and biological and 

abiotic treatment226. However, case studies have suggested that active, abiotic treatment systems 

are the most consistently effective treatment option237. Specifically, lime 

neutralization/hydrolysis is the most established and widely practiced treatment technology183. 

 

Based on a lime neutralization active treatment process, the average cost is $0.046/bbl (90% CI: 

$0.01 - $0.12/bbl). The cost primarily depends on the water’s acidity, with more acidic water 

having a significantly higher treatment cost. Given the DEP estimate of 300 million GPD of 

CMD contamination, for the difference in cost of disposing of Marcellus wastewater rather 

versus treating it, Pennsylvania could pay to treat about 70 years worth of all CMD in the state. 

 

The second critical source of water contamination in Pennsylvania is agricultural runoff. Non-

point source pollution from agricultural runoff is a leading cause of hypoxic marine dead zones 

worldwide203. Much of the key productive regions of the Marcellus shale lie within the 

Susquehanna river basin, which is a part of the Chesapeake Bay watershed. Agriculture is the 

single largest source of nutrient emissions in the watershed; in 2010, only 18% of tidal waters 

met or exceeded guidelines for water clarity, only 38% of the Bay and its tidal tributaries met 

Clean Water Act standards for dissolved oxygen, and more than half of the stream health scores 

at monitoring sites were poor238. Federal and State initiatives have been targeted at improving the 

watershed quality since 1976, when congress directed the EPA to undertake a comprehensive 

study of the Bay’s condition and measures by which it could be improved to its previous 

condition239, however agricultural runoff remains an important environmental issue. 

 

One best management practice (BMP) to address agricultural runoff is the establishment of 

vegetative buffer strips (VBS). VBS are grass or forested land planted to intercept runoff prior to 
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it contaminating the surface water. The nitrate is mitigated through denitrification and nutrient 

uptake by the plants in the buffer region240. In the Chesapeake Bay watershed, VBS typically 

reduce 50-80% of the nutrients depending on the topography, hydrology, and climate of the 

specific location192, 241.  

 

Using the passive treatment technique of grass or forest vegetative buffer strip development, the 

average cost of agricultural runoff treatment is $0.08/bbl (90% CI: $0.05-$0.11/bbl). This 

assumes an active buffer lifetime of 20-30 years, however it is likely the buffer would continue 

to be effective as long as it remains in place, thus this is an upper bound cost estimate. This is 

also likely an upper bound because it is based solely on rainwater runoff volumes from flat 

acreage; it does not consider subsurface leaching or runoff rates from steeper topology, which 

would both increase the water per acre, thereby decreasing the per bbl treatment cost.  

 

In a recent study of agricultural pollutants in the Chesapeake Bay, the USGS classified cropland 

based on vulnerability, treatment need, and “enhanced targeting factors”. Vulnerability of fields 

to runoff is based on soil properties such as hydrologic group, slope, and erodability. Treatment 

need is based on whether other BMPs are being implemented on the cropland, such as limiting 

nitrogen fertilizer use. Finally, the “enhanced targeting” classification designates cropland that is 

spatially relevant to runoff risk. In the Susquahanna river basin, which covers a large portion of 

central PA, there are 655,000 acres of cropland with high runoff potential, 560,000 acres of 

critically under treated cropland, and 324,000 acres that are adjacent to surface waters. If the 

same investment made to treat Marcellus produced water rather than dispose of it was instead 

made to reduce agricultural runoff, the Susquahanna river basin could treat the equivalent of 

either 360% of its vulnerable (high runoff potential) acreage, 420% of all critically undertreated 

acreage, or 720% of the acreage adjacent to surface waters. It might also be considered that the 

Chesapeake Bay has a cost share assistance program in which approximately 75% of capital 

investment required to develop a VBS is subsidized. If this subsidy were to be factored in to the 

cost/bbl of treatment, the effective treatment cost would be $0.02/bbl. This would increase the 

number of treated acreage to approximately 2.1 million. Additionally, beyond the benefits of 

reduced nitrogen, phosphorous, and sediment load in the Chesapeake Bay, developing buffer 

zones also has indirect value. For example, a study by Costanza et al. (2006) found a mean 
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ecosystem services value of $3,850 per acre, derived from enhanced recreational services, 

aesthetics, and disturbance protection such as reduced risk of flooding180. Including the ancillary 

benefits of enhanced ecosystem services in these calculations would serve to further increase the 

cost-effectiveness of investing in VBS over produced water treatment, which would not promote 

such ecosystem services. 

 

3.4.5 Policy Implications 

Wastewater management is a complex process that reflects tradeoffs in economic objectives, 

system reliability, risk, liability, infrastructure availability, and technological capability of 

meeting treatment and disposal water quality targets. As previously outlined, the primary 

wastewater management options available to natural gas producers in Pennsylvania are to 

wastewater reuse for subsequent well development, dispose in underground injection wells, or to 

wastewater treatment to surface discharge quality via onsite treatment modules or centralized 

waste treatment facilities (CWTs). There have been several publications identifying decision-

making strategies for well developers185 including integrated multi-criteria decision making 

tools, The Produced Water Management System (PWMS) developed for the DOE186, the Water 

Decision Tree developed by the Petroleum Technology Alliance Canada187, and multiple 

optimization models141, 188, 189. However, these models represent strategies best suited to decision 

making for a single developer or group of spatially clustered developers. Additionally, when 

considering well development on a small scale, resources such as fresh water and disposal 

capacity may be functionally constrained. This would not necessarily represent the real time 

circumstances of the ongoing industry operations, especially within the Marcellus region where 

water resources are not limited. Thus, these tools may not be well suited to inform policy 

targeted at large scale, statewide water quality conservation and wastewater management 

regulation. 

 

To successfully develop approaches that maximize the potential to positively impact on the 

environment while meeting the needs of the PA unconventional gas producers, it is important to 

consider the wastewater management issue from an industry wide perspective rather than from 

the standpoint of individual producers/decision-makers. Therefore, I have developed a tool that 

estimates the tradeoffs in economic wastewater management preferences of developers across 
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the Marcellus region of Pennsylvania. I use those insights, combined with qualitative risk 

assessment to identify tradeoffs in the potential wastewater management pathways. I then 

compare these tradeoffs at the systems-level analysis to demonstrate how strategic wastewater 

management regulation in the natural gas industry designed to have maximum positive impact on 

water quality can contribute towards an overall risk reduction of contamination across all of 

Pennsylvania’s surface water resources. This type of systems level analysis can lead to a cost-

effective wastewater management policy that serves as a compromise across multiple 

stakeholders that otherwise often have competing objectives.  

 

Wastewater from Marcellus natural gas production represents a nominal fraction of total 

industrial and public wastewater generated in Pennsylvania. However, due to the high level of 

contaminants in the water, it is important to develop a comprehensive strategy to address 

management of produced water throughout its life cycle, from generation through treatment or 

disposal. In the initial four years of Marcellus operations, producers were able to unrestrictedly 

dispose of their water at publically owned treatment works and other centralized waste treatment 

facilities at low cost, without TDS treatment. Even after these practices were restricted in 2011, 

producers were generally able to recycle a large portion of their wastewater for the hydraulic 

fracturing of subsequent wells. Both of these inexpensive disposal options delayed the 

development of environmentally sound wastewater treatment pathways. However, once the 

generation of produced water outpaces the production of new wells, there will be a backlog of 

contaminated water and no comprehensive management plan. This has already been observed in 

the Marcellus region where low natural gas prices have slowed the pace of new well 

development and left producers with large volumes of wastewater to address.  

 

For Pennsylvania regulators, deciding whether to invest in Marcellus specific desalination 

technologies at a large scale to incentivize treatment or whether to rely on the historically 

preferred disposal method via Class II injection wells is an important next step in ensuring 

Marcellus Shale production proceeds in an environmentally responsible manner. This regulatory 

strategy should be based on a comparison of risks and economic feasibility. The work presented 

in this paper serves to inform this decision by first outlining environmental risks of incomplete 

treatment, feasibility of treatment technology, treatment capacity constraints, and risk of induced 
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seismic activity from injection disposal. If it is demonstrated by the reduced injection rate 

regulation in Oklahoma, as well as by other seismic monitoring and reporting measures being 

taken across the country that induced seismicity can in fact be mitigated through moderated 

disposal rates, volumes, and pressures, from a risk standpoint disposal via injection wells may be 

the environmentally safer option than treatment and surface water discharge. As previously 

discussed, even facilities specifically designed to treat Marcellus wastewater may result in 

contamination of freshwater sources with toxic chemicals, bromides, and radioactive material 

which each pose a threat to aquatic ecosystems, infrastructure, and public health99, 242, 243. 

Furthermore, recent evidence suggests Marcellus wastewater may be more highly concentrated 

with bromine, chlorine, and NORMs than previously believed244 making complete treatment 

even more challenging. Because of the potential for freshwater contamination post-treatment, 

regulatory liability issues could remain a barrier for large-scale adoption of treatment practices, 

should they become widely commercially available. 

 

From a feasibility perspective, it is important to consider the capacities of the produced water 

management options to appreciate the capital investment required to develop the necessary 

infrastructure. Eureka Standing Stone facility is an example of a Marcellus wastewater treatment 

plant with surface water discharge ability, capable of treating up to 5,000 bbls per day245. Veil 

(2015) estimated Pennsylvania’s oil and gas operations generated approximately 34 M bbls of 

wastewater (including both flowback and produced wastewater). Since produced water volumes 

are high immediately after hydraulic fracturing occurs and taper off throughout the lifetime of 

the well, this volume is likely to increase as Marcellus production of new wells increases and 

decrease in the future as new well production declines. However, using 2012 wastewater volume 

as a baseline, at a treatment rate of 5,000 bbls per day, Pennsylvania would need 19 CWT 

facilities of this size and technology to address the magnitude of wastewater generated annually 

throughout the play. This assumes that storage options are aligned such that capacity of each 

treatment facility is fully utilized each day. Due to the geographic clustering of Marcellus wells 

in the southwest and northern regions of the state, it is likely that many of these facilities, if 

constructed, would be co-located. While there are no known instances of surface water 

contamination from these CWTs currently discharging via NPDES permits, even contaminants 

under the MCLs could bioaccumulate. This co-location of CWTs would increase the 
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environmental risk of such accumulation of contaminants in the surface waters, as multiple 

facilities would be discharging effluent to the same rivers and streams.  

 

For comparison, Ohio currently has 215 active injection wells246. Given the total 2012 

wastewater estimate of 34.1M bbls, each of these wells would only need to accept 450 bbls/day 

of wastewater for disposal. This is well within the typical Class II injection disposal rates and 

capacities. Additionally, more wells are currently being drilled or are in the permitting stage 

throughout Ohio and Pennsylvania223, 246, thus capacity expansion continues to be underway. As 

a result, the receiving volume per well would continue to decrease. From an economic 

perspective, as more disposal wells become available, the price of disposal may also decrease 

due to the decreased competition for disposal capacity.  

 

The second portion of this work assesses the economics of complete wastewater treatment versus 

disposal in Class II injection wells, assuming complete treatment is available at a large scale with 

no significant capacity constraints. I included both on-site treatment and centralized treatment as 

options, although given the complexities of varying input water rates and qualities, it is likely on-

site treatment would not be technically feasible after the initial flowback period. Additionally, 

because costs reported for centralized waste treatment may have been misinterpreted in the 

literature as costs for complete treatment rather than non-TDS treatment for recycle, and because 

on-site treatment is not readily available on a commercial scale, I believe the costs presented here 

to underestimate the true cost of treatment.  

 

Given current cost estimates, I determine treating Marcellus wastewater would cost an average of 

$80,000 per well more than disposing of it. Given The Nature Conservancy’s estimate of 60,000 

wells throughout the lifetime of the play153, this additional cost of treatment could total $4.8B 

(without accounting for time value of money). While it may be determined by regulators that 

treating the water to return it to the hydrologic cycle merits such an investment, or that the risk of 

induced seismicity from disposal wells outweighs the risk of environmental impact of potential 

surface water contamination from incomplete treatment, it is important to put this investment in 

wastewater treatment into context. One means of doing this is to compare this investment to the 

cost of treatment for other key sources of water contamination in the state. If the ultimate goal is 
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to protect freshwater resources, minimize public health impacts, and prevent ecosystem 

disruption, Pennsylvania should invest in the most cost effective wastewater to treat first. Two 

such important water quality concerns in Pennsylvania are coal mine drainage and agricultural 

runoff. 

 

Coordination of resources and pollution abatement measures across the oil and gas, coal mining, 

and agricultural sectors might serve to better address the water quality concerns throughout the 

state. Because they are largely in the same watershed, on a regional scale they address the 

concerns of the same environmentalist and social stakeholders. I found that CMD water and 

agricultural runoff could be treated for $0.05/bbl, and $0.08/bbl, respectively using best 

management practices. 

 

In order to avoid being regulated to treat their wastewater, oil and gas companies should have an 

average willingness to pay (WTP) of up to $2/bbl (the average differential between CWT and 

disposal costs, $7.80/bbl and $5.80/bbl, respectively). If a portion of this WTP could be captured 

through a regulatory measure such as a tax or bond and reallocated towards treating CMD or 

agricultural runoff, significant gains in water quality could be achieved throughout the state 

while simultaneously avoiding both the environmental risk of additional contamination to 

freshwater resources and the investment in costly, energy intensive centralized waste treatment 

infrastructure. This proposed reallocation of economic resources for water treatment is an 

example of how a systems-level approach to techno-economic policy issues can address multiple 

stakeholder concerns and provide for cost-effective regulatory solutions.  
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Chapter 4. Life Cycle Greenhouse Gas Emissions From U.S. 
Liquefied Natural Gas Exports:  Implications for End Uses2 33 
 

 

4.1 Abstract 

This study analyzes how incremental U.S. liquefied natural gas (LNG) exports affect global 

greenhouse gas (GHG) emissions. Emissions of LNG exported from U.S. ports to Asian and 

European markets account for only 3.5-5.5% of pre-combustion life cycle emissions, hence 

shipping distance is not a major driver of GHGs. This study finds exported U.S. LNG has mean 

pre-combustion emissions of 37g CO2-equiv/MJ when regasified in Europe and Asia. A 

scenario-based analysis addressing how potential end uses (electricity and industrial heating) and 

displacement of existing fuels (coal and Russian natural gas) affect GHG emissions shows the 

mean emissions for electricity generation using U.S. exported LNG were 655 g CO2-equiv/kWh 

(with a 90% confidence interval of 562-770), an 11% increase over U.S. natural gas electricity 

generation. Mean emissions from industrial heating were 104 g CO2-equiv/MJ (90% CI: 87-123). 

By displacing coal, LNG saves 550 g CO2-equiv per kWh of electricity and 20 g per MJ of heat. 

LNG saves GHGs under upstream fugitive emissions rates up to 9% and 5% for electricity and 

heating, respectively. GHG reductions were found if Russian pipeline natural gas was displaced 

for electricity and heating use regardless of GWP, as long as U.S. fugitive emission rates remain 

below the estimated 5-7% rate of Russian gas. However, from a country specific carbon 

accounting perspective, there is an imbalance in accrued social costs and benefits. Assuming a 

mean social cost of carbon of $49/metric ton, mean global savings from U.S. LNG displacement 

of coal for electricity generation are $1.50 per thousand cubic feet (Mcf) of gaseous natural gas 

exported as LNG ($.027/kWh). Conversely, the U.S. carbon cost of exporting the LNG is 

$1.80/Mcf ($.013/kWh), or $0.50-$5.50/Mcf across the range of potential discount rates. This 

spatial shift in embodied carbon emissions is important to consider in national interest estimates 

for LNG exports. 

                                                
2 The final version of this chapter is available as Abrahams, Leslie S., et al. "Life Cycle Greenhouse Gas 
Emissions From US Liquefied Natural Gas Exports: Implications for End Uses." Environmental science 
& technology 49.5 (2015): 3237-3245. 
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4.2 Introduction 

United States natural gas production is projected to reach 36 trillion cubic feet (Tcf) by 2040, 

representing an increase of 52% from 201231. This abundance of domestic energy resources is 

seen by various stakeholders as a geopolitical advantage, an economic opportunity, and a 

pathway for increased environmental damages. Although use of natural gas results in greenhouse 

gas (GHG) emissions, life cycle emissions from the natural gas electricity generation supply are 

estimated to generally be lower than those from coal electricity generation1,2. Natural gas has 

often been discussed as a ‘bridge fuel’ that could be used as a coal replacement until the 

transition to large-scale reliable renewable energy sources. The viability of natural gas as a 

bridge fuel depends on assumptions about stabilization objectives, emissions, and technological 

change3-6.    

 

Prior to 2008, U.S. domestic natural gas production did not meet projected demand growth, and 

the national natural gas debate centered on LNG imports. As unconventional natural gas 

production (shale gas) became economically viable, U.S. technically recoverable natural gas 

reserves increased by 665 Tcf, which represents an increase in total U.S. natural gas resources by 

38%17. As domestic natural gas production increased, supply flooded the market and wellhead 

prices in today’s dollars in the U.S. dropped from close to $9/Mcf in 2008 to under $3/Mcf in 

201218. Because of higher natural gas prices in other regions, producers are hoping to sell 

incremental quantities of natural gas to economically attractive Asian and European markets19. 

This has prompted a debate in the United States on the policy of liquefied natural gas (LNG) 

exports regarding whether additional LNG exports to non-FTA countries should be approved, 

and if so to what capacity.  

 

Globally, the LNG trade reached about 12 Tcf of natural gas in 201234, and based on the projects 

world-wide currently under construction or proposed, liquefaction capacity could increase by 

more than 100% within the next ten years35. The primary LNG importers are expected to be the 

rapidly developing countries in Asia and some European countries such as the UK, Spain, and 

France seeking to both supplement and diversify their natural gas supply35. 
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The Natural Gas Act, as amended, requires the U.S. Department of Energy (DOE) to determine 

if LNG exports are in the “national interest” in order for approval. Additionally, the current 

regulatory framework requires exports to countries with which the U.S. has a free trade 

agreement (FTA) to be rapidly permitted, while applications to export to non-FTA countries 

undergo additional assessments36. The national interest determination involves consideration of 

economic, international, and environmental factors. To date, the DOE has approved thirty seven 

applications to FTA countries totaling 14 Tcf of natural gas exports annually, and has issued nine 

final and conditional approvals of applications to non-FTA countries, totaling almost 3.8 

Tcf/year36. 

 

Historically, the DOE granted conditional approval prior to a full National Environmental Policy 

Act (NEPA) review. However, a regulatory change (effective August 2014) now requires LNG 

export applications from the lower 48 states to non-FTA countries pass the NEPA review process 

prior to the issuance of any export permits36. It is likely that this recent streamlining of the 

approval process of LNG export projects will lead to an increase in export capacity in the near 

future. 

 

In light of the recent discussions regarding the non-FTA export approval process, the DOE 

released studies focusing on the upstream environmental impact of increased natural gas 

production184 and the global emissions impact of increased LNG exports247. While the Federal 

Energy Regulatory Commission (FERC), the lead agency for environmental review of non-FTA 

export applications, only formally requires a report on direct, localized environmental impacts 

resulting from the construction and operation of the export facility36, the DOE authorized these 

analyses as part of a broader effort to inform LNG export decisions248. Although the latter study 

models life cycle emissions of LNG exports, its specificity to the electricity sector limits its 

robustness as an analysis of net global changes in GHG emissions resulting from U.S. exports. 

 

While the electric power sector accounts for a large portion of natural gas end use, industrial 

natural gas use generally accounts for a similar portion of natural gas end use. In these data, the 

industrial sector includes natural gas use for activities including processing and assembly, space 

conditioning, lighting, and as feedstocks for the production of non-energy products such as 
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plastics and fertilizer. Additional descriptions of the sectors are available in the EIA’s 

International Energy Outlook (2013)249. 

 

In general, in Table 8, the electric power and the industrial sectors are responsible for an 

approximately equivalent share of natural gas end use.  This is especially true on a regional bases 

for OECD Europe, globally, and within the U.S. This supports the fact that the GHG emissions 

from heating should be considered in addition to the GHG emissions derived from natural gas 

combustion for electricity generation. One exception to the approximate equal share of end use 

between electric power and industrial sectors is China, where the industrial sector accounts for 

46% of the end use while the electric power sector only accounts for 15%. This is partially due to 

the fact that China produces a large quantity of plastics and chemicals that use natural gas as a 

feedstock. On the other hand, in Japan and South Korea, the electric power sector’s natural gas 

consumption far outweighs industrial natural gas consumption.  

 
Table 8: Natural gas consumption by sector, total energy consumption, and LNG imports for relevant countries and regions of 
interest for this study29-31. 

* OECD LNG import data obtained from the IEA gas medium-term market report250 

 

In addition to the Skone et al. (2014) analysis, previous work has been done to quantify the GHG 

emissions from the LNG life cycle for electricity generation1, 251-253, as a shipping fuel254, and as 

a transportation fuel255. This study first expands upon the previous attributional life cycle 

analyses by considering additional uncertainties in the LNG life cycle such as GWP, fugitive 

emissions rate, percent methane of natural gas, shipping distances, and liquefaction emissions. 

Country/Region Consumption by Sector in 2012 (%)249 Total Natural 
Gas Energy 

Consumption249 

LNG 
imports34 

 Residential Commercial Industrial Transportation Electric 
Power Sector 

(Quadrillion Btu) Tcf 

China 23.9 6.5 45.7 6.5 15.2 4.6 0.7 
India - - 52.2 8.7 43.5 2.3 0.7 
Japan 7.5 15.1 11.3 - 66.0 5.3 4.2 
South Korea 23.5 11.8 17.6 - 47.1 1.7 1.8 
OECD Europe 26.9 10.4 31.3 0.5 30.8 20.1 2.3* 
U.S. 17.2 11.5 32.4 3.1 32.4 26.2 0.2 
World 16.2 6.7 38.5 3.2 35.5 120.4 11.6 
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This study then seeks to further inform decisions about the potential environmental impact of 

LNG exports through a scenario-based first order consequential analysis in which the net change 

in GHG emissions resulting from natural gas displacement of coal or Russian natural gas is 

calculated on a per kWh basis. Finally, although all net savings in emissions benefits the global 

environment, this study considers tradeoffs in where along the supply chain the emissions occur 

from a country specific carbon accounting perspective. These tradeoffs are monetized using the 

emerging regulatory analysis metric, the social cost of carbon (SCC), as used by the U.S. federal 

government256 in order to quantify country specific carbon accountability that would be relevant 

in the potential future scenario of an embodied carbon tax on exports. The social cost of carbon 

is the estimated global damages caused by an additional metric ton of CO2 released into the 

atmosphere. Some of the monetized potential climate change damages considered in the SCC 

calculation include the impact of climate change on agriculture, water resources, air quality, 

human health, ecosystem services, and property damage from increased flood risk257. Recent 

work suggests the SCC as applied to CO2-equivalent emissions could be an underestimate of the 

social cost of methane258.  

 

4.3 Methods 

This work builds upon estimates from previous studies of upstream natural gas emissions214,259 

and LNG supply chain emissions252,253 in order to develop an attributional life cycle assessment 

(LCA) of the GHG emissions of LNG exports from the United States. The assembled data was 

compiled into a Monte Carlo simulation to account for uncertainty in emissions from each stage 

in the LNG export life cycle. The results of the LCA simulation were then incorporated into a 

first order consequential life cycle assessment considering the impact of U.S. LNG exports 

displacing coal and Russian natural gas for electricity generation and industrial heating in Asia 

and Europe.  

 

In this study, a “first order consequential” analysis is defined as a scenario-based comparison 

that serves to illustrate potential relevant impacts of a policy based on a qualitative description of 

conceivable market responses to the policy. For example, in this analysis, the policy being 

considered is an increase in U.S. LNG exports. Some potential market responses to this policy 
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discussed in this analysis include decreased coal use for electricity and/or heat generation, 

decreased Russian natural gas use for electricity and/or heat generation, increased domestic 

natural gas production, and a shift towards increased domestic coal use. While a first order 

consequential analysis does not seek to quantify the degree to which these responses to a policy 

occur, the scenarios serve as a bounding analysis that can inform decision makers of non-

intuitive potential market based consequences of a policy. 

 

4.3.1 Global warming potential  

For the upstream production and shipping stages of this LCA, both 100 and 20-year global 

warming potentials (GWP) for methane (fossil methane with climate carbon feedbacks) from the 

IPCC fifth assessment report (AR5) were used42. Uncertainty for both GWPs was quantified 

using a normal distribution based on the reported mean and 90% confidence interval. The 

distribution for the 100-year GWP has a mean of 36 and a standard deviation of 8.5, and the 20-

year GWP has a mean of 87 and a standard deviation of 16. Given the wide range of uncertainty 

presented in AR5 and the continuing trend of increasing the GWP estimates with each 

assessment report, it is important to represent the complete distribution of possible values when 

simulating emissions. For example, with uncertainty it is possible that the 100-year GWP of 

methane could be double the AR4 estimate of 25. The exception to this use of the AR5 

distribution in this model is for the liquefaction and regasification life cycle stages. 

 

The GWP used to estimate the liquefaction and regasification emissions is the exception to the 

use of the AR5 distribution to quantify upstream and shipping CO2–equivalent emissions. In the 

literature, these estimates have generally been reported as aggregate CO2-equivalent values based 

on AR3, AR4, or AR5 GWPs, rather than as disaggregated CO2 and CH4 emissions. Therefore, 

the emissions cannot readily be adjusted based on the AR5 GWP distribution. Since the GWP 

has increased in AR5, the use of earlier GWP in the liquefaction and regasification stages of the 

LCA imply that the results presented in this study are likely lower bound estimates. This is 

especially true with respect to the 20-year GWP results, which have 100-year GWP embedded in 

the liquefaction and regasification estimates. However, because the majority of emissions from 

liquefaction and regasifaction stages derive from fuel combustion for energy rather than from 

methane leakage or venting252, it is likely that these estimates would only nominally increase 
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based on the AR5 adjustment of the methane 100-year or 20-year GWP. To test this assumption, 

the ratio of methane vented per MJ of natural gas during the liquefaction stage suggested by 

Tamura et al. (2001)252 (.026 g/MJ) was applied to each of the other study estimates to adjust 

them to the AR5 GWP distribution. This did not change the overall life cycle emissions. 

 

4.3.2 Upstream Emissions 

In this study, the upstream natural gas process included well construction, well operation, natural 

gas processing, and pipeline transportation to a liquefaction facility at an export terminal. Weber 

and Clavin (2012) assessed five previous life cycle studies and used those estimates to develop 

‘best guess’ distributions for each of these upstream stages for both shale and conventional 

sources of natural gas214. According to the Energy Information Administration (EIA), shale gas 

currently accounts for 40% of U.S. natural gas production31.  The total upstream GHG emissions 

were therefore calculated as a weighted average of shale and conventional production emissions 

estimates. The inputs to the upstream portion of the Monte Carlo simulation, as well as a 

description of the validation of the upstream model are shown in Table 9. 

 
Table 9: Production and transportation emissions parameters for upstream emissions simulation214 

 Parameter   min mode max 
Well pad construction   0.05 0.13 0.3 
Well drilling   0.1 0.2 0.4 
Fracturing water management   0.04 0.23 0.5 
Fracturing chemicals   0.04 0.07 0.1 
Conv well completion   0.01 0.12 0.41 
Unconv well completion: total 
vent/flare (mt CH4) 

  13.5 177 385 

Well completion: flare rate (fraction)   0.15 0.41 1 
Well completion: EUR (Bcf)   0.5 2 5.3 
Flaring   0 0.43 1.3 
Unconv Lease/Plant energy   2 3.3 4.1 
Conv. Lease plant energy   2 3.3 4.3 
CO2 vent   0.2 0.7 2.8 
Compression fuel   0.2 0.38 0.6 
Leak percent58   2 3 4 
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The distributions from Table 9 were then used to calculate upstream emissions from both 

conventional and unconventional natural gas development (Table 10). These two estimates were 

then weighted by the percentage of their contribution to total natural gas development as 

projected by the Energy Information Association (EIA) in their Annual Energy Outlook. 

 

The upstream model of the natural gas life cycle (extraction, production, and pipeline 

transmission) was validated by comparing this model’s emissions estimates to the harmonized 

emissions estimates reported by Heath et al. (2014)259. To obtain upstream estimates from the 

harmonized life cycle emissions reported by Heath et al., the harmonized combustion emissions 

(360 g CO2-equiv/kWh) were subtracted from the total life cycle emissions. The resulting values 

were then converted to MJ and multiplied by the harmonized efficiency (51%) to obtain the 

emissions on a heat input basis (g CO2-equiv/MJ extracted). Finally, a weighted average of shale 

and conventional estimates was calculated using the assumption that 40% of the natural gas 

extracted in the U.S. is unconventional (Table 10). 

 
Table 10: Calculations of upstream emissions 

Parameter Type Unit Value (min, avg, max) 
Energy input Assumed parameter MJ   1  
percent methane by 
volume 

Triangular (min, avg, max) % 0.83 0.93 0.95 

Fugitive Emissions Calculated (5th, avg, 95th) g CO2-e/MJ 11.9 20.7 30.72 
unconventional emissions Calculated (5th, avg, 95th) g CO2-e/MJ 18 27 37 
conventional emissions Calculated (5th, avg, 95th) g CO2-e/MJ 19 28.5 39.5 
% of gas mix from shale Assumed parameter %   0.4  
Total Upstream Emissions Calculated (5th, avg, 95th) g CO2-e/MJ 18.5 27.9 28.4 

 

 

These harmonized upstream estimates adapted from Heath et al. are all based on the AR4 GWP 

value for methane of 25 and maintain unique assumptions of the fugitive emissions rate. To 

validate my model, each leakage rate from the harmonized studies in Heath et al. was inputted 

into my model, using the AR4 GWP. The results of the simulation with that leakage rate is 

reported in Table 11 (mean and 90% confidence interval). When compared to the harmonized 

upstream emissions using the AR4 GWP and the unique fugitive emissions estimates from each 
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study, results in four of the harmonized estimates are within the 90% confidence interval. The 

model over estimates four of the studies and underestimates one study.  

 

There is significant debate in the literature over the fugitive emissions rate for the upstream 

natural gas life cycle stages. As such, in this analysis the fugitive emissions rate is presented in 

three ways: 1) a ‘most likely’ range commonly cited in literature38, 50, 58, 62-64. This uncertainty is 

represented as a triangular distribution with a minimum of 2%, maximum of 4% and most likely 

value of 3%, 2) a sensitivity analysis showing the effects of fugitive emissions rates across a 

range encompassing most values discussed in the literature60, 61, and 3) a discussion of the break-

even fugitive emissions rate that would change the result of the analysis.  

 
Table 11: A comparison of harmonized upstream emissions estimates (adapted from Heath et al. 2014) to the results from our 
model with the AR4 GWP and the reported leakage rate of each study as model inputs. 

* Adapted from Heath et al. (2014) 

 

4.3.3 Liquefaction Emissions 

After the natural gas is produced, processed, and transported to the export location, it must be 

liquefied. Emissions from liquefaction derive from fuel combustion for electricity, natural gas 

venting, and fugitive methane leaks. There are several cooling technologies that may be used in a 

liquefaction terminal, each with unique energy requirements and energy efficiencies. 

Additionally, the capacity of the facility and the ambient temperature of the environment affect 

Comparison 
Study 

Harmonized Life Cycle 
Emissions259 

harmonized 
upstream* 

leakage rate Results from this study's model 
(g CO2-e/MJ) 

Shale Conventional (g CO2-e/MJ) % mean 5% 95% 

Howarth39 746 647 46.3 2.8 20.3 18.8 22 

Howarth39 567 473 21.3 6.2 36.6 34.5 38.5 

Jiang38/Venkatesh1 497 439 14.5 2.2 17.5 16 19 

Skone64 438 439 11.1 3.9 25.6 23.8 27.4 

Hultman63 438 438 11.1 2.8 20.3 18.8 22 

Burnham62 517 557 25.6 2 16.5 15.1 18 

Stephenson260 434 420 9.3 0.66 10 8.7 11.6 

Heath261 459 450 13.3 1.3 13 11.8 14.8 

Laurenzi262 470 450 13.9 1.4 13.6 12.2 15.2 

This study - - - triang(2,3,4) 21.3 17.6 24.8 
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the efficiency and energy consumption. As a result, there is a wide range of estimated 

liquefaction GHG emissions in both peer-reviewed literature and in publicly available 

environmental impact assessments from the private sector. The literature is generally not 

transparent in the specific technology analyzed, either for proprietary reasons or because it was 

not considered important. To account for this variability, a distribution was fit to these point 

estimates (Table 12). Using the upper or lower bound did not significantly alter the overall life 

cycle emissions (Figure 24).   
 

Table 12: Collected estimates from various studies on liquefaction stage emissions 

Source Estimate (g-CO2-equiv/MJ) 
Hardisty 2012251 8.10 
Artecini 2010255 6.50 
Skone 201264  7.60 
Skone 2014247 8.24 
Heede 2006263 6.15 
Verbeek 2011254  5.90 
LCFS264 7.30 
Cohen 2013265 3.70 
Biswas 2011266 7.70 
Yoon 1999267 8.76 
Okamura 2007253 8.40 
Tamura 2001252 7.50 
Yost 2003 268 3.80 
Barnett 2012 269 2.40 
Barnett 2012 269 5.20 
Barnett 2012 269 3.80 
Barnett 2012 269 4.00 
Barnett 2012 269 4.00 
Barnett 2012 269 3.40 
Barnett 2012 269 6.80 
Barnett 2012 269 8.10 
Barnett 2012 269 3.80 
Barnett 2012 269 5.90 
Barnett 2012 269 4.20 
Barnett 2012 269 4.90 
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The distribution derived from using the emissions estimates found in the literature and industry 

reports (Table 12) mostly lies between the maximum and minimum estimates, but primarily 

captures the lower values in the range (Figure 24). Because technology is becoming more 

efficient, it is likely that the emissions range of future liquefaction plants will fall within the 

uncertainty captured by the constructed distribution. Therefore, this distribution was used to 

represent the liquefaction stage GHG emissions in this study.  

 

 
Figure 24: Liquefaction stage estimates using the distribution fit to the liquefaction stage estimates versus the maximum and 
minimum liquefaction stage estimates found in the literature 

 

4.3.4 Shipping Emissions 

LNG is transported on large ocean going vessels with capacities ranging from 75,000 to 265,000 

m3 of LNG269. Traditionally, LNG tankers run on steam engines powered by boil off gas (BOG). 

On average, BOG generated is approximately 0.15% by volume per day263. Tankers may have 

regasification facilities on board to supplement the BOG volume. However, in construction of 

new very large capacity tankers, there has been a transition to dual-powered diesel engines. 

These tankers are powered by diesel and re-liquefy the BOG onboard the vessel32. This 

technology is economically preferable for large cargos over long distances because the engines 

are more efficient and the full cargo of profitable LNG remains available for sale at the 
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destination port. To quantify the impact the tanker technology has on the life cycle LNG 

emissions, the simulation was run under two different cases: a 140,000 m3 capacity tanker 

powered by BOG generated steam supplemented with regasification technology, and a 265,000 

m3 capacity tanker powered by diesel, re-liquefying all of the BOG. These cases were chosen to 

bound the emissions because they represent the traditional and modern typical capacities and 

engine technologies. In both cases, port turn-around time was assumed to be three days269, and 

the return trip was assumed to be of equal distance (returning to the port of origin) and fueled by 

diesel. In reality, a tanker fueled by BOG would likely retain enough LNG in its tanks to fuel the 

return voyage. Additionally, because there is a network of tankers, rather than being 

commissioned at its original port of origin, the tanker would likely be sent to the nearest port for 

its next LNG cargo. Therefore, these last two assumptions result in conservative estimates of the 

shipping emissions, which are likely to result in an upper bound shipping emissions estimate. For 

both cases the percentage of the journey spent in each engine mode was calculated according to 

Corbett (2008). Finally, steam and diesel engine efficiencies and associated combustion factors 

were represented by triangular distributions to capture the uncertainty (Table 13). In accordance 

with the assumption in the literature252,269, this simulation presumes that there are no fugitive 

emissions released during shipping.  

 
 

Table 13: Assumptions, parameters, and calculations used to estimate shipping emissions 

Tanker Cargo Capacity (m3 LNG) 260,000     
Tanker Cargo Capacity (MJ NG) 5,839,688,400     
Speed (knots)263 19.5     
Natural BOG (%/day) 0.125     
LNG boil off (m3/day) 325     
BOG NG equivalent (m3/day) 195,002     
BOG power (MW/day) 1,997     
       
Distance (nm) 7,640    
Number of hours of Journey (1 way) 392     
Number of days of Journey (1 way) 16    
Total BOG 32,600    
      
Power (HP)269 40,000    
Power (MW) 30    
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Number of engines 1    
Engine Type STEAM DIESEL   
Engine Efficiency 30% 50%   
MW input/hour 99 60   
Total MW input (full load) 38,953 23,372   
      
Engine Mode124 Trip (%) Load factor (%)   
idle 1% 2%   
maneuvering 2% 8%   
precautionary zone operations 5% 12%   
slow cruise 7% 50%   
full cruise 85% 95%   
  STEAM DIESEL   
percent of full load 0.9 0.9   
Total MW input 33116 19869   
Total MJ input 119,216,639 71,529,983   
      
  ALL BOG ALL DIESEL   
natural BOG (MW) 32,600 32,600   
Re-gassified/re-liquefied (MW) 516 32,600   
% combusted to re-gassify/re-liquefy 3% 8% ** assumes NG is 

used in both cases 
non propulsion combusted (MW) 15 2,608   
non propulsion combusted (MJ) 55,707 9,388,778   
      
return trip (MJ) 71,529,983 71,529,983 **assumes diesel in 

both cases 
      
days at port269 3 3   
Engine Mode (diesel) idle idle   
port full load (MW) 4,295 4,295   
port at idle (MW) 86 86   
port at idle (MJ) 309,257 309,257   
      
      
Emission Factor (NG/diesel) g CO2-equiv/MJ 48 72   
TOTAL EMISSIONS (g CO2-equiv) 10,822,903,123 10,699,501,174   
      
Shipping Emissions (g CO2-equiv/MJ) 1.9 1.8   
 
 

One parameter that could be expected to influence the environmental impact of LNG exports is 

the shipping distance. This shipping distance is determined as the most efficient trade route 
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between the port of origin and the importing country. For this study, three three export terminals 

in the U.S., Sabine Pass, TX, Coos Bay, OR, and Cove Point, MD, were used. These three were 

chosen because they are either already approved to export LNG or have applied for DOE 

approval to export, and for their geographic diversity; the locations represent the maximum and 

minimum distance traveled from the U.S. to any one of the importing countries. For the import 

terminals, I selected ports in six countries: China, India, South Korea, Japan, UK, and the 

Netherlands. These countries were chosen because they are in the two key economically 

attractive markets (Asia and Europe) that either traditionally have imported large quantities of 

LNG or are expected to do so in the future. The distances traveled from each port of origin to 

destination were calculated using a port distance calculator270, assuming that the Panama Canal 

upgrades were complete and therefore the canal was able to accommodate the large LNG 

tankers. The motivation behind this analysis is to understand if the origin and destination of the 

LNG impact life cycle emissions such that the DOE should consider contracted destinations of 

the LNG as part of the permitting approval process.   

 

4.3.5 Regasification Emissions 

The regasification stage of the LNG life cycle is the least discussed topic related to LNG in 

existing literature. There is a wide variation in energy required for regasification due to 

differences in ambient air temperatures and availability of resources such as seawater for heating, 

which can displace some of the energy requirements. Furthermore, regasification facilities can be 

co-located near power plants or other manufacturing facilities that require cooling. This co-

location minimizes direct emissions from energy required to re-gasify the LNG.32 For this study, 

a triangular distribution as described by Venkatesh (2011) was used to represent the uncertainty 

in emissions from the regasification component of the LNG process1. Total life cycle emissions 

through the regasification stage (including upstream, liquefaction, shipping, and regasification) 

are pre-combustion emissions. In this study, these emissions will be referred to as “landed 

emissions” since they represent the total GHGs emitted through the process of getting the natural 

gas on shore (i.e., to land) for use at the destination port. Table 14 provides estimates of landed 

LNG emissions for export origins and import destinations. 
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Table 14: Landed emissions (production, liquefaction, shipping, regasification) at each importing country 

From/To Japan Korea India 
 gCO2-e/MJ mean 5% 95% mean 5% 95% mean 5% 95% 
MD 39 25 54 39 25 55 38 24 54 
OR 37 23 53 38 23 53 39 24 54 
LA 39 24 54 39 25 54 39 24 54 
          
From/To China UK The Netherlands 
 gCO2-e/MJ mean 5% 95% mean 5% 95% mean 5% 95% 
MD 39 25 55 37 23 53 37 23 53 
OR 38 24 53 38 24 54 38 24 54 
LA 39 25 54 37 23 53 38 23 53 

 
 

4.3.6 First Order Consequential Analysis 

The results of the LCA were then used to conduct a first order consequential analysis of net 

GHG impacts resulting from U.S. exports, which considered the net change in emissions based 

on how the global market might respond to increased natural gas availability. As previous studies 

have discussed,247 one possible outcome of U.S. LNG exports is that the natural gas could be 

used to replace existing fuel sources for electricity generation. For example, a country might 

choose to increase electricity production in natural gas combined cycle (NGCC) power plants, 

thereby reducing their reliance on coal power plants. Additionally, due to either price 

differentials or geopolitical reasons, a country may choose to use U.S. LNG as a replacement for 

natural gas previously imported from Russia or the Middle East. For this study, upstream coal 

life cycle emissions were obtained from Venkatesh et al. (2012)271 adjusted to the AR5 GWP, 

and coal power plant combustion emissions were obtained from a distribution fit to the data from 

Steinmann et al. (2014) (Table 16)272. Emissions from Russian natural gas transported via 

pipeline were estimated using the same upstream and combustion emissions as the LNG exports. 

To account for the increase in pipeline transport distance associated with exporting natural gas 

from Russia, 3% was added to the U.S. fugitive emissions rate distribution. For example, where 

the average fugitive emission rate used to represent U.S. upstream production and transport was 
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3%, the average was assumed to be 6% for Russian upstream production and transport. This 

follows the Skone et al. (2014)247 method to account for the extended pipeline transport distance 

required for Russian exports. This is likely to be a conservative estimate, as operational 

differences between U.S. and Russian natural gas production could further increase the Russian 

fugitive emissions rate. 
 

Table 15: Parameters and assumptions used to estimate emissions from electricity generation from NGCC power plant  

NGCC Power plant efficiency (min, most, max) 0.41 0.46 0.51   
Emissions factor (min, max)259 gCO2-equiv/MJ 43 50   
 

 
Table 16: Parameters for the distributions used to represent upstream coal emissions (adapted from Venkatesh et al. 2012)271 and 
coal fired power plant emissions (adapted from Steinmann et al. 2014)272 

Coal production (g CO2/MJ) triang(min,avg,max) 
Coal producgion – methane (CH4/MJ) 
Coal transport (g CO2/MJ) 
Coal Power Plant Emissions (kg/kWh) 

.4 

.02 

.2 
log-logistic 

.6 
.15 
1.3 

mean = 1.09 

.7 

.5 
3.2 

std dev = .203 

 

 
 

While electricity generation is the most common end use, natural gas is also regularly used as a 

source of thermal energy. Therefore, in order to depict broader representation of potential end 

use pathways, fossil fuel combustion for industrial heating was also included in this 

consequential analysis. For this study, a range of efficiencies and combustion factors were used 

for both natural gas and coal fired industrial boilers in order to capture the uncertainty in 

emissions (Table 17). 
 

Table 17: Industrial heating efficiency and combustion emissions factor assumptions 

Industrial heating efficiency (NG) (min, most, max) 0.7 0.8 0.94 
Combustion emissions factor (NG) [min,max] g/MJ 43.0 50.0  
Industrial heating efficiency (Coal) (min, most, max) 0.75 0.85 0.89 
Combustion emisions factor (Coal) [min,max] g/MJ 88 91 98 

 
 

Another important component of a first order consequential analysis is to identify domestic 

opportunity costs of exporting natural gas rather than consuming it through domestic 

combustion. The end use and fuel displacement consequences described above all implicitly 

assume that U.S. demand would remain relatively flat, and in the absence of U.S. exports, there 
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would be no additional natural gas produced for domestic use. While this study does not attempt 

to quantify the level of displacement through a global energy market model, it serves as a first 

step towards understanding potential consequences of displacement through bounding scenario-

based assumptions. For example, this study explores the potential that given current U.S. natural 

gas electricity capacity, U.S. natural gas demand could increase such that all of the presumed 

export volume could be combusted domestically and displace U.S. coal baseload electricity 

generation. As a basis for this scenario, combustion emissions of U.S. coal power plants were 

compared to regional and global coal power plant average emissions. Data for this comparison 

were drawn from the EPA eGRID database273 and from Steinmann et al (2014) that used 

regression models to predict coal power plant emissions factors.272 Coal plants were limited to 

those with a nameplate capacity of over 100 MW with no combined heat and power generation. 

Furthermore, the plants were limited to those that were fueled by coal for over 95% of the 

electricity generated annually. It is important to note that this is a bounding analysis; in reality 

the electricity sector is complex and direct substitution occurring linearly in the short term based 

on cost differential is a simplifying assumption. Additionally, a decreased domestic demand for 

coal could increase the competitiveness of steam coal exports, which may either reduce some of 

the GHG benefits of increased domestic natural gas consumption274 or contribute to further 

reducing global GHG emissions, such as in the case where U.S. PRB coal replaces other coal 

sources in new high efficiency coal-fired power plants in South Korea.275 

 

4.4 Results 

This study quantifies the GHG emissions from the production, liquefaction, shipping, and 

regasification phases of the supply chain, as well as the end use of the fuel in both the electricity 

and industrial heating sectors. These life cycle GHG emission results are discussed in the context 

of replacing alternative fuel sources, including locally produced coal and natural gas transported 

via pipeline from Russia.  

 

4.4.1 Attributional Life Cycle Emissions  

Mean landed (pre-combustion) life cycle GHGs for exported U.S. LNG after regasification at the 

importing country were found to be 37 g CO2-equiv/MJ with a range of 27 to 50 (Figure 25). Of 
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these landed emissions, the shipping stage of the life cycle contributes an average of 5%. Tanker 

capacity, rather than shipping distance or fuel type, is the most significant factor in determining 

shipping GHG emissions (Figure 26A). An analysis of the impact of origin and destination on 

shipping and landed life cycle emissions is shown in Figure 26. Both the average shipping and 

average landed life cycle emissions and 90% confidence intervals from each port of origin to 

each importing country can be found in Table 18 and Table 19, respectively. 

 

 

 
Figure 26: A) The shipping GHG emissions from Cove Point, MD to six import countries assuming a 140,000 m3 steam tanker 
equipped with on board regasification (brown), a 260,000 m3 diesel tanker equipped with reliquefaction (orange), or a 260,000 
m3 steam tanker equipped with on board regasification (green), and B) Shipping emissions from U.S. ports to six import 
countries, assuming 260,000 m3 diesel vessel, and the mean and 90% confidence interval from the distribution fit to all eighteen 
voyage distances (dashed gray lines). Note: a 260,000 m3 tanker equates to a capacity of about 5.5 Bcf in gaseous form and a 
140,000 m3 tanker equates to a capacity of about 3 Bcf in gaseous form. 
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Table 18: Estimated shipping emissions by origin and destination (100-yr GWP) 

From/To Japan Korea India 
 gCO2-e/MJ mean 5% 95% mean 5% 95% mean 5% 95% 
MD 2.5 2.3 2.8 2.6 2.4 2.9 2.1 1.9 2.4 
OR 1.2 1.1 1.3 1.3 1.2 1.4 2.4 2.2 2.7 
LA 2.4 2.2 2.6 2.5 2.3 2.8 2.4 2.2 2.7 
          
From/To China UK The Netherlands 
 gCO2-e/MJ mean 5% 95% mean 5% 95% mean 5% 95% 
MD 2.7 2.4 2.9 0.8 0.8 0.9 0.9 0.8 1 
OR 1.4 1.3 1.5 2.1 1.9 2.2 2.1 2 2.4 
LA 2.6 2.3 2.8 1.2 1.1 1.3 1.3 1.2 1.4 

 
 

Table 19: Landed emissions (production, liquefaction, shipping, regasification) at each importing country 

From/To Japan Korea India 
 gCO2-e/MJ mean 5% 95% mean 5% 95% mean 5% 95% 
MD 39 25 54 39 25 55 38 24 54 
OR 37 23 53 38 23 53 39 24 54 
LA 39 24 54 39 25 54 39 24 54 
          
From/To China UK The Netherlands 
 gCO2-e/MJ mean 5% 95% mean 5% 95% mean 5% 95% 
MD 39 25 55 37 23 53 37 23 53 
OR 38 24 53 38 24 54 38 24 54 
LA 39 25 54 37 23 53 38 23 53 

 
 
Life cycle emissions from exported LNG were found on average to be 655 g CO2-equiv/kWh for 

electricity generation and 104 g CO2-equiv/MJ for thermal energy generation. These emissions 

primarily result from upstream production and downstream combustion. The liquefaction, 

shipping, and regasification components of the life cycle contribute an additional 72 g CO2-

equiv/kWh over the domestic natural gas electricity generation life cycle emissions from 

production and combustion (Figure 27). Therefore, exporting natural gas instead of combusting it 

domestically increases emissions from natural gas electricity generation by an average of 11%.  
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Figure 27: Comparison of emissions from U.S. LNG exports, Russian natural gas, and coal using a 100-year GWP for A) 
electricity generation and B) industrial heating 
  

The life cycle emissions from LNG exports are most sensitive to the GWP and fugitive 

emissions rate (Figure 28). This implies that increases in efficiency in these processes, such as 

co-locating regasification facilities with power plants to use waste heat to regasify the LNG, 

would have a nominal impact on life cycle emissions. While still beneficial from an economic 

and absolute emissions perspective, the discussion of future efficiency increases related to the 

LNG process is not relevant to decisions based on life cycle emissions. A summary of the key 

parameters and their impact on the total life cycle emissions for electricity generation (based on 

the Spearman correlation coefficient) is outlined in Table 20. 
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Figure 28: Tornado diagram representing the parameters and assumptions that have the largest impact on the results of the Monte 
Carlo simulation 

 

 

Table 20: Summary of uncertainty parameters ranked by their Spearman correlation coefficient. Each parameter’s distribution 
and associated units are also shown.  

Rank   Name  Units  Description   Spearman 
Correlation 
Coefficient  

 #1   CH4 100-year GWP    RiskNormal(36,8.5)                           
0.73  

 #2   Fugitive Emissions Rate  %  RiskTriang(2,3,4)                           
0.40  

 #3   Liquefaction Emissions  g CO2-e/MJ  RiskExtvalue(5.1,2.0)                           
0.35  

 #4   NGCC Power Plant Efficiency  %  RiskTriang(.41,.46,.51)                         
(0.20) 

 #5   Natural Gas Combustion Factor  g CO2-e/MJ  RiskUniform(350,370)                           
0.14  

 #6   Natural Gas Percent Methane (by 
volume)  

%  RiskTriang(.83,.93,.95)                           
0.09  

 #7   Unconv well completion: total vent/flare  Mt CH4  RiskTriang(13.5,177,385)                           
0.07  

 #8   well completion: EUR  Bcf  RiskTriang(0.5,2,5.3)                         
(0.06) 

 #9   CO2 vent  g CO2-e/MJ  RiskTriang(.2,.7,2.8)                           
0.06  

 #10   Flaring   g CO2-e/MJ  RiskTriang(0,.43,1.3)                           
0.05  

 #11   Shipping Distance  nm  RiskTriang(1890.8,10514,10514)                           
0.05  

 #12   Regasification Emissions  g CO2-e/MJ  RiskTriang(0,1,2)                           
0.04  

 #13   conv. Lease plant energy  g CO2-e/MJ  RiskTriang(2,3.3,4.3)                           
0.04  

 #14   well completion: flare rate   %  RiskTriang(.15,.41,1)                           
0.03  

 #15   Well pad construction  g CO2-e/MJ  RiskTriang(.05,.13,.3)                           
0.03  
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4.4.2 First Order Consequential Analysis 

When considering the global benefits of LNG exports, the life cycle LNG emissions must be 

compared to emissions from alternative sources of fuel that U.S. exports would displace. The 

two most likely candidates for replacement would be coal and Russian natural gas.247 The results 

of a Monte Carlo simulation show that the benefit of displacing either of these two sources of 

fuel depends on the GWP metric chosen and is highly sensitive to the upstream fugitive 

emissions rate from natural gas production and pipeline transport. When considering a 100-year 

GWP, mean life cycle exported U.S. LNG emissions are within the uncertainty bounds of 

Russian natural gas exports, and result in about 45% fewer emissions than coal electricity 

generation (Figure 29A). When considering a 20-year GWP, exported U.S. LNG would reduce 

emissions from electricity production via Russian gas by 27% and cut emissions from electricity 

production from coal by 32% (Figure 30B). The higher emissions from Russian natural gas are 

due to the higher leakage rate assumed to account for the longer pipeline transport distance. This 

further emphasizes the fact that emissions from liquefying, shipping, and regasifying natural gas 

are marginal relative to the production and combustion emissions, and that the life cycle 

emissions of natural gas production are highly dependent on the fugitive emissions rate. 

 

In addition to electricity generation, natural gas is often used for industrial heating. Both coal and 

natural gas-fueled industrial boilers have higher efficiencies than power plants. As a result, coal 

use for industrial heating is more competitive with LNG on a life cycle GHG emissions basis. 

When considering a 100-yr GWP, mean GHG emissions from U.S. LNG exports would be 16% 

and 13% lower than industrial heating fueled by Russian natural gas exports and coal, 

respectively. However, when using a 20-year GWP, mean GHG emissions from U.S. exports 

would be 4% higher than coal (Figure 31B). Despite this increase in emissions, it is important to 

note that if LNG were to displace Russian natural gas, it would reduce emissions by 27% (Figure 

31B). This is illustrative of the complexity of quantifying net impact of LNG exports; there are 

numerous consequential pathways influenced by the emergence of a U.S. natural gas export 

market, and the specific end use and resulting fuel displacement is outside the domain of control 

of U.S. policymakers who need to approve LNG projects.   



! 100!

 

 

 
Figure 30: Comparison of life cycle greenhouse gas emissions from alternative fuel sources including U.S. LNG exports, Russian 
natural gas exports via pipeline, and coal for electricity generation 

 

A B

A B

Figure 29: Comparison of emissions from U.S. LNG exports, Russian natural gas, and coal using a 100-year GWP for A) electricity generation 
and B) industrial heating. 
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Figure 31: Comparison of life cycle emissions from LNG exports, Russian gas, and coal for industrial heating with A) a 100-year 
GWP and B) a 20-year GWP 

 

4.4.3 Domestic Opportunity Cost 

When comparing average coal power plant combustion emissions, taking into account such 

factors as coal type, plant age, and plant capacity, there is no significant regional variation 

(Figure 32)272. Therefore, all else being equal there are no marginal benefits of displacing coal 

emissions in Asia or the EU versus domestically in the United States. As a result, displacing U.S. 

coal generation by combusting U.S. natural gas is more efficient in reducing global GHGs than 

exporting it abroad; an equivalent reduction in combustion emissions can be obtained without the 

additional supply chain emissions required by the liquefaction, shipping, and regasification steps 

for export. Again, however, it is important to note that there is not a linear relationship between 

natural gas price and coal substitution274, and therefore the potential for this domestic absorption 

of excess supply would likely be both market and policy driven. Additionally, there would be 

market changes resulting from this shift in U.S. natural gas consumption. For example, there 

could be an increase in U.S. coal exports which may serve to either increase or decrease net 

GHG emissions depending on where it is combusted and what fuel it displaces275. This wide 

range of possible market consequences makes the net impact of increased domestic natural gas 

use uncertain.  

A B
100-year GWP 20-year GWP 
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4.5 Discussion 

The current environmental component of the national interest calculation considers only 

localized environmental impacts directly related to the liquefaction project under review.36 

However, as the DOE and NEPA processes have begun to recognize248, 276, it is also important to 

consider both the upstream emissions of increased natural gas production and the downstream 

life cycle emissions from these LNG export projects in order to ensure the U.S. is contributing to 

the minimization of global net GHG emissions. This analysis can then serve as a basis for 

determining the social cost of carbon embodied in these US exports, which affects both country-

level GHG emissions inventories and the potential for future domestic GHG reductions. 

 

This study found that the emissions from the liquefaction, shipping, and regasification segments 

of the LNG life cycle are fewer than 11% of the total life cycle emissions of LNG exports for 

electricity generation based on a 100-year GWP and 3% average fugitive emission rate. This 

percentage would continue to decrease as a result of increased methane leakage rates and/or a 

20-year GWP assumption (Figure 33). Based on a sensitivity analysis of these results (Figure 

28), the key model parameters that can have a significant impact on the LNG life cycle emissions 

are the end use efficiency, the GWP (both time horizon used, and value within a given time 

horizon probability distribution), and the fugitive emissions rate. Other uncertain parameters 
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Figure 32: Comparison of coal power plant combustion emissions in the U.S., China, across the EU, and globally as modeled by 
Steinmann et al. (2014), and compared to EGRID emissions (dotted grey line). A description of the multiple linear regression 
model and local linear regression model is available in Steinmann et al. 
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however, such as liquefaction plant efficiency, tanker capacity, tanker fuel, and shipping distance 

can vary widely without materially affecting the overall life cycle emissions.  

 

From a first order consequential perspective, the mean global GHG savings from U.S. LNG 

exports are likely associated with coal displacement for electricity generation (Table 21). The 

break-even point for GHGs from U.S. LNG and coal electricity would be over a 9% fugitive 

emissions rate using a 100-year GWP, and a 6% fugitive emissions rate using a 20-year GWP 

(Figure 33). Additionally, GHG savings from U.S. LNG exports can be achieved through 

displacing coal for industrial heating. Using a 100-yr GWP, the break-even point for heating is a 

5% leakage rate. However on a 20-year GWP basis, U.S. natural gas displacement of coal for 

heating would be advantageous only up to about a 3% fugitive emissions rate (Figure 34). 

Finally, GHG savings are also associated with displacement of Russian pipeline natural gas for 

both electricity generation and industrial heating regardless of GWP, as long as the U.S. fugitive 

emission rate remains below the estimated 5-7% rate of Russian natural gas (Table 22). 

 

Figure 33: The sensitivity of life cycle emissions of LNG exports for electricity generation to fugitive emissions 
rates.  
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Table 21: Life cycle emissions estimate results for LNG exports, Russian natural gas, and coal 

100-yr GWP          
  mean 5% 95% mean 5% 95% 
LNG EXPORTS g/kWh g/MJ 
upstream 220 150 310 62 40 86 
liquefaction 50 22 86 14 6 24 
shipping 15 8 21 4 2 6 
regasification 8 2 13 2 1 4 
combustion 364 330 400 100 90 110 
total 660 560 770 180 160 214 
        

   RUSSIAN NG:    
 upstream 390 250 533 110 70 150 

combustion 364 330 403 100 90 112 
total 750 600 905 210 170 250 
        

   COAL:       
   upstream 120 50 210 33 14 60 

combustion 1,090 920 1,380 300 255 380 
total 1,200 1,010 1,510 333 280 420 

 
 
 
 

Figure 34: The sensitivity of life cycle emissions of LNG exports for electricity generation to fugitive emissions rates 
as compared to Russian natural gas with a constant fugitive emission rate of 5-7%. For the 100-yr GWP, natural gas 
results in fewer emissions than Russian natural gas up to 5% methane leakage rate. Using a 20-yr GWP, the break-
even point is also around a 5% fugitive emissions rate. 
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20-yr GWP       
  mean 5% 95% 
LNG EXPORTS g CO2-equiv/kWh 
upstream 470 320 640 
liquefaction 50 22 86 
shipping 15 8 20 
regasification 8 2 13 
combustion 364 330 400 
total 900 740 1,090 
     
RUSSIAN NG:  
upstream 870 610 1,150 
combustion 360 330 400 
total 1,230 960 1,520 
       
COAL:      
upstream 250 94 440 
combustion 1,090 920 1,380 
total 1,330 1,080 1,680 

 
 

Table 22: Life cycle emissions for industrial heating using U.S. LNG, Russian natural gas, and coal 

100-yr GWP       
  mean 5% 95% 
LNG EXPORTS g CO2-equiv/MJ 
upstream 35 23 50 
liquefaction 8 4 14 
shipping 2 1 3 
regasification 1 0 2 
combustion 60 50 65 
total 100 87 120 
     
RUSSIAN NG:  
 upstream 61 50 85 
 combustion 57 50 65 
total 120 94 150 
        
COAL:  
Upstream 12 5 22 
combustion 110 105 130 
total 124 113 140 
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20-yr GWP       
  mean 5% 95% 
LNG EXPORTS g CO2-equiv/MJ 
upstream 74 50 100 
liquefaction 8 4 14 
shipping 2 1 3 
regasification 1 0 2 
combustion 57 50 65 
total 140 115 174 
        
RUSSIAN NG:  
upstream 140 96 180 
combustion 57 50 65 
total 200 150 240 
        
COAL:  
upstream 26 10 49 
combustion 110 105 120 
total 140 120 160 

 
 
 

While this study focused on electricity generation and industrial heating as two important end 

uses of natural gas, there are several additional end uses, including transportation, residential 

heating and cooking, and petrochemical production. The existence of these additional potential 

end uses further complicates the uncertainty in the emissions savings from U.S. LNG exports. 

Rather than outline all possible end use permutations and potential fuel displacement, the 

implication for the U.S. is that in order to ensure maximum GHG benefits of LNG exports, 

fugitive emissions rates must be reduced as much as possible. This is important because while 

the U.S. cannot designate a specific end use of the LNG, the U.S. fugitive emission rate is within 

U.S. regulatory domain. The government has recognized the importance of minimizing methane 

leakage as a step towards reducing the U.S. contribution to climate change.277 As regulation 

progresses and the domestic fugitive emissions rate decreases, it will become more likely that 

LNG exports will result in global emissions savings. 

 

An additional consideration in the evaluation of the U.S. national interest of LNG exports 

beyond the first order absolute net global emission savings is the GHGs embodied in trade.278,279 

The embodied CO2 equivalent emissions in the exported LNG have implications for social 
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impacts along the LNG supply chain that are not captured through a life cycle analysis. This 

affects both country-level GHG emissions inventories and the potential for future reductions. 

Because approximately 41% (58% using a 20-year GWP) of life cycle LNG export emissions 

would arise from domestic extraction, pipeline transport, and liquefaction, increased extraction 

of natural gas without the domestic benefits of reduced combustion emissions would likely not 

be advantageous for the U.S. from a country-based carbon accounting perspective. Our mean 

estimates are that each thousand cubic feet (Mcf) of natural gas loaded onto a ship in liquefied 

form at a U.S. port represents about 0.037 metric tons of GHGs (for 100-yr GWP from 

production, transmission and liquefaction). Using the 2020 social cost of carbon ($2014) from 

the U.S. Interagency Working Group256 for a 3% discount rate of $49/metric ton GHG, this 

means each Mcf of natural gas converted to LNG and exported from the U.S. for electricity 

generation potentially could cost the U.S. about $1.80 of social cost for embodied GHGs, or 

$0.50 to $5.50/Mcf across the full range of estimates for the 2020 social costs of carbon. 

Assuming a natural gas price of $4/Mcf, exporting LNG could have a social cost of between 

12.5% to 135% of the market price. Because climate change damages are global, potential GHG 

reductions in other countries also benefit the U.S. As an illustrative example, using $49/ton GHG 

as a social cost, 1 kWh of electricity generated by coal in the United Kingdom (UK) has a social 

cost of carbon of about $0.06. In contrast, 1 kWh of natural gas generation using LNG imported 

from the U.S. has a total social cost of about $0.032/kWh, with $0.013 of this cost comprised of 

U.S. production, transmission and liquefaction. Therefore, while U.S. LNG displacing coal in the 

UK results in a net global social cost savings of about $0.028/kWh ($0.06-$0.032), from a 

country-level accounting perspective, the U.S. incurs more costs than benefit; the U.S. incurs the 

aforementioned cost of $0.013 while the UK sees a cost savings of about $0.04 composed of the 

difference in social cost resulting from coal production and combustion versus the social cost 

attributed to LNG shipping, regasification, and combustion. Both the monetized global savings 

from LNG exports and the domestic cost of the embodied carbon are likely underestimates, as 

new evidence suggests the social cost of carbon may be several times larger than previously 

estimated.280 This is an important consideration because increased international fossil fuel trade 

has prompted the discussion for new climate policies that recognize the responsibility of 

embodied carbon contributions at all points in the supply chain of goods and services, including 

mechanisms to account for carbon emissions at the point of fossil fuel extraction281, 150. The 
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economic benefits of natural gas development explicitly for export needs to be analyzed against 

the monetized domestic social costs. These include environmental and public health risks, and 

potentially the expected increase in costs for domestic emissions reductions. This social cost 

differential may be important to consider as a component of the national interest determination, 

among other regional social costs of shale gas production such as air, water, and road impacts7-9. 

 

This study raises important policy implications for consideration in evaluating the national 

interest of LNG exports. From a global emissions perspective, this study has shown that 

exporting LNG can help to reduce life cycle GHG emissions from electricity generation and 

industrial heating. However, the extent to which this net reduction is realized depends on the end 

use of the fuel, the upstream methane leakage rate, the fuel displaced by the natural gas use, and 

the downstream consequences of the displaced fuel source. The downstream consequences of the 

fuel displacement, such as cheaper coal, can induce a rebound effect of additional fossil fuel 

consumption. While this may in fact increase net GHG emissions, it is important to also consider 

the economic benefits and accrued social benefits from the increased access to energy services. 

This demonstrates the complex interaction between environmental, social, and economic 

consequences that extend beyond what is captured through life cycle assessment and the current 

national interest determination. However, by quantifying both the direct GHG emissions from 

the LNG life cycle and the first order net impacts of fuel substitution and alternative end uses, 

the bounding scenarios in this study provide an important perspective in further informing the 

environmental component of the national interest discussion. In order to reduce the uncertainty 

of whether exports would result in a net global benefit, it would be most productive for U.S. 

policy to focus on incentivizing reductions in domestic fugitive emissions rates, including 

conducting more accurate and consistent leakage monitoring and indicting penalties for 

infractions, rather than prioritizing increased liquefaction, shipping, or regasification efficiency. 

Additionally, when discussing the national interest of LNG exports, it may be important for the 

U.S. to consider embodied carbon emissions in trade and identify the social cost accrued by the 

U.S. on behalf of global net GHG savings.  
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Chapter 5: Characterizing the Global Crude Trade and Quantifying 
the GHG Impact of Carbon Mitigation Policies 
 

 

5.1 Abstract 

In 2014, over 33 billion bbls of crude oil were produced globally. Of this total production, 

approximately 64% was traded internationally. This chapter begins by characterizing the 2014 

crude system by identifying country trade partners and volumes, and developing a network in 

which supply, imports, exports, and consumption are balanced across 62 countries. In total, this 

system is estimated to cost ~$3T and was responsible for emitting ~16.5 Gt CO2-eq, which 

equates to a third of 2010 global greenhouse gas emissions (49 +/-4.5 Gt CO2-eq). This chapter 

then explores the relationship between cost savings and GHG reductions through several 

optimization scenarios regarding supply flexibility, refinery input crude quality (API) flexibility, 

a global carbon budget, carbon accounting strategies, and individual country emissions 

allocations. The results of the optimization show that given a severely constrained carbon cap 

and unilateral, country specific carbon allocations, there are dynamic shifts within the system 

depending on the carbon accounting strategy employed. In order to minimize crude specific 

emissions to 3 Gt CO2-eq (the transportation portion, or ~14%, of suggested 21 Gt annual global 

cap), demand would need to decrease by about 80%. The cost-effectiveness of carbon mitigation 

under such a strict cap varies across accounting strategies. For example, under a consumer based 

accounting method whereby the consuming country is responsible for all embodied life cycle 

emissions, the carbon intensity is 4.1 mt CO2/mt consumed versus 3.9 mt CO2/mt consumed in 

the producer based and location based accounting scenarios. Furthermore, given no unilateral 

action (country specific carbon caps), total demand satisfied increases by over 40%. This is 

evidence of an important interaction between various climate policies, such as carbon accounting 

methods, a designated global carbon cap, and unilateral country specific emissions allocations 

that could inhibit cost-effective carbon mitigation if not considered from a systems perspective. 
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5.2 Introduction  

The previous chapter demonstrated that GHG accounting practices could unintentionally inhibit 

global emissions reductions. In the case of LNG exports, displacing domestic coal with US 

natural gas resulted in a monetized global benefit of $28/MWh, while costing the United States 

$13/MWh. In this chapter, I explore how these carbon accounting practices influence trade on a 

global scale using the global crude oil trade as an example. 

 

In 2014, global oil consumption reached over 33 billion bbls of crude282, with approximately 

49% of consumption by OECD countries and 51% by non-OECD countries. Crude consumption 

is disproportional to population, with the largest per capita consumption in North America and 

Europe (Figure 35). Between 2002 and 2013, Saudi Arabia and Russia were consistently the 

largest oil producers. United States oil production had been steadily declining from 1985 until 

about 2009 when production rapidly began to increase (Figure 36A). Between 2010 and 2014, 

US production increased by 14%, and the United States currently accounts for approximately 

13% of the world’s crude supply, making it the largest global producer of oil282 (Figure 36B). 

This estimate includes conventional crude oil, tight oil, oil sands, and natural gas liquids. While 

historically oil production has been from conventional sources, it is projected that the percentage 

of crude supply from unconventional sources may increase substantially in the future depending 

on resource constraints, fuel prices, elasticity of demand, and potential climate policies120. Of the 

over 32 billion bbls of oil produced each year, approximately 64% is exported from one country 

to another (21 billion bbls)282, primarily by international shipping (17 billion bbls121, or 83% of 

exports).  

 

International trade poses a challenge for climate change mitigation. While traditional climate 

policies tend to focus on unilateral mitigation measures (actions taken by individual countries 

acting independently), international transport of goods and services is a global sector. As a result, 

the responsibility for reducing GHG emissions associated with shipping do not fall within the 

jurisdiction of any individual country20. The lack of responsibility for trade emissions, combined 

with the asymmetry of unilateral climate mitigation strategies, creates an opportunity for carbon 

leakage138, 145-147. Carbon leakage occurs when action taken by countries to reduce emissions is 
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partially or wholly offset by increased emissions elsewhere in the world. In an effort to 

characterize current carbon leakage and identify the opportunity for leakage in the future, there  

 
Figure 35: Crude consumption per capita282 

 

has been increasing interest in quantifying embodied carbon in trade131, 283, 284. Additionally, 

strategies for mitigating carbon leakage have been theorized; one widely discussed set of 

strategies is called border control adjustments (BCAs)285. These are measures that would 

indirectly account for embodied carbon in traded goods, such as a border tax on imported goods. 

However, the implementation cost of such border adjustments would be high due to the 

complexity of regulation. Furthermore, there is concern that such measures would cause the cost 

of emissions reduction to shift from developed to developing countries146. 

 



! 112!

 
 

Figure 36: Crude production A) since 1985 by the 2014 top six producers, and B) by top 15 producers, accounting for 80% of 
total oil supply (2014)282 

 

As climate policies continue to become more stringent, the need to address carbon leakage and 

account for embodied carbon emissions will become imperative. Through international climate 

discussions, such as at COP21 in 2015, policy makers have come to the agreement that the 

average global temperature rise caused by greenhouse gas emissions should not exceed 2 °C 

above the preindustrial average global temperature143. In order to limit the average global 

temperature rise, climate models have demonstrated a limit to the cumulative emissions that can 

be sustained by the climate system. This limit is often referred to as the global carbon budget. 

The Intergovernmental Panel on Climate Change (IPCC) reported that this budget is in the range 

of 870-1,240 Gt CO2-eq between 2011-2050 in order to have a 56% chance of not exceeding this 

2°C temperature increase139. A recent study by McGlade and Ekins (2015) used an integrated 
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assessment model to explore the implications of this emissions limit for fossil fuel production139. 

In their scenario to keep average global surface temperature rise below 2°C for all years to 2200, 

they found 2050 GHG emissions must be constrained to 21 Gt CO2-eq. This is compared to the 

48 Gt CO2-eq emitted in 2010, and a baseline 2050 projection of 71 Gt CO2-eq given no 

emissions mitigation. This latter projection would result in less than 5°C global average 

temperature rise139. 

 

Metrics of global trade, such as cost and emissions, are often studied using environmentally 

extended economic input-output analysis131, 286, network analysis133-136, 287, or computable 

generalized equilibrium models (CGEs)137. The first two categories of trade analysis are 

characterization methods. They largely serve to describe the current state of interaction and 

detangle current emissions production to attribute embodied emissions. CGEs are linear 

optimization models based on economic interactions such as price elasticity of demand, trade 

elasticity, elasticity of substitution, welfare, etc. Economic models are the most commonly used 

method of assessing energy systems128. Energy-economic modeling can be traced back to the 

first computable generalized equilibrium (CGE) model developed by Hudson and Jorgenson in 

1974129. This subset of energy models typically requires many assumptions about international 

trade flow data, elasticity of substitution and transformation, and perfect substitution130. While 

the purpose of CGEs is to adequately represent global systems, the vast number of simplifying 

assumptions introduces substantial uncertainty. While other methods have been used to study 

energy trade patterns and emissions, such as input-output assessments131 and network analysis133-

136, 287, CGEs137, 288 remain the dominant energy modeling technique.  

 

In the early 1980s, CGEs shifted from models focusing specifically on energy and economics 

only to E3 models, or energy-economy-environment models127. Several studies have been done 

with CGE/climate model combinations such as TIAM-UCL model139 and ROMEO model120 

among others144, 289 to understand the implications of various policies on the global climate 

system. In particular, one commonly applied CGE used to study trade flows is called the Global 

Trade Analysis Project (GCAM). GCAM is an integrated assessment model that includes 

representations of the economy, energy sector, land use and water290. Another widely used 

international trade CGE model is the Global Trade Analysis Project (GTAP). GTAP is a multi-
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regional, multi-sector CGE model based on input-output models describing bilateral trade 

patterns, production, consumption, and intermediate use of commodities and services.  

 

The objective of this chapter is to explore the opportunities for cost and greenhouse gas savings 

within international trade and to identify how climate policies such as carbon budgets and BCAs 

can influence the cost-effectiveness of carbon mitigation using the global crude trade as a case 

study. Similar to the concept proposed by Stromman et al. (2008), I explore how shifting trade 

patterns can be used as a tool for carbon mitigation147. By using a simple linear optimization 

model based on a mass balance of country specific production, exports, imports, and 

consumption, I explore the extreme bounds of cost and emissions reductions under various 

climate policy scenarios and investigate the influence of carbon accounting strategies on the 

crude trade network in a transparent manner. While I make many simplifying assumptions that 

would otherwise be included in a typical CGE, this allows us to understand the interactions 

between different carbon mitigation measures without them being confounded by other variables 

such as price, fuel substation, etc. Additionally, these simplifications enable country specific 

exploration, as opposed to aggregating on regional level as is required for computationally 

intensive CGE models. Similar to other simplified models, this is a single industry model that 

assumes perfect foresight291. 

 

5.3 Methods 

Throughout this study, I consider international crude trade on a single year time scale. While 

CGE models characterize the progression of change over time as part of a feedback loop of price, 

supply, and demand, I use a single year time scale to understand how the global system would 

behave at its optimal configuration under various scenarios. The production and consumption 

parameters for the baseline model are from 2014. The global crude system I developed consists 

of 62 countries, accounting for 4,000 million metric tons of crude, or approximately 95% of total 

2014 production. As a proxy for both price and greenhouse gas emissions, I used API gravity 

which is a measure of density and is often taken as an indicator of crude quality. All data used to 

develop the trade network was aggregated from 2014 data whenever possible. Exceptions to this 

are indicated throughout the methods section.  
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5.3.1 Current Trade Network 

In order to quantify the potential for cost and emissions savings, I first needed to characterize the 

existing trade network. The volume of crude traded from each country to each other country are 

known and are compiled in existing, proprietary datasets; however, these datasets are not 

publicly available and are expensive to obtain22. Some of these data are published in aggregate 

form. For example, the BP Statistical Review contains trade data of totaled crude and petroleum 

products aggregated by region282, while other datasets such as the JODI-Oil Database publish 

imports and exports aggregated by country rather than in trade partner format showing the 

volume of crude exported from a specific country to another292. Other datasets have a high 

resolution of detail, but are only available for limited countries. For example, the EIA maintains 

a detailed database of crude imports to the United States by country293. A frequently used 

publicly available data source for international trade analysis is the United Nations database294. 

While comprehensive, these data are self-reported and therefore may be subject to reporting 

errors, missing data, or inconsistencies from year to year. As an example of a shortcoming of this 

dataset, the flows are not balanced; total imports do not necessarily equal total exports; in 2014 

petroleum imports totaled 14 billion bbls while imports totaled 8.7 billion bbls, a difference of 

~40% (assuming a specific gravity of .88, or 140 kg per bbl of crude). A summary of the crude 

trade data sources used in this analysis is outlined in Table 23.  

 
 

Table 23: Summary of relevant crude trade data used in this analysis 

Data Source Advantages Disadvantages 
BP Statistical Review282 Thorough, compiled from 

multiple sources, balanced 
Aggregated by regions, combines crude and 
products in trade matrix, does not include trade 
within regions 

UN Comtrade294 Reported by specific trade 
partner pairs 

Self reported data, reporters are inconsistent 
across years, imports do not match exports 

JODI database292 Country level detail Imports and Exports are aggregated by country 

IEA OECD matrix295 Crude only; country 
specific trade partners 

Does not include non-OECD imports  

Reuters vessel data121 Comprehensive, port to 
port data 

Does not include crude traded by pipeline 
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The first objective of this study was to aggregate these various data sources in order to 

characterize the global crude system, including production, imports, exports, and domestic 

consumption. By taking advantage of the positive attributes of each dataset, I was able to 

realistically mirror global trade. The 62 countries I included were chosen based on the 

availability and consistency of data for these countries across all data sets. While there is no clear 

method for validating this matrix without access to proprietary data, I did my best to ensure the 

system balanced and that the trade ratios (i.e. net importers and net exporters) were accurate 

through an iterative smoothing process implemented using linear optimization. 

 

To develop this global crude matrix, I first aggregated the UN Comtrade data with two other 

obtained data sources. From the Comtrade data, I included exports from 2014 reported under the 

HS commodity code 2709 (Petroleum oils, oils from bituminous minerals, crude). The second 

dataset is the IEA’s trade balance of OECD countries. This includes import/export data from 

2014 for 34 OECD countries, importing from 61 countries and exporting to 30 countries. The 

third dataset is of port-to-port oil tanker movements in 2015 obtained from Reuters121. This 

dataset includes approximately 25,000 vessel movements, with vessel capacities ranging from 56 

thousand bbls to 2 million bbls. In aggregating these datasets, I found some trade partners were 

reported only in one of the datasets, while others were reported in multiple datasets. Where a 

trade partner pair was reported in one dataset only, I used the reported quantity as the trade 

value. Where a trade partner pair was reported in two or three of the datasets, I used the 

maximum of the reported values. This was to account for the fact that some of the data was self-

reported and therefore might be biased towards underreporting trade values.  

 

In addition to international trade, I added domestic consumption of a country’s own production 

to the trade matrix. To do this, I obtained 2014 production and consumption data by country 

from the BP Statistical Review of World Energy282, and filled in missing country production and 

consumption data from the JODI-Oil database292. I assumed a country’s production minus its 

exports represented the domestic consumption of domestically produced oil. Therefore, the 

complete mass balance for any given country must be that annual production plus annual imports 

minus annual exports is equal to total consumption (refinery inputs). Because the compiled trade 
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partner pair data described above did not balance with the production and consumption data, I 

followed an iterative process to “smooth” out the trade data, thereby producing a self-consistent 

production, trade, and consumption matrix. This smoothing was done using a linear optimization. 

The decision variables were the trade values between partner pair countries. The optimization 

was constrained such that the ratio of trade among trade partners should be maintained as closely 

as possible to the trade ratios from the original compiled trade matrix. The objective of the model 

was therefore to minimize the sum of the absolute value of the differences between the optimized 

trade ratios and the original trade ratios. Rather than minimize the differences evenly across the 

system, however, the differences were weighted by the country’s contribution to supply and 

consumption such that larger consumers and producers were given higher importance in 

achieving correct trade ratios. 
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 !! − !!"!" !≥ 0!∀!!
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where !!"!" is the volume of crude traded from exporter ! to importer!!; !!"!"# is the designated 

proportion of exporter !’s product that can be traded with partner country !; !!"!"# is the 

designated proportion of importer !’s total imports that can be imported from partner country !; 

!! is the designated production volume of a given country; !! is the designated consumption 

volume of a given country; !! is the weight of the exporting country’s accuracy importance; ! is 

the total number of countries in the trade network. 
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Equation (2) ensures each country’s trade pattern balances such that its production plus its 

imports minus its exports is equal to its total consumption. Equation (3) ensures no country 

exports more crude than it produces. This assumes that no re-exports of imported product are 

allowed in the system (re-exports were < .06% of total exports in 2014 according to the UN 

Comtrade Database). 

 

5.3.2 Cost and GHG Emissions Associated with Trade 

5.3.2.1 API estimates 

In this model, both cost and emissions are based on the API of crude as a proxy for crude quality. 

The API gravity is a measure of a crude’s density relative to water, and can vary from <27° 

(heavy crude) to >50° (very light crude). Even within a given oil field, crude API can vary as a 

function of location and/or age of field production. Different crude qualities can be blended 

together to create a blended API. Refineries are able to accept a narrow range of blended crude 

APIs. Based on historical time series data showing average input blended APIs by PADD region 

for the United States between 1985 through 2015, this range tends to be ~3-7° (Figure 37). 

 
 

Figure 37: Blended refinery input API for the US and for PADD regions between 1985-2015 

To address the importance of crude quality on price and emissions, I compiled a comprehensive 

database of crude APIs produced within each country. This data was aggregated from the Knovel 

Crude Oil Assay Database296, a crude oil life cycle assessment conducted by the California Air 

Resources Board (CARB) which analyzed all crudes imported to California297, a report by the 
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International Council on Clean Transportation which compiled data on all crudes combusted 

within the European Union298, and estimates from the International Energy Agency (IEA)299. 

Each of these studies reported several API gravities of crudes from different countries. To 

determine the average API gravity of crude produced by each country as input to our model, I 

took the average of all crudes within a country in the aggregated dataset. Where a country was 

not represented within either of these three datasets, I used the average regional API estimated by 

the IEA299.   

 

5.3.2.2 Shipping Costs 

To estimate the baseline 2014 total crude network cost, I compiled cost data from fourteen 

benchmark crudes, ranging in API from 13 to 38 from Deloitte’s 2015 Oil and Gas Price 

Forecast report300. I use a line of best fit to represent the relationship between API and price. The 

line is fit as a differential between a crude’s API/price and that of Brent crude such that any price 

can be inputted for Brent to determine crude price as a function of API for the other crudes. 

Since this study is based on 2014 data, the 2014 average price for Brent crude oil was used as the 

baseline.  

 

In this model, shipping costs are estimating based on shipping distance and a oil tanker freight 

rate of $.004/ton-mile. This estimate is based on the Worldscale shipping rate (WS), which is 

widely used as the basis for shipping price negotiations between a ship owner and a charterer. 

The Worldscale rate is an annual reference rate based on the weighted average shipping 

distances, average bunker fuel price, port prices, etc for a standard vessel including four days of 

port time301. For example, in January-May of 2013, the WS varied between 36-43 $/ton for the 

route between West Africa and China302. Assuming an average WS of 40, and a distance of 

10,600 miles270, this equates to $.0037/ton-mile. The order of magnitude of this estimate is 

validated by several other sources303, 304. In reality, these costs would vary by ship size, fuel 

price, vessel demand, and load/discharge port. Shipping distances were modeled by the great 

circle distance based on a geographically representative subset of port locations from the World 

Port Index (WPI)305 (Figure 38). A circuity factor of 1.3 was applied to account for variations 

from the great circle path306. In future work, all ports could be included in the analysis and 

maritime shipping distances could be used. However, for this exploratory analysis, given 
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shipping emissions are approximately 3% of total cost and 2% of total emissions, these distance 

estimates are reasonable. 

 

 
Figure 38: A) Selected ports from the World Port Index 

 

5.3.2.3 Crude Life Cycle Emissions 

Crude emissions can be quantified according to life cycle stages. In this model, I include 

upstream (extraction), shipping, midstream (refining), and downstream (combustion) emissions. 

The relationship between crude and the emissions from these life cycle stages is complex and 

driven by several different factors such as extraction technique, vent-to-flare ratio, fugitive 

emissions, refinery configuration, finished product mix, etc. These are explored in detail by the 

Oil-Climate Index report307, which uses the Oil Production Greenhouse gas Emissions Estimator 

(OPGEE)308 model to estimate oil field specific extraction emissions and the Petroleum Refinery 

Life Cycle Inventory Model (PRELIM)309 to estimate midstream emissions. While API alone 

does not determine life cycle emissions of a given crude, as demonstrated by the Oil-Climate 

Index report307, it is highly correlated with life cycle emissions. Therefore, in this study I use API 

as a proxy for crude-specific emissions from each life cycle stage, based on a linear fit of the 

results in the report. The exception to this is for upstream emissions, where the linear 

interpolation for points above the API range used to generate the line would result in negative 

emissions for very light crudes. To adjust for this, I assumed any crudes with API over 45 would 
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have the same upstream emissions factor, and revised the best fit line accordingly. While the 

report is specific to United States default refinery configurations, product mix, and transportation 

end use, I take these emissions to be generally representative of global midstream and 

downstream emissions in absence of country specific additional data. Shipping emissions in this 

study are quantified based on the port-to-port distances described above and shipping emissions 

of .005 kg/t-km122. This emissions factor was a bottom up estimate based on crude vessel sizes 

and the portion of time spent idling at port or otherwise operating in inefficient modes. This 

value was validated by estimating a shipping emissions factor; assuming residual fuel oil is used 

with an energy intensity of 14 KJ/ton-km (from GREET310) and emissions factor of 77.4 t 

CO2/TJ consistent with the assumption used by the IPCC42, the calculated shipping emissions 

factor is .00108 kg CO2-e/t-km. This is reasonable because it is on the same order of magnitude, 

and slightly lower as expected due to operational factors and vessel capacity not being taken into 

account. While the emissions factor is treated deterministically in this model, future work could 

treat it stochastically to capture the uncertainty in emissions as well as the variability in ship size 

and fraction of the voyage spent in each engine operating mode. 

 

5.3.3 Optimized Trade Network 

The linear models representing the relationship between crude API and cost/emissions can be 

used both to characterize the existing global system, as well as to assess the changes in 

cost/emissions resulting from variations in the global crude system. Because cost and emissions 

are presented as a function of API and distance, any different pattern of trade can be analyzed as 

long as the average API blend being produced by each country is known. 

 

After characterizing the existing global crude system, the next step is to explore the potential that 

exists within the network to reduce cost and greenhouse gas emissions. To do this I developed a 

second linear optimization model to compute optimal trade partner pairs while meeting global 

crude consumption. The basic model is described below: 
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with respect to  
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 ∀! ∈ 1,… ,! , ! ∈ 1,… ,!  

subject to 

 !!"!" = !! !!∀!!
!!!   

 (5) 

 

optional supply constraint:

 (6) 

 !!"!" = !! !!∀!!
!!!  

 

optional API blend constraint: 

 !"#!!!"!" = !!"!"!
!!! !!"#! !!∀!!

!!!  

 (7) 

 

where: 

!!!" = ! (!"#! ∗ 0.87!+ !66) ∗ .0000073 ($/million mt) 

!!" = 1.8!($B/(million mt – million km)) 

!"#! is the average API produced in a given country 

!"#! is the target weighted average API consumed by a given country 

!!" is the distance between exporter ! and importer ! 
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This optimization model can be adjusted in several different ways to address a series of research 

questions: First, I look at a scenario where production and consumption are both constrained. 

This represents how trade partner pairs can be redistributed to reduce global GHG emissions and 

total system cost without any additional changes to the system. This supply and demand-

constrained model is then compared to a model without supply constraints, which identifies the 

theoretical optimal crude producers to meet current crude demand. Both of these models 

additionally can be run requiring the weighted average crude mix consumed by each country to 

be equivalent to that of the current trade network, or allowing the crude mix to vary freely. If a 

country’s crude API blend changes beyond what can currently be processed by that country’s 

refinery portfolio, that country would need to invest in refinery updates to reconfigure the 

refinery to accept the new crude blend. 

 

To evaluate the cost of such an investment, I used the Nelson Complexity Index (NCI)311. The 

NCI is a relative measure of the construction cost for a unit to upgrade a refinery compared to the 

cost of a distillation unit. While the complexity of a refinery does not specifically determine the 

API of the crude it can accept as input, the two parameters are highly correlated (Figure 45A). I 

use a comparison of NCI and average crude blend for refineries across the United States312 to 

develop a linear model describing NCI as a function of API. Using this linear interpolation, I 

characterize the current average refinery by country based on the weighted average API blend 

consumed given the current trade matrix, and the optimal blend given the optimized trade matrix. 

Traditionally, a formula has been used to estimate the valuation of a refinery based on its 

complexity. This formula is a refinery’s NCI multiplied by its capacity (bbls/day) times a 

valuation factor of $300 per bbl/day-complexity313. Therefore, to estimate the cost of investments 

required by each country to accept the optimal crude blend, I converted annual consumption to 

daily consumption, and multiplied it by the difference in NCI and the valuation factor. Valuation 

of a refinery is typically a third of the cost of constructing a new unit, but varies as a function of 

capacity. Therefore, this cost calculation is an underestimate of the actual refinery investments.  

 

5.3.4 Climate Policy Scenarios 

In addition to estimating the potential for cost and greenhouse gas savings within the 2014 crude 

system assumptions, I can use this optimization model to characterize the dynamics within the 
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system resulting from various climate policies. For example, I can implement a carbon tax across 

the system and set the objective to minimize total cost, consisting of crude cost, shipping cost, 

and GHG emissions times the carbon tax. This multi-objective optimization allows for the 

development of a Pareto frontier describing the tradeoffs in cost and emissions. As a starting 

point, I set the carbon tax at $13/mt CO2-e, which is consistent with the 2015 social cost of 

carbon ($2015, 5% discount rate) as estimated by the Interagency Working Group on the Social 

Cost of Carbon256 and vary it parametrically up to $300/mt. 

Additionally, I can set a global carbon cap across the system. To do this, I first determined each 

country’s allocated portion of total emissions based on the estimated 2020 GHG targets as 

determined by each country’s nationally determined contribution (NDC) resulting from the 

Conference of the Parties (COP) 21 in Paris in 2015314. If no 2020 or 2025 estimate was present 

in the data for a given country, I instead used 2012 emissions value reported by the World 

Resources Institute (WRI)315. These allocations indicate that if a carbon budget exists restricting 

emissions, each country in turn would have to restrict emissions based on its proportional 2020 

emissions targets. For example, if a country’s NDC target results in it emitting 10% of 2020 

emissions, it would be allocated 10% of any future global carbon budget. Currently, the 

transportation sector contributes 14% of global emissions316. Assuming, this portion of total 

emissions approximately represents crude’s contribution to global emissions, I attribute 14% of 

any global carbon budget as the carbon budget specific to the crude trade. For example, given a 

global carbon budget of 21 Gt CO2-eq, the associated crude carbon budget would be 3 Gt CO2-

eq. 

 

For both of these climate policy optimization scenarios, I can implement different carbon 

accounting strategies in order to explore the underlying dynamics of carbon leakage and 

embodied carbon. For example, in one carbon accounting strategy, the upstream producer was 

held accountable for upstream emissions, while the consumer was held responsible for the 

shipping, midstream, and downstream emissions. This assumes all refined products are used in 

that country, rather than being exported elsewhere. A second carbon accounting strategy was 

implemented in which the consumer was held responsible for all embodied emissions, including 

upstream extraction emissions. Finally, in a third carbon accounting strategy, upstream producers 



! 125!

were held responsible for all embodied emissions throughout the crude life cycle. The climate 

policy scenario modifications to the optimization are as follows: 

 

Optional carbon budget constraints: 

!!"!" ∗ !"!!!" + !"!!"!!" + !"!!!"# + !"!!!"#!!
!
! = !"!!"  (8) 

 

• Scenario 1 (location based): 

!"!!!"!!"!"!
! + ! !!"!" ∗ !"!!"!!" + !"!!!"# + !"!!!"#!! =! !"!!!! ∗ !"!!" ∀! (9) 

 

• Scenario 2 (producer based): 

!!"!" ∗ !"!!!" + !"!!"!!" + !"!!!"# + !"!!!"#!
! =! !"!!!! ∗ !"!!" ∀!            (10) 

 

• Scenario 3 (consumer based): 

!!"!" ∗ !"!!!" + !"!!"!!" + !"!!!"# + !"!!!"!!! =! !"!!!! ∗ !"!!" ∀!  (11) 

 

where: 

!"!!!" = ! (−3.0 ∗ API! + 180) ∗ (.0073) (million mt CO2/million mt crude) 

!"!!!"# = ! (−1.4 ∗ API! + 81) ∗ (.0073) (million mt CO2/million mt crude) 

!"!!!"# = ! (−3.3 ∗ !"#! + 544) ∗ (.0073) (million mt CO2/million mt crude) 

!"!!" is the total global carbon budget 

!"!!! is the fraction of total GHG emissions allocated to country ! 

!"!!" = 16!(million mt CO2/(million mt – million km)) 

 

If the carbon constraints bound the problem such that meeting demand !!!" is infeasible, 

instead of minimizing total cost, I minimize the difference between the calculated 

consumption and the target consumption !!!": 

 

Minimize! !"# !!"!"!
!!!

!"#!$#"%!"!
!"#$%&'()"#

− !!!!!!"!!
!"#$%!

!"#$%&'()"#

!
!!! !             (12) 
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5.4 Results 

5.4.1 Balanced 2014 Trade Matrix 

The baseline 2014 global crude system developed in this analysis includes 62 countries 

representing 95% of total crude production. In this trade matrix, the sum of each country’s 

production and imports equals its exports plus consumption (Figure 39). From these balances, it 

is clear which countries are net importers, net exporters, or largely domestic consumers of their 

own crude production. 

 

The trade pathways showing the spatial distribution of trade can be seen in Figure 40. This figure 

was developed in ArcGIS using the estimated 2014 trade matrix. The figure shows 

imports/exports but does not indicate consumption of crude produced domestically. In the figure, 

the flow of the crude is represented by colored lines, indicating very light flows (green) to high 

volume flows (red).  
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Figure 39: Production, consumption, and trade mass balance by country. Net importers are indicated with a *.  
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Figure 40: Global crude trade flows in 2014 

 

5.4.2 Emissions Estimates 

The upstream, midstream, and downstream emissions for a given crude is estimated based on the 

Oil-Climate Index (OCI) report307. While API alone does not determine life cycle emissions of a 

given crude, it is generally correlated with life cycle emissions. Therefore, in this study I use API 

as a proxy for crude-specific emissions from each life cycle stage, based on a linear fit of the 

results in the report. The upstream, midstream, and downstream emissions were estimated by 

linear fits to the results of the Oil-Climate Index report as shown in equations (13)-(15)307.  

 

 

!"!!" = !−3.9!×!!"# + 186  (13) 

!"!!"# = !−1.4!×!!"# + 81  (14) 

!"!!"# = !−4.4!×!!"# + 600  (15) 

 

 

Mill$mtoe$
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The emissions associated with these trade flows were calculated according to the three different 

carbon accounting strategies and can be seen in (Figure 41). Figure 41A shows the emissions by 

country given producers are responsible for extraction emissions and consumers are responsible 

for all other life cycle emissions. In contrast, Figure 41B shows embodied life cycle carbon 

emissions being attributed to the upstream producer, while Figure 41C shows embodied life 

cycle emissions being attributed to the downstream consumer. Figure 42 shows the relative 

impact of each of these carbon accounting methods for each country. In this figure, if the three 

accounting measures each have a third of the total (see Argentina for example), then that 

country’s emissions are not sensitive to the accounting strategy used. If instead, however, one 

color dominates the bar, that country is highly sensitive to the carbon accounting method. For 

example, using a production-based carbon accounting strategy would greatly affect Yemen’s 

emissions profile. Due to the asymmetric impact of carbon accounting methods on different 

countries, any global carbon accounting policy should carefully consider equity issues such as 

economic impact to developing countries.  
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Figure 41: Greenhouse gas emissions from crude trade by country in 2014 assuming A) upstream emissions are attributed to 
producer, all other emissions to consumer, B) all life cycle emissions are attributed to the upstream producer, and C) all life cycle 
emissions are attributed to downstream consumer 
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Figure 42: Relative impact of location, production, and consumption based carbon accounting methods on country emissions 
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5.4.3 Cost Estimates 

The linear cost model representing crude cost as a function of crude API was developed from 

thirteen benchmark crudes (Figure 43). It is expressed as a differential from Brent (API of 38). In 

this analysis, because 2014 is the baseline year, I use the 2014 average price of Brent 

($99/bbl)300. 

 

 

I use these costs, combined with the shipping cost as a function of distance and quantity shipped, 

to estimate cost of each country’s consumption for the 2014 trade network. I then compare this to 

the optimized network (Table 24).  

 

When minimizing by cost, the least cost scenario is to allow any country to produce an 

unconstrained volume of crude. This allows the cost to drop from $3T to $2.4T ($590/mt 

consumed), and also results in GHG increase of approximately 4.5 Gt CO2. Allowing supply to 

vary freely but constraining the weighted average consumed API gravity by country to remain 

the same as in the baseline 2014 network also decreases costs by ~$230B across the system to 

$690/mt crude consumed.  
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Table 24: Summary of scenario results. Cost = cost minimized, demand constraints only; Cost_SL = cost minimized, supply and 
demand constrained; Cost_API = cost minimized, demand and API constrained; GHG = GHG minimized; GHG_SL = GHG 
minimized, supply and demand constrained; GHG_API = GHG minimized, demand and API constrained 
 Baseline Minimize Cost Minimize Emissions (SCC) 
  Cost Cost_SL Cost_API GHG GHG_SL GHG_API 

Cost ($T) 
Shipping 0.14 0.07 0.02 0.00 0.09 0.02 0.01 

Crude 2.8 2.3 2.73 2.77 3.35 2.73 2.86 
Total 3.0 2.4 2.75 2.77 3.46 2.75 2.86 

GHG 
(Gt CO2-e) 

Shipping 0.3 0.15 0.04 0.01 .19 0.04 0.01 
Crude 16.1 20.31 16.4 16.08 10.9 16.4 15.30 
Total 16.5 20.46 16.43 16.08 11.09 16.4 15.31 

Consumption (mill mt) 4000 4000 4000 4000 4000 4000 4000 

$/mt consumed 750 590 688 693 865 688 715 

GHG/mt consumed 4.0 5.1 4.1 4.0 2.8 4.1 3.8 
 
 

As seen in Figure 44, some countries realized cost savings as a result of the optimization, while 

some countries experienced loses (see Table 26 for additional detailed cost results). This is 

primarily a result of shifting crude consumption rather than shipping savings; shipping savings 

costs are nominal relative to crude savings for a given country. As an example of a country with 

a high potential for reducing cost, the United States, has the potential to save on the order of a 

hundred billion dollars. These savings arise from consuming domestically produced crude only 

in the optimized model, rather than importing crude.  

 

 

 
Figure 44: Cost savings from the optimized network over the 2014 network, where demand was constrained to 2014 
levels, but supply by country and consumed blended API were allowed to vary freely 
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However, the savings from the optimized network would not be realized for  some countries that 

might need to invest in refinery upgrades in order to accommodate heavier crudes. The degree to 

which countries must invest in their refinery infrastructure varies significantly, and depends on 

the weighted average blended API designated by the optimized network as compared to the  

Figure 45: A) NCI as a function of API, B) top ten net cost saving countries with refinery investments at construction costs equal 
to the refinery valuation amortized over 20 years at 5% interest rate, and C) total refinery investment construction costs 
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baseline blended API (Figure 45A). Figure 45B shows the top ten cost saving countries, net of 

refinery investments amortized over 20 years at a 5% interest rate. This assumes the refinery  

valuation determined by the change in NCI is equal to the construction cost (Figure 45). If the 

construction cost is double or three times the cost of the valuation, some countries no longer 

realize a cost savings net of these investments.  

 

When minimizing total GHG emissions across the system, there are again distinct differences in 

cost and emissions savings across the three scenarios. Allowing supply to diverge from 2014 

production provides for global GHG savings of 6 Gt CO2 for the same total system cost as the 

baseline. Using this model, in addition to minimizing based on the objectives of total cost or total 

greenhouse gas emissions, I also perform a multi-objective optimization to assess tradeoffs in 

carbon price versus emissions reductions. In this optimization, the objective function is the sum 

of monetized GHG emissions (weighted by the given social cost of carbon) and the total system 

cost (from crude purchases and shipping). Figure 46A shows a Pareto frontier of tradeoffs 

between total cost and GHG emissions.  The extreme end points represent the cost minimized 

system (SCC = $0/mt) and the GHG minimized system, respectively. The points between these 

extremes illustrate the influence of parametrically varied SCC between $13/mt (2015 SCC, 5% 

discount rate) to $300/mt. This figure shows that there is a threshold between $110 and $120/mt 

where there is a significant emissions reduction and cost increase. Figure 47B shows the change 

in cost over the savings in GHG emissions. For lower SCCs that incentivize an emissions 

reduction, the GHG savings are expensive. For example, at a SCC of $66/mt, every Gt of CO2 

avoided costs $22T. However, as the SCC increases, the cost of avoided emissions decreases 

until it reaches the limit of the GHG minimized scenario ($8.7T/Gt). 
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Figure 46: A) Pareto frontier between total cost and total GHG emissions, and B) dollars spent per mt CO2 avoided, as a function 
of social cost of carbon 

 

5.4.4 Climate Policy Scenarios 

The optimized trade network under a global carbon budget is designed so that each country is 

allocated a portion of the global budget. This allocation is characterized by the NDCs resulting 

from COP21, suggesting that the ratio of emissions contributions will remain consistent with the 

ratio of committed 2020 COP21 targets in the future. The percentage of total carbon emissions 

allocated to each region is shown in Figure 47. These limits can either be set as absolute limits, 

or the model can be run such that a country pays a carbon tax for any emissions above its 

allocated budget. The latter formulation, with a global carbon budget and payments made to 

exceed individual country allocations, mimics a global cap and trade policy.  

 

 

A B 
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In addition to designating emissions allocations by country, the climate policy version of the 

model must also be specified with a carbon accounting strategy. As previously discussed, the 

three main accounting strategies are 1) location based, in which the upstream emissions are 

allocated to the producer and all other life cycle emissions are allocated to the consumer, 2) 

production based, in which all embodied life cycle emissions are allocated to the producer, and 

3) consumption based, in which all allocated life cycle emissions are allocated to the consumer. 

In this model, each country tries to stay as close to its demand as possible while remaining within 

its carbon budget. The results of the optimization are summarized in Table 25, and detailed 

results can be found in Table 26 through Table 28. These results demonstrate that the trade 

matrix shifts dynamically depending on which accounting strategy is chosen. For example, 

Figure 48 shows how the crude producing countries shift under different scenarios. For 

reference, Figure 49 shows the average API produced by each country.  

  

Figure 47: Proportion of carbon budget allocated by region according to NDCs from COP21 
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Figure 49: Produced crude average API gravity for each country 

 

 
Table 25: Summary of optimization results under a 3 Gt global carbon budget. 3GT_L = location based carbon accounting; 
3GT_P = production based carbon accounting; 3GT_C = consumption based carbon accounting 

  Carbon Budget, Maximize Demand 
 Baseline 3GT_L 3GT_P 3GT_C 

Cost ($T) 
Shipping 0.14 0 0 0.02 
Crude 2.8 0.55 0.54 0.5 
Total 3.0 0.55 0.55 0.52 

GHG 
(Gt CO2-e) 

Shipping 0.3 0.01 0 0.05 
Crude 16.1 3.0 3 2.95 
Total 16.5 3.0 3 3 

Consumption (mill mt) 4000 770 770 730 
$/mt consumed 750 714 714 712 
mt CO2/mt consumed 4.0 3.9 3.9 4.1 
$/mt CO2 190 183 183 173 

 
 

Figure 48: Crude producing countries by percentage of total production in A) location-based, B) producer-based, and C) consumer-based  
carbon accounting strategy under the 3GT global crude carbon cap.  
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Regardless of the specific carbon accounting scenario, a strict 3 Gt carbon budget would 

constrain demand to at most 770 million mt per year (an 80% decrease over the 2014 baseline 

consumption) (Table 25). When considering specific accounting strategies, the different methods 

for carbon emissions attribution influences the total demand that can be satisfied while 

maintaining a global carbon budget of 3 Gt. For example, the location and production based 

models enable 770 million mt worth of demand to be met, while the consumer based methods 

only allows for 730 million mt. Because cost increases with API and emissions decrease with 

API, each country must balance its cost against its carbon budget. When consumers are only 

concerned with meeting demand and do not need to take shipping, midstream, and downstream 

emissions from their own consumption into account, they prioritize low cost crudes (high APIs) 

over lower emitting light crudes. Under a producer-based carbon accounting strategy, consuming 

countries are not incentivized to participate in mitigation efforts. 

 

While consumption based accounting methods of embodied carbon are widely discussed as 

potential border carbon accounting measures, this model shows the ratio of total emissions to 

total consumed is 4.1 mt CO2/mt consumed, which is higher than the 4.0 mt CO2/mt ratio found 

for the baseline and 3.9 mt CO2/mt for other two carbon accounting strategies. Therefore, 

consumption based accounting does not allow the global system to satisfy as much demand as a 

production based accounting method would. This strategy also results in a 10% higher carbon 

intensity.  

 

All three of the scenarios discussed in the previous paragraph assume each country is allocated a 

specific fraction of the global carbon budget based on the ratio of COP21 NDC emissions targets 

for 2020. However, if this allocation constraint is relaxed, the total demand that can be satisfied 

increases to 1100 million mt for a cost of $930B ($850/mt consumed). Therefore, without 

unilateral carbon limits, the volume of demand satisfied increases by over 40%, for a lower cost 

per unit consumed than under the consumption based carbon accounting method with country 

specific carbon targets. This demonstrates there may be competing influences among the 

interactions between NDCs and carbon accounting strategies in the long run that could inhibit the 

cost effectiveness of climate change mitigation efforts. However, the results of the scenario 

without NDC based country specific carbon budgets shows the available crude is consumed by a 
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limited number of countries; only ten countries receive crude, compared to 56 consuming 

product in the consumption based model. Therefore, while potentially resulting in a lower total 

volume of crude consumption across the system, unilateral carbon budgets acting within a global 

carbon budget could be used as a mechanism for promoting equity.    

 

5.5 Model Limitations 
The optimization model developed for this analysis is a single-industry model that assumes 

perfect foresight. As a result, it explores climate policy as though it were applied to a single 

industry only; it does not take into consideration the competition with other economic activities 

for factors of production nor does it consider substitution of crude for other products. Although 

substitution effects from direct crude consumption are minimal compared to substitution effects 

of coal versus natural gas for example, there are other industries that would be affected by such 

substitutions such as the petro-chemical sector can substitute petroleum-based inputs for natural 

gas based inputs. Additionally, because this is an optimization model, it represents the extremes 

of what is possible; it is not intended to replicate historical trade patterns nor predict future trade 

patterns.  

Another limitation is that several simplifying assumptions were applied throughout the model. 

These assumptions include unlimited reserves by country, constant costs as a function of API 

only, constant shipping costs, and politically unrestrained trade interactions between countries. 

Additionally, the crude balance (production minus exports plus imports) does not take into 

account the trade of refined products, which would add an important degree of flexibility within 

the system. Although these assumptions serve as a departure from reality, they also enable the 

model to be straightforward, so the causal relationships between policy and shifting trade 

patterns can be readily interpreted. Finally, this model is based on deterministic estimates of life 

cycle crude emissions, shipping emissions factors, etc rather than stochastically considering the 

underlying uncertainty and variability intrinsic to these parameters.  

5.6 Discussion 

This exploratory analysis characterizes the current global crude system by aggregating multiple 

partial data sources and using linear optimization to ensure a mass balance across each country’s 
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production, imports, exports, and consumption. Using this network, I then quantify each 

country’s emissions contributions according to three different carbon accounting strategies. 

These carbon accounting strategies could be used to issue border carbon adjustments (BCAs) or 

other policies targeted at avoiding carbon leakage. However, by quantifying emissions according 

to the three strategies (location based, producer based, and consumer based), different accounting 

practices impact countries differently. In particular, countries in Africa and Europe are most 

affected by the specified strategy because they tend to be largely net exporters and importers, 

respectively. Countries with a balance of crude exports and imports, such as the United States, 

China, Canada, and Russia do not experience meaningful shifts in emissions across the 

accounting scenarios. This suggests that the crude sector is unique from other trade sectors. 

Typically, the United States is characterized as an extreme net emissions importer, while China 

and Russia are net exporters131. However, in the case of global crude trade, emerging markets are 

not the primary exporters of embodied carbon. Therefore, carbon leakage from climate policies 

targeting crude based emissions may not be a significant threat to undermining carbon 

mitigation. This would suggest that BCAs may not be necessary, and in fact may asymmetrically 

harm developing countries in Africa depending on the accounting strategy implemented. There 

may be other sectors besides the petroleum sector where the traditional trend in emissions flows 

are not observed. Therefore, any BCA should not be applied unilaterally on imports or exports; 

instead it is important to first consider the unique network dynamics within any given sector to 

assess the potential for carbon leakage. 

 

In addition to exploring the current petroleum trade network, in this analysis I developed an 

optimization to quantify the potential for cost savings and greenhouse gas mitigation within the 

framework of existing consumption patterns. From this optimization, some countries have the 

potential for large cost savings at the expense of other countries. However, in order to realize 

these savings, some countries would have to invest in refinery upgrades in order to accept 

heavier crude blends. These estimated investments can be up to $10B, although because the 

estimate is based on refinery valuation rather than construction cost, the real cost of investment 

could be up to three times higher. What is important to note, however, is that the trade network 

under the optimized 2014 scenario is not mirrored in the optimized trade network under a tight 

carbon budget. Therefore, private companies seeking to minimize their own costs in today’s 
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global crude system may be making infrastructure investments that pay off in the short term, but 

would be inefficient under a future carbon constrained system.  

 

The future carbon constrained system depicted in this analysis is based on the carbon budget of 

21 Gt CO2-eq in 2050, which would likely maintain average global temperature rise below 2 °C 

temperature increase through 2020139. Assuming crude is associated with 14% of total annual 

emissions, this translates to a crude carbon budget of 3 Gt CO2-eq. I found that to achieve this 

carbon budget, under an optimal trade network, consumption would have to decrease from about 

33 billion bbls of crude to about 5.8 billion bbls of crude, a reduction of approximately 80%. 

Because this is an optimized system, and any price elasticity of demand, substitution effects, 

political trade preferences, etc would only serve to increase the percentage by which crude 

consumption must decrease to achieve this global carbon budget.  

 

Finally, under such an extreme global carbon budget, the carbon accounting strategy used to 

track emissions would become influential in determining the structure of the trade network. In 

the case of crude trade, where emissions decrease as a function of API while price increases as a 

function of API, countries face tradeoffs in reducing their cost and reducing their emissions. 

Therefore, I find that a production based carbon accounting is inefficient; countries with spare 

allocation in their carbon budgets will produce heavy crude for other countries to buy cheaply, 

while countries with light, lower emissions crudes will not produce at all. Conversely, given a 

consumption based carbon accounting strategy, consumers will prioritize emissions over cost in 

order to squeeze more consumption out of their limited carbon budgets. While I found that in 

today’s global crude system carbon accounting practices might be largely ineffective, they may 

prove to be a powerful tool in avoiding carbon leakage and ensuring the most effective 

mitigation measures in a severely carbon constrained future.   
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5.7 Appendix to Chapter 5 
 
The following tables present detailed model results across all scenarios. The baseline is the 2014 
trade network. 
 
Cost = cost minimized, demand constraints only 
Cost_supply = cost minimized, supply and demand constrained 
Cost_API = cost minimized, demand and API constrained 
GHG = GHG minimized 
GHG_supply = GHG minimized, supply and demand constrained 
GHG_API = GHG minimized, demand and API constrained 
3GT = 3 Gt carbon cap, no NDC constraints 
3GT_Location = location based carbon accounting, 3 GT carbon cap 
3GT_Producer= production based carbon accounting, 3 GT carbon cap 
3GT_Consumer = consumption based carbon accounting, 3 GT carbon cap 
 

 
Table 26: Detailed cost results by country for each scenario ($B) 

 Baseline Cost Cost 
supply 

Cost 
API 

GHG GHG 
supply 

GHG 
API 

3GT 3GT 
location 

3GT 
producer 

3GT 
consumer 

Algeria 0 12 16 16 18 16 17 0 3 0 4 
Angola 1 1 1 1 2 1 1 0 1 0 2 
Argentina 19 17 19 18 25 19 19 0 5 5 6 
Australia 28 25 28 27 35 28 27 0 11 0 7 
Bangladesh 0 0 0 0 0 0 0 0 0 0 0 
Belgium 26 19 23 23 29 24 24 0 2 14 2 
Brazil 86 81 87 85 122 87 87 0 9 29 25 
Brunei 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.0 0.1 
Bulgaria 0 0 0 0 0 0 0 0 0 0 0 
Canada 67 65 65 65 99 65 66 0 0 0 10 
Chile 10 9 10 10 13 10 10 0 1 0 1 
China 369 316 366 342 446 366 350 446 156 114 104 
Colombia 10 9 10 10 14 10 10 0 0 0 3 
Congo 0 0 0 0 0 0 0 0 0 0 0 
Denmark 7 5 6 6 8 6 6 0 1 6 1 
Ecuador 8 8 8 8 12 8 8 0 0 0 2 
Egypt 34 26 30 29 37 30 30 0 4 0 4 
Equatorial_
Guinea 

0 0 0 0 0 0 0 0 0 0 0 

Finland 8 6 7 7 8 7 7 0 1 7 1 
France 65 50 64 60 74 64 62 0 7 0 7 
Gabon 0 0 0 0 0 0 0 0 0 0 0 
Germany 99 72 82 86 107 82 89 0 12 13 14 
Greece 13 9 11 11 14 11 11 0 1 11 2 
India 168 121 143 160 171 143 170 0 60 59 44 
Indonesia 49 40 52 47 56 52 48 56 28 37 22 
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Iran 69 62 69 68 89 69 71 0 10 14 7 
Iraq 19 16 19 18 23 19 19 0 3 0 3 
Ireland 6 4 5 5 6 5 5 0 1 0 1 
Israel 10 7 8 8 10 8 9 0 1 0 2 
Italy 45 37 43 38 55 43 38 0 0 0 6 
Japan 190 129 155 174 184 155 184 150 24 13 19 
Korea 103 68 81 96 100 81 100 100 11 82 9 
Kuwait 16 15 16 16 21 16 16 0 2 0 2 
Lithuania 0 0 0 0 0 0 0 0 0 0 0 
Malaysia 30 24 29 29 33 29 30 33 8 0 5 
Mexico 63 55 63 62 83 63 63 0 9 0 11 
Netherlands 35 26 31 31 38 31 32 0 3 32 3 
New_Zeala
nd 

6 5 5 5 7 5 5 0 1 0 1 

Nigeria 2 2 2 2 3 2 2 0 2 2 3 
Norway 9 7 8 8 10 8 8 0 1 4 1 
Oman 7 6 8 7 9 7 7 0 2 3 1 
Pakistan 0 0 0 0 0 0 0 0 0 0 0 
Peru 6 6 6 6 8 6 6 0 0 3 2 
Philippines 14 10 11 13 13 11 13 13 3 0 2 
Poland 25 15 18 20 23 18 21 0 7 0 7 
Portugal 9 7 10 8 11 10 9 0 1 0 1 
Qatar 8 7 8 8 10 8 8 0 1 8 1 
Romania 9 6 7 8 9 7 8 0 2 0 2 
Russia 117 95 114 115 139 114 118 0 33 0 36 
Saudi_Arab
ia 

109 94 109 108 136 109 111 0 7 28 6 

Singapore 65 45 53 59 62 54 62 62 1 8 1 
South_Afric
a 

19 16 18 18 23 18 18 0 6 0 5 

Spain 50 38 47 46 58 47 48 0 5 0 5 
Sudan 0 0 0 0 0 0 0 0 0 0 0 
Sweden 13 9 11 11 14 11 12 0 1 0 1 
Syria 0 0 0 0 0 0 0 0 0 0 0 
Thailand 44 35 42 41 49 42 42 49 6 0 4 
Trinidad_T
obago 

1 1 1 1 2 1 1 0 1 1 1 

Tunisia 2 1 2 2 2 2 2 0 0 0 1 
Turkey 23 18 21 21 26 21 22 0 6 23 7 
Ukraine 0 0 0 0 0 0 0 0 0 0 0 
UAE 31 26 31 30 37 31 31 0 3 0 2 
UK 59 45 55 54 67 55 56 0 7 29 9 
US 616 498 576 587 754 577 605 0 74 0 92 
Venezuela 25 25 25 25 38 25 25 0 0 0 5 
Vietnam 15 13 15 14 18 15 15 18 4 0 3 
Yemen 0 0 0 0 0 0 0 0 0 0 0 
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Table 27: Production by country for each modeled scenario (million metric tons) 

 Baseline Cost Cost 
supply 

Cost_API GHG GHG 
supply 

GHG 
API 

3GT 3GT 
location 

3GT 
producer 

3GT 
consumer 

Algeria 46 0 66 0 0 66 0 0 0 4 0 
Angola 83 0 83 0 0 83 0 0 10 3 0 
Argentina 29 0 29 0 0 29 0 0 0 7 0 
Australia 19 0 19 36 0 19 38 0 0 11 0 
Bangladesh 0 0 0 168 0 0 312 0 91 5 0 
Belgium 0 0 0 0 0 0 0 0 0 2 0 
Brazil 122 0 122 111 0 122 130 0 89 27 0 
Brunei 6 0 6 0 0 6 0 0 1 0 0 
Bulgaria 0 0 0 0 0 0 0 0 19 1 0 
Canada 211 3997 210 224 0 206 113 0 59 12 411 
Chile 0 0 0 13 0 0 14 0 0 2 0 
China 211 0 211 471 0 211 499 0 47 174 0 
Colombia 52 0 53 14 0 53 15 0 18 3 0 
Congo 15 0 15 1987 0 15 1600 0 40 6 0 
Denmark 8 0 8 0 0 8 0 0 0 1 0 
Ecuador 29 0 30 9 0 30 13 0 11 2 0 
Egypt 35 0 35 0 0 35 0 0 0 5 0 
Equatorial_Guinea 13 0 13 0 0 13 0 0 3 0 0 
Finland 0 0 0 0 0 0 0 0 0 1 0 
France 1 0 1 0 0 1 0 0 0 8 0 
Gabon 12 0 12 0 0 12 0 0 1 0 0 
Germany 2 0 2 0 0 2 0 0 0 16 0 
Greece 0 0 0 0 0 0 0 0 0 2 0 
India 42 0 39 0 0 42 0 0 0 72 0 
Indonesia 41 0 41 0 0 41 0 0 0 36 0 
Iran 169 0 169 0 0 169 0 0 0 12 0 
Iraq 161 0 161 0 0 161 0 0 0 4 0 
Ireland 0 0 0 0 0 0 0 0 0 1 0 
Israel 0 0 0 0 0 0 0 0 0 2 0 
Italy 6 0 6 57 0 6 60 0 37 7 0 
Japan 0 0 0 0 0 0 0 0 0 32 0 
Korea 0 0 0 63 0 0 89 0 0 17 0 
Kuwait 151 0 151 19 0 151 23 0 4 3 0 
Lithuania 0 0 0 0 0 0 0 0 8 1 0 
Malaysia 30 0 30 0 0 30 0 0 0 8 0 
Mexico 138 0 138 85 0 138 88 0 0 12 0 
Netherlands 2 0 2 0 0 2 0 0 0 4 0 
New_Zealand 2 0 2 7 0 2 8 0 0 1 0 
Nigeria 113 0 113 0 0 113 0 0 44 8 0 
Norway 86 0 86 0 0 86 0 0 0 1 0 
Oman 46 0 46 0 0 46 0 0 0 2 0 
Pakistan 0 0 0 478 0 0 352 0 164 8 0 
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Peru 5 0 5 10 0 5 9 0 13 2 0 
Philippines 1 0 0 117 3997 1 584 1094 0 4 318 
Poland 1 0 1 0 0 1 0 0 0 8 0 
Portugal 0 0 0 0 0 0 0 0 0 1 0 
Qatar 83 0 83 0 0 83 0 0 0 2 0 
Romania 4 0 4 0 0 4 0 0 0 3 0 
Russia 534 0 535 0 0 535 0 0 0 42 0 
Saudi_Arabia 544 0 544 0 0 544 0 0 0 9 0 
Singapore 0 0 0 65 0 0 8 0 0 1 0 
South_Africa 0 0 0 0 0 0 0 0 0 8 0 
Spain 0 0 0 0 0 0 0 0 0 6 0 
Sudan 5 0 5 0 0 5 0 0 18 3 0 
Sweden 0 0 0 0 0 0 0 0 0 1 0 
Syria 2 0 2 0 0 2 0 0 8 1 0 
Thailand 16 0 16 0 0 16 0 0 0 7 0 
Trinidad_Tobago 6 0 6 0 0 6 0 0 0 1 0 
Tunisia 3 0 3 0 0 3 0 0 0 1 0 
Turkey 2 0 2 0 0 2 0 0 0 8 0 
Ukraine 0 0 0 0 0 0 0 0 54 7 0 
UAE 167 0 167 0 0 167 0 0 0 4 0 
UK 40 0 40 0 0 40 0 0 0 10 0 
US 520 0 521 0 0 521 0 0 0 106 0 
Venezuela 139 0 139 62 0 139 41 0 29 6 0 
Vietnam 18 0 18 0 0 18 0 0 0 5 0 
Yemen 7 0 7 0 0 7 0 0 5 1 0 

  
 
 

Table 28: Detailed consumption results by country across all modeled scenarios (million mt) 

  
 Baseline Cost Cost 

supply 
Cost 
API 

GHG GHG 
supply 

GHG 
API 

3GT 3GT 
location 

3GT 
producer 

3GT 
consumer 

Algeria 0 20 20 20 20 20 20 0 5 0 4 
Angola 2 2 2 2 2 2 2 0 2 0 2 
Argentina 27 27 27 27 27 27 27 0 8 7 7 
Australia 41 41 41 41 41 41 41 0 13 0 11 
Bangladesh 0 0 0 0 0 0 0 0 0 0 0 
Belgium 33 33 33 33 33 33 33 0 3 17 2 
Brazil 136 136 136 136 136 136 136 0 15 45 27 
Brunei 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.0 0.2 
Bulgaria 0 0 0 0 0 0 0 0 0 0 0 
Canada 114 114 114 114 114 114 114 0 0 0 12 
Chile 15 15 15 15 15 15 15 0 2 0 2 
China 527 527 527 527 527 527 527 527 199 174 174 
Colombia 16 16 16 16 16 16 16 0 0 0 3 
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Congo 0 0 0 0 0 0 0 0 0 0 0 
Denmark 9 9 9 9 9 9 9 0 1 9 1 
Ecuador 13 13 13 13 13 13 13 0 0 0 2 
Egypt 43 43 43 43 43 43 43 0 6 0 5 
Equatorial_Guinea 0 0 0 0 0 0 0 0 0 0 0 
Finland 9 9 9 9 9 9 9 0 1 9 1 
France 85 85 85 85 85 85 85 0 9 0 8 
Gabon 0 0 0 0 0 0 0 0 0 0 0 
Germany 122 122 122 122 122 122 122 0 18 19 16 
Greece 16 16 16 16 16 16 16 0 2 16 2 
India 199 199 199 199 199 199 199 0 75 72 72 
Indonesia 66 66 66 66 66 66 66 66 41 52 36 
Iran 102 102 102 102 102 102 102 0 14 20 12 
Iraq 27 27 27 27 27 27 27 0 5 0 4 
Ireland 7 7 7 7 7 7 7 0 1 0 1 
Israel 11 11 11 11 11 11 11 0 2 0 2 
Italy 62 62 62 62 62 62 62 0 0 0 7 
Japan 217 217 217 217 217 217 217 176 34 16 32 
Korea 119 119 119 119 119 119 119 119 17 119 17 
Kuwait 24 24 24 24 24 24 24 0 3 0 3 
Lithuania 0 0 0 0 0 0 0 0 0 0 0 
Malaysia 39 39 39 39 39 39 39 39 10 0 8 
Mexico 94 94 94 94 94 94 94 0 14 0 12 
Netherlands 44 44 44 44 44 44 44 0 4 44 4 
New_Zealand 8 8 8 8 8 8 8 0 1 0 1 
Nigeria 3 3 3 3 3 3 3 0 3 3 3 
Norway 11 11 11 11 11 11 11 0 1 6 1 
Oman 10 10 10 10 10 10 10 0 2 5 2 
Pakistan 0 0 0 0 0 0 0 0 0 0 0 
Peru 9 9 9 9 9 9 9 0 0 4 2 
Philippines 16 16 16 16 16 16 16 16 4 0 4 
Poland 26 26 26 26 26 26 26 0 9 0 8 
Portugal 12 12 12 12 12 12 12 0 1 0 1 
Qatar 11 11 11 11 11 11 11 0 2 11 2 
Romania 10 10 10 10 10 10 10 0 3 0 3 
Russia 163 163 163 163 163 163 163 0 48 0 42 
Saudi_Arabia 157 157 157 157 157 157 157 0 11 37 9 
Singapore 73 73 73 73 73 73 73 73 1 11 1 
South_Africa 26 26 26 26 26 26 26 0 9 0 8 
Spain 65 65 65 65 65 65 65 0 7 0 6 
Sudan 0 0 0 0 0 0 0 0 0 0 0 
Sweden 16 16 16 16 16 16 16 0 1 0 1 
Syria 0 0 0 0 0 0 0 0 0 0 0 
Thailand 58 58 58 58 58 58 58 58 8 0 7 
Trinidad_Tobago 2 2 2 2 2 2 2 0 1 2 1 
Tunisia 2 2 2 2 2 2 2 0 1 0 1 
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Turkey 30 30 30 30 30 30 30 0 9 30 8 
Ukraine 0 0 0 0 0 0 0 0 0 0 0 
UAE 43 43 43 43 43 43 43 0 4 0 4 
UK 76 76 76 76 76 76 76 0 11 41 10 
US 867 867 867 867 867 867 867 0 123 0 106 
Venezuela 42 42 42 42 42 42 42 0 0 0 6 
Vietnam 21 21 21 21 21 21 21 21 5 0 5 
Yemen 0 0 0 0 0 0 0 0 0 0 0 
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Chapter 6. Conclusions and Future Work 
 

6.1 Research Questions Revisited 
As a summary of the work presented in this dissertation, brief answers to the research questions 

presented in the first chapter are as follows. 

 

Chapter 2: Assessment of policies to reduce core forest fragmentation from Marcellus Shale 

development in Pennsylvania 

• What is the historical impact of natural gas development on Pennsylvania’s forest 

ecosystem based on the principals of landscape ecology? 

Between 2000 and 2012, approximately 110 km of roads and 1,600 km of gathering lines 

have been constructed to support 1,080 wells. This has resulted in the loss of about 

13,000 ha of core forest (including core forest lost to the creation of new edges) and an 

increase in the number of core patches in Bradford County from 900 to 1000. In the core 

forest study region, 25 well pads were developed between 2000 and 2012. Comparing the 

2000 land use map to the 2012 land use map developed with the efficient theoretical 

gathering line route demonstrates that the number of core patches increased by 25% 

(from 65 to 81). Additionally, the single largest patch decreased from about 16% of the 

total habitat area to about 12%. 

 

• How is future development likely to impact PA’s forest ecosystem? 

If left unchecked, future development could further increase the number of core patches 

from 81 in 2012 to 167 throughout the lifetime of the play. This would be a 100% 

increase above the 2012 level of fragmentation. Similarly, the LPI (largest patch index) 

and PLAND (total percent habitat) decrease as lateral lengths decreases. Because LPI and 

PLAND are indicators of fragmentation, the decreasing metrics signify that additional 

fragmentation is projected to occur. 

 

• What development strategies could be used to mitigate the cumulative impact of natural 

gas development? 
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Two development strategies are explored: increasing horizontal lateral length to decrease 

well pad density or construct gathering lines along the routes of existing infrastructure 

corridors. Horizontal drilling technology is currently capable of achieving laterals 

approximately 3,000 m long. Therefore, the minimum achievable density is about 15 well 

pads/100 km2. This would still result in an increase in the number of core patches from 

81 to 101 core patches, or a 25% increase above 2012 levels.  The results show that even 

with a significant advancement in technology resulting in laterals over twice as long as 

currently feasible, 2012 levels of fragmentation cannot be maintained by decreasing well 

pad density alone.  
 

The results of the policy alternative of requiring all gathering lines to follow the route of 

pre-existing roads show that this policy essentially maintains fragmentation at the 2012 

level regardless of well pad density. For example, in the 15 well pads/100 km2 scenario, 

the model indicates that the number of core patches in the study region increases by one 

when the gathering lines follow the route of pre-existing roads, as opposed to the 

incremental 20 patches projected by the straight line gathering line model. Additionally, 

as shown in Figure 4, the distribution of core patch area is maintained at the 2012 level in 

addition to the number of core patches.  

 

 

Chapter 3: A systems level perspective on Marcellus wastewater management in PA 

• What volume of non-reusable wastewater will likely be generated throughout the lifetime 

of the Marcellus Shale play? Is Marcellus representative of other shale plays? 

An average of 36 thousand bbls of non-flowback produced water are generated per well 

(90% CI: 13-70 kbbls), primarily in the first two years of production. 

 

• What are the wastewater management options available to Marcellus producers and 

what are the economic tradeoffs between them? What is the least cost option for the 

average Marcellus well?  

There are potentially three management strategies for produced water, which is 

considered here: disposal via deep well injection, treatment at a centralized waste 
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treatment facility, and onsite tertiary wastewater treatment; 67% of the time Class II 

disposal is the least cost option, 25% of the time CWT is the least cost option, and 8% of 

the time on-site treatment is the least cost option. The corresponding average costs are 

$5.80/bbl ($0.015/Mcf),  $7.80/bbl ($0.020/Mcf), and $8.40/bbl ($0.021/Mcf), 

respectively 

 

• What are other important water quality issues in Pennsylvania and how much would it 

cost to address these sources of pollution? 

Coal mine drainage and agricultural runoff are other important water quality issues in 

Pennsylvania and would cost an average of $0.064/bbl and $0.08/bbl, respectively. For 

the difference in cost of disposing of Marcellus wastewater rather than treating it at a 

CWT, Pennsylvania could pay to treat about 70 years worth of all CMD in the state or 

approximately 360% of the high runoff potential acreage in the Susquehanna river basin. 

 

Chapter 4: Life Cycle Greenhouse Gas Emissions from U.S. Liquefied Natural Gas Exports: 

Implications for End Uses 

• What are the greenhouse gas implications of the natural gas export landed life cycle, 

including upstream extraction and pipeline transmission, liquefaction, shipping, and 

regasification? 

Mean landed (pre-combustion) life cycle GHGs for exported U.S. LNG after 

regasification at the importing country were found to be 37 g CO2-equiv/MJ with a range 

of 27 to 50. Of these landed emissions, the shipping stage of the life cycle contributes an 

average of 5% and the variation in emissions across shipping routes is nominal.  

 

• What are the GHG cost or savings of displacing the traditional fuel sources of domestic 

coal (extracted in the importing country) or Russian natural gas transmitted via pipeline?  

Life cycle emissions from exported LNG were found on average to be 655 g CO2-

equiv/kWh for electricity generation and 104 g CO2-equiv/MJ for thermal energy 

generation. When considering a 100-year GWP, mean life cycle exported U.S. LNG 

emissions are within the uncertainty bounds of Russian natural gas exports, and result in 

about 45% fewer emissions than coal electricity generation. Given a 20-year GWP, 
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exported U.S. LNG would reduce emissions from electricity production via Russian gas 

by 27% and cut emissions from electricity production from coal by 32% When 

considering a 100-yr GWP, mean GHG emissions from U.S. LNG exports would be 16% 

and 13% lower than industrial heating fueled by Russian natural gas exports and coal, 

respectively. However, when using a 20-year GWP, mean GHG emissions from U.S. 

exports would be 4% higher than coal but 27% lower than Russian pipeline exports. 

 

• What are the environmental implications of LNG exports from the US perspective? 

Because approximately 41% (58% using a 20-year GWP) of life cycle LNG export 

emissions would arise from domestic extraction, pipeline transport, and liquefaction, 

increased extraction of natural gas without the domestic benefits of reduced combustion 

emissions would likely not be advantageous for the U.S. from a country-based carbon 

accounting perspective. Our mean estimates are that each thousand cubic feet (Mcf) of 

natural gas loaded onto a ship in liquefied form at a U.S. port represents about 0.037 

metric tons of GHGs (for 100-yr GWP from production, transmission and liquefaction). 

Using a SSC of $49/ metric ton GHG, this means each Mcf of natural gas converted to 

LNG and exported from the U.S. for electricity generation potentially could cost the U.S. 

about $1.80 of social cost for embodied GHGs, or $0.50 to $5.50/Mcf across the full 

range of estimates for the 2020 social costs of carbon. Assuming a natural gas price of 

$4/Mcf, exporting LNG could have a social cost of between 12.5% to 135% of the 

market price. 

 

Chapter 5: Assessment of GHG mitigation opportunities in the global crude trade 

• What is the current global production, consumption, and trade of crude and what are the 

implications of different carbon accounting methods on characterizing country specific 

emissions burdens? 

The current global crude system has a shipping and crude cost of $3T, of which $0.14T 

are from shipping and $2.8T are from purchasing crude. The total emissions are 16.5 Gt 

CO2-eq, of which 16.1 Gt are from the crude upstream, midstream, and downstream life 

cycle stages and .3 Gt are from shipping. Total crude consumption is about 4,000 million 

mt.  
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• What is the potential for cost and greenhouse gas savings in an optimized global crude 

system given current demand structure? 

When minimizing by cost with supply and demand constrained to the 2014 production 

levels, total system cost is $2.75T and total emissions are 16.4 Gt. When minimizing by 

cost with demand constrained to 2014 levels and API gravity constrained to target API, 

the total cost is $2.8T and the total emissions are 16 Gt CO2. When minimizing by cost 

with only demand constrained, allowing production by country and API to vary freely, 

the total cost is $2.4T and total GHG emissions are 20.5 Gt CO2. 

When minimizing by emissions with supply and demand constrained to the 2014 

production levels, total system cost is $2.75T and total emissions are 16.4 Gt. When 

minimizing by emissions with demand constrained to 2014 levels and API gravity 

constrained to target API, the total cost is $2.9T and the total emissions are 15.3 Gt CO2. 

When minimizing by emissions with only demand constrained, allowing production by 

country and API to vary freely, the total cost is $3.5T and total GHG emissions are 11Gt 

CO2. 

 

• What would be the impacts on global crude consumption given a severe carbon budget? 

How could carbon accounting strategies incentivize more effective mitigation behavior 

across the crude trade network? 

With a 3Gt global cap on emissions from crude, and country specific carbon allocations 

based on COP21 NDCs, under a location based carbon accounting system production 

would be limited to 720 million mt. Under a producer based accounting system, 

production would be limited to 760 million mt. Finally, under a consumption based 

carbon accounting system production would be limited to 730 million mt. Alternatively, 

if countries did not have specific allocated portions of total emissions, total consumption 

could increase to over 1000 million mt. However, this scenario also results in equity 

concerns since demand is concentrated in a few countries rather than dispersed 

throughout the system. This demonstrates that the interaction between carbon accounting 

system and the country specific carbon limits should be developed in coordination, rather 

than independently in order to maximize the cost-effectiveness of carbon mitigation 
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measures. Finally, this shows that individual country carbon budgets within a larger 

global carbon budget could serve to promote equity across the system. 

 

6.2 Discussion 
As we seek opportunities to mitigate greenhouse gas emissions in an effort to address climate 

change, it is important to be cognizant of new environmental concerns that evolve as a result of 

these transitions. An example of this is the deployment of natural gas as a bridge fuel. 

Unconventional natural gas extraction has many social and environmental impacts that need to 

be understood and addressed by policy makers. In the second chapter of this dissertation, I 

projected future Marcellus Shale development in Pennsylvania and quantified the impact the 

infrastructure could have on the forest ecosystem. I then identified regulatory strategies that 

could mitigate core forest fragmentation while simultaneously enabling natural gas extraction to 

continue as projected. In chapter 3, I quantify the potential wastewater generation by Marcellus 

Shale development and compare the economic viability of wastewater management strategies. In 

this chapter, I suggest how reallocating financial resources from the natural gas sector to other 

water quality issues in Pennsylvania could both protect surface waters from additional risk of 

contamination and mitigate other important water quality issues from coal mine drainage and 

agricultural runoff throughout the state.  

 

For the last two chapters, I shift the focus to greenhouse gas mitigation efforts, and the 

implications of carbon accounting methods on global emissions outcomes. In Chapter 4, I assess 

the potential for US natural gas exports to reduce global greenhouse gas emissions as a function 

of end use and displaced energy resources. Additionally, I monetize the emissions along the 

supply chain to demonstrate how the US might realize an increase in social cost for exporting 

LNG despite the benefits of global GHG reduction. This demonstrates the importance for careful 

consideration of how carbon accounting strategies might unintentionally de-incentivize globally 

beneficial mitigation measures. Finally, in Chapter 5 I further explore the effect of various 

carbon accounting strategies on international trade patterns using the global crude network as a 

case study. I find these measures to be especially asymmetric in their outcomes as the global 

carbon budget becomes more restrictive. Because different carbon accounting strategies and 

carbon budgets imply varying geospatial distribution of optimal supply, and because it takes 



! 155!

several years for extraction operations and refinery infrastructure to shift, it is essential for policy 

makers to take a long term planning horizon now to ensure cost-effective carbon mitigation in 

the future. Additionally, from this chapter I see that there are important interactions between 

carbon accounting strategies and country specific carbon allocations. This demonstrates the 

importance for climate policies to be considered as a holistic, integrated system in order to 

ensure the cost-effectiveness of mitigation strategies.  

 

6.3 Deliverables 
The deliverables from this thesis work are peer-reviewed journal publications. Chapter 1 has 

been published in Ecological Indicators and Chapter 3 has been published in Environmental 

Science & Technology. Chapters 2 and 5 will be submitted for publication in the future. 

Additionally, a deliverable from this work includes a functional wastewater management 

decision support tool that can be run by any user with MATLAB access using either default or 

edited inputs. This tool will be made publically available through an online platform.  

 

6.4 Research Contributions 
This dissertation demonstrates how systems level thinking combined with quantitative modeling 

can serve both to effectively characterize impact and to identify regulatory solutions to 

environmental concerns. This work was the first of its kind to project the geospatial component 

of potential future natural gas infrastructure development as an indicator of potential ecological 

impacts. Additionally, this thesis is the first to address the issue of Marcellus wastewater 

management on a regional level and propose a framework through which Pennsylvania’s water 

resources could be protected in the most cost-effective manner. A third contribution was the use 

of monetizing an LCA to inform policy makers of the national carbon accounting implications 

resulting from a spatial shift in embodied emissions. Finally, the fifth chapter contributes to the 

literature by demonstrating a method to smooth data to preserve relationships between trade 

partners while simultaneously balancing the system. Additionally, this work is the first to 

identify theoretical interactions between carbon accounting strategies for international trade and 

country specific carbon allocations under a global carbon cap for the crude sector. 
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6.5 Future Work 
Proposed future work to expand on the chapters presented in this dissertation include: 

Wastewater Management: 

• Developing a temporally explicit wastewater generation model for the Marcellus region. 

This would enable the exploration of CWT and disposal well capacity constraints, and 

help identify the optimal locations and capacities of new treatment facilities. 

Additionally, by including the relationship between domestic natural gas prices and new 

well development and systematically varying natural gas prices over time, one could 

quantify the impact of natural gas prices on the need for wastewater management 

infrastructure development. 

• Including calculations of water quality associated with partial water treatment in the 

decision support tool could enable consideration of other beneficial reuse options that 

may not require fully treated water, such as industrial processes. 

 

Crude System Optimization Model 

A number of additional analyses can be undertaken, including: 

• Exploring the differences between a global cap and trade policy versus a global carbon 

tax to understand the implications of each policy on meeting climate objectives. 

• Including production limits as a function of proven reserves by country to act as a 

resource constraint, thereby eliminating operational infeasible results such as a single 

country producing the entire global crude supply. 

• Developing and incorporating a supply dispatch curve based on regional variations in 

extraction costs to account for suppliers’ choices in producing or not producing crude 

reserves.  

• Incorporating welfare functions for each country to improve equity in consumption 

reductions under a strict global carbon cap. 

• Expanding to include sectors closely related to and influenced by the crude trade, such as 

trade of finished products or chemicals to understand how the cost/emissions reductions 

from shifting crude trade patterns might be enhanced or offset by trade of downstream 

products. 
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• Converting the model into a stochastic optimization to include distributions of crude 

prices, crude emissions, shipping costs, etc to capture the uncertainty and variability 

associated with these parameters and to determine how robust the results are. 

• Conducting sensitivity analysis on country specific carbon budgets to determine how 

different sets of country carbon caps can incentivize different objectives such as global 

emissions reductions, equitable distribution of costs and consumption, and supply 

security. These optimal country carbon allocations could then be compared to the COP21 

NDCs to propose modifications to more cost-effectively meet future climate objectives. 
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