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Abstract

Even under optimistic emissions scenarios, rising concentrations of greenhouse

gases in the atmosphere will result in significant increases in global mean tempera-

tures and associated effects for the foreseeable future (IPCC, ǖǔǔǛa,b). Concerns that

mitigation may be too slow in coming have lead to renewed dialogue within the sci-

entific community regarding potential strategies for counteracting global warming

through geoengineering, defined as “the deliberate large-scale intervention in the

Earth’s climate system, in order tomoderate global warming.” (Shepherd et al., ǖǔǔǝ)

Thegeoengineering schemes that are consideredmost feasible today involveplan-

etary albedo modification, or “solar radiation management” (SRM). This thesis ad-

dresses several outstanding questions regarding uncertainty in global and regional

effects of SRM activities. The technical components of this work are centered on two

modeling experiments which use a coupled atmosphere-ocean general circulation

model (AOGCM) implemented through climateprediction.net. Drawing upon knowl-

edge gained through these experiments and interaction with the broader research

community, I explore the international relations implications of SRM and the global

governance issues associated with it.

The first experiment explored regional differences in climate modified by SRM

using a large-ensemble modeling experiment that examines the effects of Ǚǘ global

temperature stabilization scenarios. Our results confirm other research that shows

a world with SRMwould generally have less extreme temperature and precipitation

anomalies than onewith unmitigated greenhouse gas emissions and no SRM, but il-

lustrate the physical unfeasibility of simultaneously stabilizing global precipitation

and temperature as long as greenhouse gases continue to rise. Over time, simulated

temperature and precipitation in large regions such as China and India vary signif-

icantly with different SRM trajectories and diverge from historic baselines in differ-

ent ways. Hence the use of SRM to stabilize climate in all regions simultaneously



may not be possible. Regional diversity in the response to different levels of SRM

could complicate what is already a very challenging problem of global governance,

and could make consensus about the “optimal” level of geo-engineering difficult, if

not impossible, to achieve.

The second experimentmodeled SRMusing a perturbed physics ensemblewith a

wide range of temperature responses and climate sensitivities, all of which are con-

sistent with observed recent warming. The analysis shows that the efficacy and dis-

tributionof effects of SRMvarieswith the temperature response of themodel. Models

that produce more global warming are also generally more sensitive to SRM, so the

amount of modification of the Earth’s energy balance needed to meet any given cli-

mate stabilization criteria appear to be relatively insensitive to climate sensitivity.

While in the more sensitive models, SRM is generally less successful in returning

regional climates to their unperturbed states the longer it is used to compensate for

rising greenhouse gases, it is also where SRM is most effective relative to a no SRM

alternative.

SRM does not prevent further acidification of the oceans and this fact, coupled

with the fact that SRM can only slow, never halt, changes to regional climate states,

makes SRMuntenable as a long-term solution to the problems caused by rising GHGs

in the atmosphere. Much more research on SRM is needed before any conclusions

on whether or not to deploy it are reached, but this work suggests that regional in-

equities in climate response are probably not the main impediment to its effective

implementation. While SRMcannever perfectly correct for regional climate change,

these experiments suggest that it generally reduces (rather thanexacerbates) changes

to regional temperature and precipitation and greatly reduces the rate of tempera-

ture change. Considering the slowprogress society hasmade towards reducing emis-

sions, however, it is important to consider the potential benefits SRM technologies

may confer in reducing impacts to buy time for both mitigation and adaptation.
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Chapter Ǖ

Introduction

According to the IPCC Fourth Assessment, even under optimistic emissions scenarios,

rising concentrations of greenhouse gases in the atmosphere will result in significant in-

creases in global mean temperatures and associated impacts for the foreseeable future.

(IPCC, ǖǔǔǛa,b) Concerns thatmitigationmay be too slow in coming have lead to renewed

dialogue within the scientific community regarding potential strategies for counteract-

ing global warming through geoengineering.

Geoengineering is defined as “the deliberate large-scale intervention in the Earth’s cli-

mate system, in order tomoderate global warming.” (Shepherd et al., ǖǔǔǝ) It differs from

abatement ormitigation in that not all geoengineering schemes would reduce the green-

house gas concentrations in the atmosphere that are the root cause of climate change.

It also differs from adaptation in that geoengineering aims to modify the climate system

directly to ameliorate the effects of global warming, rather thanmake adjustments to hu-

man systems to reduce damages or suffering.

Cooling down the climate using geoengineering is not a new idea - in fact, a ǕǝǚǙ re-

port to US President Johnson cited geoengineering by increasing planetary albedo as the

sole proposed solution to the emerging problem of rising atmospheric CO₂. (Keith, ǖǔǔǔa)

Ǖ
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Only recently, however, has the idea gained a broad degree of legitimacy as several promi-

nent climate scientists have raised it as a feasible, and potentially necessary, strategy for

avoiding catastrophic impacts of climate change.

In particular, a ǖǔǔǚ article in Climatic Change by Nobel laureate Paul Crutzen proposed

injecting sulphates into the stratosphere to counteract the effect of removing them from

the troposphere (through pollution control measures). (Crutzen, ǖǔǔǚ) Soon after, UCAR

senior scientist, TomWigley, wrote a piece in Science that used a simplemodeling exercise

to examine the possibility of stabilizing global temperatures with a combination of mit-

igation and geoengineering. (Wigley, ǖǔǔǚ) Since then, a multitude of studies by climate

scientists have been published on the topic, and several coordinated research projects

have been initiated to systematically further scientific understanding of the subject.

The geoengineering schemes that are considered most feasible today involve plane-

tary albedo modification. Albedo is the fraction of incoming solar radiation that is re-

flected back into space, rather than being absorbed by the earth and its atmosphere. If

this reflectivity is increased, the amount of the Sun’s energy absorbed by the Earth will

decrease and global temperatures will drop. Activities that attempt to exploit this mech-

anism are called “solar radiation management,” or SRM, for the remainder of this docu-

ment.

The thesis addresses several outstanding questions regarding uncertainty in global

and regional effects of SRMactivities. The technical components of thiswork are centered

on twomodeling experimentswhichuse a coupled atmosphere-ocean general circulation

model (AOGCM) implemented through climateprediction.net. Drawing upon knowledge

gained through these experiments and interactionwith the broader research community,

I explore the international relations implications of SRMand the global governance issues

associated with it.



Ǖ.Ǖ. WHY CONSIDERMANAGING SOLAR RADIATION? Ǘ

Ǖ.Ǖ Why Consider Managing Solar Radiation?

The motivation behind studying SRM bears some similarity to that for studying climate

change adaptation. Both address the fact of some inevitable warming. While adaptation

can be thought of as a way to address moderate and expected changes to the climate by

modifying human behavior and infrastructure, SRMcan be thought of as away to address

extreme changes to the climate through direct intervention. (Victor, ǖǔǕǕ)

Figure Ǖ.Ǖ shows projected global temperature changes for different anthropogenic

emissions scenarios as presented in the IPCC Fourth Assessment Report (Meehl et al.,

ǖǔǔǛ). Even under optimistic emissions scenarios, such as SRES BǕ– which is predicated

on low population growth and low energy use – nearly ǖ◦C of warming from preindustrial

is expected by the end of the century. The real uncertainty associatedwith anthropogenic

perturbations to the climate system is even greater than shown in Figure Ǖ.Ǖ. Standard

versions of general circulation models (GCMs) cluster around the median of the distribu-

tion of climate sensitivity, so the observationally constrained distributions in this figure

are skewed, and well below its substantial high tail (Roe and Baker, ǖǔǔǛ).

Uncertainty about the amount of warming expected in the future is accompanied by

uncertainty about the amount ofwarming required to reach certain “tipping points” that,

if passed,would lead to fundamental andperhaps irreversible shifts in theway the climate

system functions. Such tipping elements include the disappearance of Arctic summer

sea-ice, collapse of the ocean’s thermohaline circulation or rapid decay of the Greenland

ice sheet. (Lenton et al., ǖǔǔǜ) These are the types of climate changes, in particular, that

could produce rapid or “catastrophic” impacts that would be difficult to adapt to. While

the probabilities associated with climate catastrophes may be low, their dire economic

consequences contribute disproportionately to the risks associated with global warming

(Weitzman, ǖǔǔǝ). The extent towhich SRMcould stop or slow the progression of extreme
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Figure Ǖ.Ǖ: Multi-model means of surface warming (relative to Ǖǝǜǔ–Ǖǝǝǝ) for the scenar-
ios Aǖ, AǕB and BǕ, shown as continuations of the ǖǔth-century simulation. (Figure Ǖǔ.ǘ
from Chapter Ǖǔ of the the IPCC Fourth Assessment Report of Working Group Ǖ. (Meehl
et al., ǖǔǔǛ))

climate change after its commencement or detection is still unknown, but seeking insur-

ance against the worst-case scenarios is the primary reason cited for investing in SRM

research. (Blackstock et al., ǖǔǔǝ; Morgan and Ricke, ǖǔǕǔ; Shepherd et al., ǖǔǔǝ)

Ǖ.ǖ Characteristics of SRM

Anumber of different approacheshave beenproposed to deflectmore incoming solar radi-

ation before it is absorbed by the Earth. These include surface albedo enhancements, such

as crop modifications or desert reflectors; marine cloud albedo enhancement through

cloud seeding; stratospheric albedo modification with aerosols; and space-based reflec-

tors, either in low Earth orbit or at the Lagrange LǕ point. Figure Ǖ.ǖ from Shepherd et al.

(ǖǔǔǝ) showshowthesedifferentplacements of SRMtechnologies couldmodify theEarth’s

radiative fluxes.

Stratospheric SRM is the focus of this thesis and themajority of work on SRM thus far
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Figure Ǖ.ǖ: Schematic showing the impact of different SRM methods on solar radiation
fluxes. (Figure Ǘ-Ǖ from the Royal Society’s “Geoengineering the Climate: Science, gover-
nance and uncertainty”. (Shepherd et al., ǖǔǔǝ))

because of its well understood natural analog (volcanoes), its global scalability (Lenton

and Vaughan, ǖǔǔǝ) and some substantive technical understanding of how it could be im-

plemented. (McClellan et al., ǖǔǕǔ) Whatever the approach, however, SRM can be char-

acterized by “three essential characteristics: it is cheap, fast and imperfect.” (Keith et al.,

ǖǔǕǔ)

CHEAP

The classification of SRM activities as “cheap” doesn’t just refer to the low economic costs

associated with cooling the planet with these mechanisms, but also to the fact that only

a little bit of material is necessary to implement these planetary-scale changes, which

can offset the influence of tons of CO₂. For example, under the current understanding of

SRM technologies, the mass of fine particles needed to counteract the radiative effects of

a doubling of atmospheric CO₂ concentrations is approximately ǖ.ǚmillion tons per day of
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aerosol if injected into marine stratus clouds or ǕǗ thousands tonnes per day of sulphate

aerosol if injected into the stratosphere. By comparison, to achieve the same radiative

effect (whether by artificial or natural means), we would need to remove ǖǖǙ million tons

per day of COǖ from the atmosphere for ǖǙ years straight. (Keith, ǖǔǔǝ)

While few realistic engineering analyses have been done on the economic costs of

SRM, a Ǖǝǝǖ report of the National Research Council estimated the potential costs of a

program of stratospheric albedo modification based on the use of a standard naval gun

system dispensing commercial aluminium oxide dust to counteract the warming effect

of a COǖ doubling. Undiscounted annual costs for a ǘǔ-year project were estimated to be

$Ǖǔǔ-billion(NAS, Ǖǝǝǖ). More recent analyses (McClellan et al., ǖǔǕǔ; Robock et al., ǖǔǔǝ;

Salter et al., ǖǔǔǜ), have suggested that well designed systems might reduce this cost to

less than $Ǖǔ-billion per year – clearlywellwithin the budget ofmost countries, andmuch

less costly than any program to dramatically reduce the emissions of CO₂.

FAST

While cutting emissions of CO₂ and other greenhouse gaseswould sloworhalt their rising

concentrations in the atmosphere, much of the CO₂ released through past emissions will

reside in the atmosphere for Ǖǔǔ years or more. In addition, inertia in the climate system

means that global temperatures will continue to rise. Reducing planetary temperatures

through emissions reductions will take many decades to centuries. In contrast, increas-

ing planetary albedo via SRM can reduce planetary temperature in days or months. This

fast response cuts twoways. On the one hand, itmeans that SRM could be used to rapidly

cool theplanet in the event of a “climate emergency”, suchas the rapid deteriorationof the

Greenland ice sheet or the sudden release of large amounts of methane from arctic tun-

dra or the deep edges of the coastal oceans. On the other hand, if SRM were started and
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then stopped before greenhouse gas concentrations in the atmosphere were drastically

reduced, then global temperatures could shoot up dramatically (Matthews and Caldeira,

ǖǔǔǛ). This would be devastating for many ecosystems.

IMPERFECT

Because themechanismsbywhichSRMcools theplanet are different fromthose bywhich

greenhouse gases warm it, SRM cannot reverse climate change in a perfect way at ei-

ther the global or local level. Global warming from rising greenhouse gases changes the

level of global precipitation in a number of ways. First, rising global temperatures cause

more evaporation, which in turn, produces more precipitation. Second, higher concen-

trations of greenhouse gases in the atmosphere also reduces the amount of radiative cool-

ing of the troposphere at any given temperature, which must be balanced by a reduc-

tion in latent heating (therefore precipitation). (Yang et al., ǖǔǔǗ) With rising concentra-

tions of greenhouse gases and rising global temperatures, the precipitation-increasing

effect dominates and precipitation increases globally. But, when SRM is used to lower

global temperatures in aworldwith high CO₂, only the second dampening effect remains.

Thus, SRM necessarily weakens the global hydrological cycle. (Bala et al., ǖǔǔǜ) This ef-

fect would affect different regions of the planet differently, with SRM compensating for

climate changes in some regions reasonably well but potentially exacerbating climate

change-driven effects in others. It is almost certain that the benefits and costs of global

climate stabilizationwouldnot be equitably distributed among regions. (Ricke et al., ǖǔǕǔ;

Robock et al., ǖǔǔǜ)

In addition to such imperfections, a number of negative side effects could result from

the various proposals for implementing SRM. Injecting aerosols into the stratosphere

could provide reaction sites that might lead to significant destruction of stratospheric
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ozone. (Tilmes et al., ǖǔǔǝ) And because SRM does nothing to stop the rise of COǖ from

anthropogenic activity, it cannot slow the associated acidification of the surface ocean,

the continuation ofwhich could lead to profound changes in ocean and terrestrial ecosys-

tems, including the likely demise of many or all coral reefs. (Doney et al., ǖǔǔǝ)

Ǖ.Ǘ Mechanisms of SRM

Volcanic Eruptions as an Analog for Stratospheric SRM

Stratospheric albedomodification, achieved by increasing the amount of dust or aerosols

in the stratosphere, is the SRM strategy that has received themost attention and research

time thus far. The climatic dynamics of this process are fairly well understood because

of an analogous natural phenomenon—large, explosive volcanic eruptions. When such

a volcanic eruption occurs, sulfur dioxide and some hydrogen sulfide are blasted into

the stratosphere, where they are converted to sulphate aerosols resulting in observed de-

creases inglobal temperature. (Robock, ǖǔǔǗ) For example, the eruptionofMountPinatubo

in the Philippines in ǕǝǝǕ produced global scale cooling of about ǔ.Ǚ ◦ C. (Soden et al., ǖǔǔǖ)

The planet-cooling processes of volcanic eruptions have two properties attractive to

geoengineers. First, changes in temperature begin to occur immediately after an erup-

tion, meaning suchmechanisms could be used for a rapid response to a climate catastro-

phe. In addition, because the stratosphere is convectively stable, particles can reside there

for one to two years (as opposed to just a few days in the unstable troposphere).(Robock,

ǖǔǔǗ) Thus, the system requires replacement on only an annual or perhaps biannual ba-

sis, as opposed to constant replenishment, but still allows for tuning or phasing out over

time.

While the stratospheric aerosols injected by volcanic eruptions produce a net global
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cooling, they also cause warming of the stratosphere and winter warming of the tropo-

sphere over the continental Northern Hemisphere, which can in turn change mean at-

mospheric circulation. (Robock, ǖǔǔǗ) Both the El Chichon eruption in Ǖǝǜǖ and Mount

Pinatubo eruption in ǕǝǝǕ were associated with decreases in precipitation over land, and

therewere largedecreases in surface runoffafter Pinatubo. (TrenberthandDai, ǖǔǔǛ)Mod-

elling studies andpaleoclimate data indicate that high latitude volcanic eruptions disrupt

the African and Indian monsoon cycles. (Oman et al., ǖǔǔǚ)

SRM and the Hydrological Cycle

Asmentioned above, any SRMscheme that aims to stabilize tropospheric temperatures by

canceling the longwave forcing of increased tropospheric CO₂ with a shortwave forcing of

reduced insolation will physically reduce the intensity of the hydrological cycle. As illus-

trated in Figure Ǖ.Ǘa, absent some external forcing perturbation, to maintain a constant

global-mean temperature in the troposphere its radiative coolingmust be balanced by la-

tent heating of condensation of water vapor (Yang et al., ǖǔǔǗ). When concentrations of

CO₂ and other GHGs in the troposphere increase, temperatures and specific humidity will

rise according to the Clausius-Clayperon relation which results in an increase in precipi-

tation. Independent of temperature changes, however, rising concentrations of CO₂ will

decrease radiative cooling ability of the troposphere. Thiswill be balanced by a decrease in

its ability to release latent heat (thus a decrease in precipitation) (Allen and Ingram, ǖǔǔǖ).

Andrews et al. (ǖǔǔǝ) characterizes this second effect as the “fast” response of precipita-

tion to CO₂, as it is observed in simulations almost immediately after a CO₂ perturbation is

made (Fig. Ǖ.Ǘb). Eventually, as the surface and troposphere warm, both radiative cooling

and latent heating (precipitation) rise proportionately, according to Clausius-Clapeyron

(Fig. Ǖ.Ǘc). Most models show this “slow” response of precipitation dominates the “fast,”
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which is why global-mean precipitation is expected (and has been observed) to increase

under global warming.

(b) 
co₂ Fast Response

t = t₀
rc₀ = lh₀

t ≈ t₀
rc↓ → lh↓

 t > t₀
   t↑ ↗ rc↑
          ↘ lh↑

(c) 
co₂ Slow Response

(d) 
srm Applied

t = t₀
rc < rc₀
lh < lh₀

(a) 

Figure Ǖ.Ǘ: Schematic showing the effects of CO₂ (b-c) and SRM (d) on radiative cooling,
latent heating and temperature of the troposphere.)

When a SRM is used to constrain tropospheric temperatures, the “slow” effect of CO₂

on precipitation (i.e., temperature dependent) effect is essentially eliminated and what

remains is the “fast” precipitation dampening effect of CO₂ (Fig. Ǖ.Ǘd). To the first-order,

this explains why physically global-mean precipitation must fall in an SRM-stabilized

troposphere with rising CO₂ concentrations. This explanation and schematic represent

a simplified description of the effects of SRM on the tropospheric energy budget and the

global-mean hydrological cycle. In reality, feedbacks result in small changes to the short-

wave radiation and sensible heat fluxes in the troposphere in addition to the longwave

radiative cooling and latent heating changes. (See Andrews et al., ǖǔǔǝ.)



Ǖ.Ǘ. MECHANISMS OF SRM ǕǕ

Properties and Limitations of Proposed Stratospheric Particles

A number of potential types of particles or particle precursors have been suggested for

injection to increase the albedo of the stratosphere, including sulfur dioxide, aluminum

oxide dust or even designer self-levitating aerosols that could be engineered to migrate

to particular regions (e.g. over the arctic) or to rise above the stratosphere (so as not to

interfere in stratospheric chemistry). The most desirable particles would provide maxi-

mum scattering efficiency, minimal infrared absorption and low (chemical and photo-)

reactivity using a small amount of mass.(Blackstock et al., ǖǔǔǝ)

Teller et al. (ǕǝǝǛ) and Teller et al. (ǖǔǔǖ) explored in some detail different types of par-

ticles, contrasting their efficiencies and costs. Particles similar to those produced by vol-

canic eruptions (dielectric oxides) would be less efficient scatterers than conductivemet-

als which, in turn would be less efficient than hypothetical engineered “quasi-resonant

scatterers” that exploit atomic transition-frequency of the particle material. Keith (ǖǔǕǔ)

explored the possibility of engineering self-levitating particle that exploit photophoretic

forces and could increase flexibility of placement of scatterers in the atmosphere andhave

longer lifetimes and fewer side effects than sulphates.

Becauseof their volcanic analog,mostpractical discussionsof creating sulphate aerosols

have suggested using SO2 as a precursor gas. Recent literature, however, suggests that

there may be some physical limitations to the effectiveness of this approach and other

precursor gases or particle may be more desirable. Heckendorn et al. (ǖǔǔǝ) shows that

as the injection of SO2 increases, the corresponding sulphate aerosol burden-to-injection

ratio decreases as does the amount of radiative forcing-to-injection ratio. Pierce et al.

(ǖǔǕǔ) showed that better aerosol size distributions could be achieved by injecting H2SO4

directly. As mentioned above, aerosols injected into the stratosphere could lead to sig-

nificant destruction of stratospheric ozone (Tilmes et al., ǖǔǔǝ). They could also lead to
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increased stratospheric ozone through temperature feedbacks (Crutzen, ǖǔǔǚ).

Cloud Albedo Modificaton

While the focus of this thesis is stratospheric SRM, its effects share some significant simi-

larities, aswell as some relative advantages and disadvantages, with proposals to enhance

planetary albedo throughmarine cloudmodification. The basic idea behindmarine cloud

albedo modification is to enhance the reflectivity of certain types of clouds by exploiting

the Twomey effect, by which the increase of cloud condensation nuclei (CCN) increases

the number of droplets in a cloud, decreases their particle size and thereby increases their

brightness. (Twomey, ǕǝǛǛ) There is an observable analog associated with this type of

SRM, as well — the tracks observed from exhaust released from ships. Salter et al. (ǖǔǔǜ)

proposes a design for ships whose express purpose would be to enhance marine cloud

brightness. Latham et al. (ǖǔǔǜ) demonstrated that such an approach could work in prin-

ciple, but it is still unclear whether it could implemented over a large enough area of the

oceans to have the significant negative forcing effect needed to counter anthropogenic

climate change.

Because, like stratospheric SRM, cloud albedo modification compensates for increas-

ing anthropogenic longwave forcings with enhanced shortwave forcings, the approach

has some similar effects. Some results exploring these climate effects of marine cloud

enhancement are presented, and contrasted with those of stratospheric SRM, in the fol-

lowing section onmodeling of SRM.

Ǖ.ǘ Modeling of SRM

An ever expanding number of climatemodeling exercises to examine the climatic effects

of SRM have been published in the past decade. As the primary focus of this document
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is the results from two climate modeling experiments, the following section presents an

overview of key results from these studies.

Scoping Exercises with Lower Complexity Models

Experiments using basic energy balance or limited complexity models have been able to

reveal certain dynamics of SRM at the global scale that have guided some elements of the

experimental design in subsequent experimentswithmore sophisticatedmodels. Wigley

(ǖǔǔǚ) useda simple energybalance to showhowSRMcouldbeused tobuy time formitiga-

tion, stabilizing global temperature change until CO2 concentrations in the atmosphere

have been reduced. (Boucher et al., ǖǔǔǝ) used a similarly simple climate model and car-

bon cyclemodel to show that when SRMwas used to delaymitigation in this way, itmust

be sustained for several centuries in order to make up for an emissions overshoot of just

a few decades. Matthews and Caldeira (ǖǔǔǛ) was the first paper to demonstrate the rapid

climate change effects that would occur if SRM were started and then stopped abruptly

(without making the requisite reductions in atmospheric greenhouse gases).

Results from GCMs

General circulationmodels (GCMs) are three-dimensionalmodels of the atmosphere and/or

ocean that simulate climate systems based on equations of balance of mass, momentum

and energy; radiative transfer; and representations of cloud, land surface and ice pro-

cesses. Atmosphere-ocean GCMs (AOGCMs), which include dynamic ocean and atmo-

sphere systems that interact with each other at regular time intervals, are the most de-

tailed and physically-based models of the climate system available today. Even AOGCMs,

however, have significant limitations, in particular, in reproducing regional precipita-

tion. (IPCC, ǖǔǔǛa) GCM simulations of SRM activities conducted in the past decade have
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some commonelements, such as general global scale cooling effects that over compensate

for anthropogenic warming in the tropics and under-compensate in the poles and weak-

ening of the hydrological cycle at the mean-global level. (Bala et al., ǖǔǔǜ; Jones et al.,

ǖǔǕǔ; Lunt et al., ǖǔǔǜ; Robock et al., ǖǔǔǜ) Several other findings, such as a weakening of

the El Nino-Southern Oscillation (ENSO) (Lunt et al., ǖǔǔǜ), a weakening of the African

and South Asian monsoons (Robock et al., ǖǔǔǜ) or effects of the thermohaline circula-

tion (Caldeira and Wood, ǖǔǔǜ; Lunt et al., ǖǔǔǜ) have not been consistently observed in

all models/experiments.

Global-scale Responses

Anumber of studiesusingAOGCMsconfirmthat SRM,whether implementedby injecting

SO2 into the stratosphere (Jones et al., ǖǔǕǔ; Robock et al., ǖǔǔǜ), or tuning down the sun

(Bala et al., ǖǔǔǜ; Caldeira andWood, ǖǔǔǜ; Lunt et al., ǖǔǔǜ), can counteract rising global

temperatures from GHGs. Note, Bala et al. (ǖǔǔǜ) and Caldeira and Wood (ǖǔǔǜ) both use

AGCMs with slab oceans. All these studies also consistently show a weakening of the

global hydrological cycle. Overall SRM tends to overcool the tropics relative to the poles

(i.e., weakenmeridional heat transport).

Regional Responses

One of the earliest studies examining SRM using a general circulation model, but with

a slab ocean, Govindasamy and Caldeira (ǖǔǔǔ), showed SRM countering the tempera-

ture anomalies associated with anthropogenic climate change in an almost globally uni-

form way. Subsequent works, making use of more sophisticated models, have revealed

more complex geographic disparities.(Jones et al., ǖǔǕǔ; Lunt et al., ǖǔǔǜ; Ricke et al., ǖǔǕǔ;

Robock et al., ǖǔǔǜ) The specific regional disparities in temperature and precipitation re-

sponse are not consistent between models. While there is regional diversity in the re-
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sponse, a high-CO2 world with SRM looks more like a low CO2 world than a high CO2

world without SRM. (Caldeira andWood, ǖǔǔǜ; Lunt et al., ǖǔǔǜ)

Sea Ice & Applying SRM over the Arctic

One problem that SRM could be deployed to address is diminishing summer sea ice ex-

tents. Because of the strong positive feedbacks associated with diminishing sea ice cover,

mitigating this effect of global warming could have a disproportionate impact on overall

global climate changes. While most modeling studies that have looked at the effect of

SRM on sea ice have found that implementing it globally does increase or stabilize Arc-

tic sea ice cover, though this is not true in the experiment in Lunt et al. (ǖǔǔǜ). Several

studies have explored the effects of deploying SRM over the Arctic or poles only. (Caldeira

andWood, ǖǔǔǜ; Robock et al., ǖǔǔǜ) Theyhave found that limiting SRM forcing to over the

Arctic does not result in cooling over the Arctic only, but that such schemes could bemore

effective than globally uniform ones in increasing Arctic sea ice cover, and may result in

a modest decrease in meridional water vapor transport. (Caldeira andWood, ǖǔǔǜ)

Other Effects

Evidence ofweakerAfrican andAsianmonsoons aftermajor volcanic eruptionshas raised

concerns about whether SRM could have a similar effect. Robock et al. (ǖǔǔǜ) found evi-

dence in its GISS-ModelE simulations of SRM, but other studies, such as those conducted

with the Hadley Centre models, HadCMǗL or HadGEM have not. (Jones et al., ǖǔǕǔ; Ricke

et al., ǖǔǕǔ) Lunt et al. (ǖǔǔǜ) observed a weaker ENSO in their simulations of SRM, an ef-

fect that has not been explored in depth in other studies yet, but the lower resolution of

HadCMǗL over the ocean may make indicators about ENSO behavior simulated in that

model less reliable.
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Research Needs

While simulations of SRM have been done using a number of different coupled climate

models, the experimental designs of the studies above are not consistent and therefore

results from differentmodels are difficult to compare directly. As a result, scientists from

severalmajor climatemodelinggroupsare coordinatinga series of SRMsimulations, called

the Geoengineering Model Intercomparison Project (GeoMIP) (Kravitz et al., ǖǔǕǕ). Ge-

oMIP will simulate four standard SRM scenarios using as a part of the Coupled Model In-

tercomparison Project (CMIPǙ) suite of experiments for the next IPCCAssessmentReport.

The work presented in Chapter ǘ of this thesis, which explores parametric as opposed to

structural uncertainty associated with modeling SRM, is complementary to this initia-

tive.

Ǖ.Ǚ Global Governance of SRM

SRM presents two global governance problems that are related, but different in character

and scale. First, SRM is an emerging technology with a growing body of research on its

potential implementation and effects, but there are stillmany associated risks and uncer-

tainties. SRM research is, at this point, largely uncoordinated and unregulated. Norms

and institutions are needed to ensure that SRM testing is safe, transparent and in support

of an equitable approach to solving the global climate change problem. Second, SRM is a

potential game changer in terms of climate change policy negotiations.

There is every indication from research thus far that this technology could stabilize

global temperatures for a cost that is much less than mitigation (McClellan et al., ǖǔǕǔ),

making it an attractive but highly imperfect substitute or supplement for emissions re-

ductions. In addition, its effectiveness in reducing the impacts of rising greenhouse gases

varies by region and is uncertain. These unique attributes of SRM could shift various ac-



Ǖ.ǚ. OVERVIEWOF THIS THESIS ǕǛ

tors’ preferences and strategic approaches toward climate policies. Despite the fact that

there are some potentially grave impacts associated with SRM schemes, such activities

are inexpensive enough that a number of nations could pursue such activities unilater-

ally. There is currently no international governance structure under which these activi-

ties can be restricted or monitored. Chapter Ǚ explores some of these issues in depth.

Ǖ.ǚ Overview of this Thesis

The remainder of this document is structured as follows:

• Chapter ǖ covers the experimental set-up for the two sets of simulations of strato-

spheric SRM deployment executed using climateprediction.net;

• Chapter Ǘ presents the results of the first experiment on regional response to differ-

ent levels of SRM;

• Chapter ǘpresents the results of the secondexperimentonSRMefficacyundermodel

uncertainty;

• Chapter Ǚ analyzes about how SRM changes the international relations of climate

change and governance issues related to SRM research and deployment; and

• Chapter ǚ presents some final thoughts and suggestions for future research.





Chapter ǖ

Methods

A multitude of models exist for examining the global climate today and into the future.

Choosing a climate model for a given research initiative involves trade-offs between the

strengths and limitations of these different types of models. The tradeoff when selecting

a model is between complexity and computing time. The more complex a model is—for

example, the higher its spatial resolution or the more processes occurring in each cell in

each time step—themore computing power a single simulation requires. Lower complex-

ity models allow the examination of longer time periods and/or larger parameter spaces

for the same amount of computing power. Among themost complex climatemodels used

for evaluating problems related to global warming issues today are coupled atmosphere-

ocean general circulation models (AOGCMs). These models include dynamic ocean and

atmosphere systems that interact with each other at regular time intervals.

ǖ.Ǖ HadCMǗ

The Hadley Centre Coupled Model, version Ǘ (HadCMǗ) is a coupled atmosphere-ocean

general circulation model (AOGCM) that was developed by the UK MetOffice. It was one

Ǖǝ
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of the models used for making global climate projections in the IPCC’s third and fourth

assessment reports. HadCMǗ has Ǖǝ vertical levels in the atmosphere and ǖǔ vertical lay-

ers in the ocean (with higher vertical resolution near the surface) and it progresses in

half hour time steps. (Gordon et al., ǖǔǔǔ) For the simulations presented in this docu-

ment were run using HadCMǗL, a version of HadCMǗ reduced with resolution of ǖ.Ǚ◦ in

latitude by Ǘ.ǛǙ◦ in longitude over the whole globe, as opposed to, in HadCMǗ, ǖ.Ǚ◦ in lat-

itude by Ǘ.ǛǙ◦ over land, but Ǖ◦ by Ǖ◦ over the ocean. The exact specifications of the cli-

mateprediction.net(cpdn) version of HadCMǗL used are identical to that used for the cpdn

BBC Climate change experiment. (Frame et al., ǖǔǔǝ)

ǖ.ǖ climateprediction.net

The climateprediction.net project, based out of the Department of Physics at the Univer-

sity of Oxford, uses personal PCs around the world to run large ensembles of model vari-

ants (“perturbed physics ensembles”) and assemble a distribution of climate responses to

emissions scenarios, using different combinations of input parameters. Individual cli-

mate simulation work units are distributed to cpdn participants around the world using

the Berkeley Open Infrastructure for Network Computing (BOINC) client, a grid comput-

ing tool originally developed for running the SETI@home project.(Stainforth et al., ǖǔǔǖ)

By pooling the resources of tens of thousands of computers around theworld, rather than

relying on a limited number of super-computers, cpdn has generated more results than

any other climate-modeling project. (Allen, Ǖǝǝǝ; Frame et al., ǖǔǔǝ). The cpdn version

of HadCMǗL allows perturbation of approximately Ǜǔ model parameters and forcing files

to account for physical uncertainties associated with the standard configuration of the

model. See Appendix A for a descriptions of the ǖǖ parameters that were perturbed as a

part of either of the experiments presented in this document.
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ǖ.Ǘ Simulations

The experiments presented in Chapters Ǘ and ǘ were designed to explore two different

types of uncertainty in the climate response to stratospheric SRM forcings. Experiment

Ǖ aims to see how global and regional responses to SRM vary with the amount of SRM

applied. It used a single, standard configuration of the model to test ǕǗǙ different SRM

scenarios, revealing a variety of regional sensitivities to incremental changes in these

forcings. Experiment ǖ was designed to explore how climate response to SRM depends on

the parametric configuration of themodel. It examines the response of ǘǗ differentmodel

configurations (parameter sets) to amuch smaller set of SRM scenarios. There are a num-

ber of similarities in the design and implementation of the two experiments, however,

and the common elements are described below.

Basic Set-up

All of the simulations conducted for the twoexperimentswere transient, i.e., atmospheric

composition changed over their length. Future anthropogenic greenhouse gas and tropo-

spheric aerosol emissions weremodeled using the IPCC Special Report on Emissions Sce-

narios (SRES) scenario AǕB, a standard baseline emissions scenario for climate modelers

which is nominally based on:

...a future world of very rapid economic growth, global population that

peaks in mid-century and declines thereafter, and the rapid introduction of

new and more efficient technologies. Major underlying themes are conver-

gence among regions, capacity building and increased cultural and social in-

teractions, with a substantial reduction in regional differences in per capita

income...[and a] technological ... balance across [fossil and non-fossil fuel]

sources. Nakiçenoviç and Swart, ǖǔǔǔ
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While SRES AǕB is a helpful emissions scenario to use in these simulations because

of its ubiquity in other climate modeling studies, the SRES projections are not necessar-

ily very realistic (Morgan and Keith, ǖǔǔǜ). After the first experiment was completed, a

new set of emissions scenarios was published for use in the upcoming IPCC Fifth Assess-

ment Report. The “Representative Concentration Pathways” (RCP scenarios) are intended

to reflect improved understanding of the climate system and the likely pathways for hu-

man and economic systems that will influence it. (Moss et al., ǖǔǕǔ) Scenario RCP ǘ.Ǚ is

approximately equivalent to SRES AǕB (in its assumptions about economic growth, pop-

ulation and energy systems evolution, as well as its first-order forcing profile), however,

Experiment ǖ uses AǕB for consistency and for reasons of expediency.

The simulations run from ǖǔǔǔ-ǖǔǜǔ with SRM forcings applied starting in ǖǔǔǙ. Typ-

ical cpdn simulations run from Ǖǝǖǔ-ǖǔǜǔ, initiated with ǕǙǔ year spin-ups. (Frame et al.,

ǖǔǔǝ) Since the two SRM experiments are identical to other cpdn simulations, except for

the SRM forcings starting in ǖǔǔǙ, it was preferable to restart old simulations in ǖǔǔǔ

rather than reinitiate from Ǖǝǖǔ. In order to initiate these ǜǔ-year simulations, we used

restart files for the year ǖǔǔǔ fromold simulations that hadused identical parameters (and

forcings through year ǖǔǔǔ). For Experiment Ǖ, we had only ocean restart files available

andused the Ǖǝǖǔ atmosphere start file. As such,we observed a blip at the beginning of the

simulations as the atmosphere equilibrated with the ocean. For Experiment ǖ, we used

only model configurations that had both ocean and atmosphere restart files available for

the year ǖǔǔǔ.

SRM Forcings

Stratospheric SRM activities were mimicked in the model by modifying the natural vol-

canic forcing inputs, which are implemented as zonally-uniform variations in strato-
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spheric aerosol optical depth at ǔ.ǙǙ microns. The stratosphere in the model corresponds

to the top Ǚ vertical layers of the atmosphere and the aerosol mass is distributed propor-

tional to the air mass at each level. (Yamazaki, ǖǔǔǜ) In both experiments, both SRM and

no-SRM scenarios used globally uniform stratospheric forcings. Forcings were converted

to stratospheric optical depth values using UK Met Office diagnostics. This approach

to modeling SRM is unique and could be considered an intermediate approach between

other recent SRM GCM modeling experiments which have either injected SO2 into a dy-

namic stratosphere (Jones et al., ǖǔǕǔ; Robock et al., ǖǔǔǜ) or just directly tuned down the

solar constant (Caldeira andWood, ǖǔǔǜ; Lunt et al., ǖǔǔǜ).

HadCMǗwas found to produce a forcing of approximately -ǖ.ǙW/m2 for every ǔ.Ǖ units

of stratospheric optical depth. (Ingram, ǖǔǔǜ) I assume that radiative forcing is linear

with optical depth in the design of SRM scenarios, an imperfect assumption (Hansen

et al., ǖǔǔǙ), but adequate for the purposes of this experiment in which approximate forc-

ing compensation was acceptable. The SRES AǕB simulations with no SRM (our control)

use a volcanic forcing file with a constant optical depth of ǔ.ǔǕ, a value approximately

equivalent to mean volcanic activity of the recent past (Sato et al., ǕǝǝǗ).

Initial Condition Subensembles

In both experiments, all model versions were tested using ten-member initial condition

subensembles. These ensembles, made up of simulations identical but for small pertur-

bations to initial conditions, are important for reducing signal-to-noise issues associated

with complex climate models. All AOGCMs, including HadCMǗ have “internal variabil-

ity,” or noise associated with the internal dynamics of the model as opposed to the ac-

tual physical processes the model is simulating (Collins et al., ǖǔǔǕ). Because of internal

variability, otherwise identical simulations (with identical parameters and forcings) that
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have small differences in their initial conditions will have very different states in any

given time-step. By averaging the results of an initial conditions ensemble, it is possi-

ble to eliminate some of the noise of internal variability that interferes with the signals

associated with the models response to natural and anthropogenic forcing inputs. The

experiments use twomechanisms for generating initial conditions:

• The dtheta parameter: a temperature perturbation to one grid cell; and

• Simulation restart files: as described in the section above, simulations for this ex-

periment were restarted in model-year ǖǔǔǔ using ocean and atmosphere condi-

tions saved from previous simulations. Using different restart files for the same

model configuration is another way to perturb our year ǖǔǔǔ initial conditions.

For Experiment Ǖ, only dtheta perturbations were used to generate initial condition en-

sembles. In Experiment ǖ, whenmore than one simulation for a givenmodel versionwas

available, semi-random combinations of restarts and dtheta perturbations were used to

generate the initial condition ensembles. (Some additional details are available in Chap-

ter ǘ.)

Regionalization

To systematically analyze the regional implications of the results temperature andprecip-

itation anomalies are analyzed grouped into in ǖǗ regions output by climateprediction.net.

The regions are shown inFigure ǖ.Ǖ anddescribed inTable ǖ.Ǖ. These “Giorgi” regions,were

designed to represent climatically and physiographically similar land areas and are large

enough to produce climate predictions that are more statistically robust than those ob-

tained from grid-cell level output (Giorgi and Francisco, ǖǔǔǔ). Population and economic
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output data for the year ǖǔǔǔ, also shown in Table ǖ.Ǖ, was mapped to the regions using

the Nordhaus (ǖǔǔǚ) G-Econ dataset.

150 100 50 0 50 100 150
60

40

20

0

20

40

60

80

1 2

3 4 5

6

7

8

9

10
11

12 13

14

15

16 17 18

19
20

21
22 23

Figure ǖ.Ǖ: The ǖǗ Regions used in the analyses.

ǖ.ǘ Analytical Tools

The following tools were used for simulation data management, processing and presen-

tation:

• The CPDN download client: the Mac OSX CLI binary, available at

https://results.cpdn.org/repository/help, was used to download zip files of simula-

tion output from the CPDN servers.

• Python: this programming language was used to write scripts for data manage-

ment (unzipping and moving output files) and data processing (opening netCDF

files, extracting relevant data and writing into txt or csv output files). The netCDFǘ

module (Dataset class) was used for reading cpdn netCDF files. Some simple statis-

tical processing (e.g., averaging initial condition ensembles, calculating standard

deviations of baseline datasets) was conducted using NumPy functions.
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Table ǖ.Ǖ: Regional Data

No. Region Long Name Economic Output Population
(billions US$) (millions)

Ǖ ala Alaska, NW Canada ǘǔ ǔ.Ǚǜ
ǖ cgi E Canada etc. ǖǖ ǔ.ǝǔ
Ǘ wna Western N America ǖǙǝǖ Ǜǘ.ǚǛ
ǘ cna Central N America ǖǚǙǝ ǜǖ.ǛǙ
Ǚ ena Eastern N America ǙǕǘǝ Ǖǘǜ.Ǘǚ
ǚ cam Central America ǕǗǕǝ ǕǗǘ.ǖǝ
Ǜ amz Amazonia ǕǖǕǕ ǖǔǕ.ǜǗ
ǜ ssa Southern S America ǕǕǕǝ ǕǙǔ.Ǚǖ
ǝ neu Northern Europe ǛǕǛǙ ǗǛǜ.Ǘǝ
Ǖǔ seu S Europe, N Africa ǙǗǖǝ ǘǘǝ.Ǚǖ
ǕǕ sah Sahara ǛǗǔ Ǜǔ.ǚǛ
Ǖǖ waf Western Africa Ǘǔǘ ǖǝǝ.ǘǖ
ǕǗ eaf Eastern Africa ǖǕǙ ǖǚǛ.ǗǛ
Ǖǘ saf Southern Africa ǗǙǚ ǕǖǕ.ǝǕ
ǕǙ nas Northern Asia ǚǝǛ ǜǘ.ǖǜ
Ǖǚ cas Central Asia Ǜǘǘ ǖǜǜ.Ǚǔ
ǕǛ tib Tibetan Plateau ǕǙǗ ǚǗ.Ǜǝ
Ǖǜ eas Eastern Asia ǛǕǔǙ ǕǘǜǙ.ǖǙ
Ǖǝ sas Southern Asia ǕǛǜǘ ǕǖǛǕ.ǘǘ
ǖǔ sea Southeast Asia Ǖǘǖǔ ǘǛǔ.ǔǜ
ǖǕ nau Northern Australia Ǖǔǝ ǘ.Ǘǚ
ǖǖ sau Southern Australia ǘǔǕ Ǖǘ.ǜǔ
ǖǗ nz New Zealand ǛǕ Ǘ.ǜǚ

• Mathematica: this software package was used for most of the data analyses and

figure generation. The CountryData function was used for mapping. The Linear-

ModelFit function was used for regression analyses.

• R/ RStudio: the statistical programming language, R, as implemented through the

RStudio environment, was used for generating regression trees using the rpart (re-

cursive programming) package.
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• Adobe Illustrator: this graphics editing software was used to create graphics and

to improve the readability and aesthetics of figures generated in Mathematica or

RStudio.





Chapter Ǘ

Results: Experiment Ǖ

This chapter presents ananalysis of regional differences in climatemodifiedbySRMusing

a large-ensemble modeling experiment that examines the impacts of Ǚǘ global tempera-

ture stabilization scenarios. Our results confirm that a world with SRM would generally

have less extreme temperature and precipitation anomalies than one with unmitigated

greenhouse gas emissions and no SRM, but illustrate the physical unfeasibility of simul-

taneously stabilising global precipitation and temperature as long as greenhouse gases

continue to rise.

Over time, simulated temperature and precipitation in large regions such as China

and India vary significantly with different SRM trajectories and diverge from historic

baselines in different ways. Hence the use of SRM to stabilize climate in all regions si-

multaneouslymay not be possible. Regional diversity in the response to different levels of

SRM could complicate what is already a very challenging problem of global governance,

and could make consensus about the “optimal” level of geo-engineering difficult, if not

impossible, to achieve. Ǖ

ǕThis chapter is basedonanarticlewrittenwithM.GrangerMorganandMylesAllen thatwaspublished
in the August ǖǔǕǔ issue of Nature Geoscience. (Ricke et al., ǖǔǕǔ) Myles and I designed the experiment, I
performed all the data analyses and drafted the article and Granger and Myles contributed to refining it.

ǖǝ
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Ǘ.Ǖ SRM Scenario Design

ǕǗǙ SRM scenarioswere formulated, designed to offset the net anthropogenic forcings un-

der SRES AǕB. The major anthropogenic climate forcings included in the cpdn-version of

HadCMǗare from long-lived greenhouse gases, tropospheric ozone and sulfur aerosols (di-

rect and first indirect effect). In the first step in designing counterbalancing geoengineer-

ing scenarios, the transient magnitudes of these forcings were quantified and summed.

The forcing scenarios were based on the greenhouse gas concentrations and tropospheric

ozone and sulfur aerosol burdens derived for the SRES AǕB emissions scenario— based

on a future with high economic growth, low population growth and rapid technological

change. (See Chapter ǖ for details.) The baseline values over time of the three forcing com-

ponents are shown in Figure Ǘ.Ǖ, along with the uncertainty ranges applied according to

the method below.

Greenhouse gas concentrations for SRES AǕB were taken from the IPCC Third Assess-

mentReport (TAR) and relative forcingsweremodeledusing the approximation equations

in Table ǚ.ǖ of the TARWGǕ Report. (Ramaswamy et al., ǖǔǔǕ) Gases included are carbon

dioxide, methane, nitrous oxide, CFC-ǕǕ and CFC-Ǖǖ. The aggregate greenhouse gas forc-

ing grow from ǖ.ǘ W/mǖ in ǖǔǔǔ to Ǚ.Ǜ W/mǖ in ǖǔǜǔ. The uncertainty associated with

the forcings from long-lived greenhouse gases are approximately ±Ǖǔ% from IPCC Fourth

Assessment Report (ARǘ).(Forster et al., ǖǔǔǛ)

Decadal values of tropospheric ozone burdens were obtained from Horowitz (ǖǔǔǚ).

The burdens used to scale the ozone forcing relative to a year-ǖǔǔǙ reference forcing esti-

mate and concentration. The estimated radiative forcing effect of tropospheric ozone in

The linearity analysis at the end of the chapter was presented in a poster at the ǖǔǔǝ AGU Fall Meeting
and further refined and applied as part of the Residual Climate Response (RCR) model analysis. The RCR
model application is presented and summarized in the final section and is adapted from a paper written
with Juan Moreno-Cruz and David Keith that is in press at Climatic Change. (Moreno-Cruz et al., ǖǔǕǕ) Juan
and I performed the data analysis for this paper together.
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Figure Ǘ.Ǖ: Anthropogenic Forcing Values Over Time. Greenhouse gas forcing estimates
in red, sulfur aerosols in blue and tropospheric ozone in orange.

ǖǔǔǙ was ǔ.ǗǙ (-ǔ.Ǖ, +ǔ.Ǘ) W/mǖ. (Forster et al., ǖǔǔǛ) Due to both the small relative value

of the tropospheric ozone forcing and the limited number of forcing schemes that could

be tested in this experiment, ozone uncertainties were not specifically included in the

design of the geoengineering forcing files. Rather, ozone forcing values were combined

with the forcing estimates for long-lived greenhouse gases and varied and the combined

spread of forcing values were tuned according to the methodology discussed in the next

section.

To approximate the radiative forcing effects of sulfur aerosols, a sulfur burden index,

relative to the year ǖǔǔǔwas developed using the dataset fromBoucher et al. (ǖǔǔǖ). Direct

and indirect sulfur aerosol effect forcings were estimated and applied over time using lin-

ear scaling. The baseline value used for the direct effect forcing is -ǔ.ǘ W/mǖ, as reported

in ARǘ, with ǝǔ% confidence intervals of ±ǔ.ǖ W/mǖ. A baseline value for the indirect

effect was established using the modeling studies in Table ǖ.Ǜ of the ARǘ WGǕ report in

which the model used estimated the effect of sulfur aerosols only. In total, five results
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met this criterion and the mean radiative forcing value was -Ǖ.Ǖ W/mǖ with a standard

deviation of ǔ.Ǚ W/mǖ.

The spread of radiative forcing values associated with greenhouse gases and sulfur

aerosols was tuned to fit the approximate spreads presented in Chapter ǖ of the ARǘWGǕ

report on radiative forcing estimates, Figure Ǘ.ǖ.(Forster et al., ǖǔǔǛ) Because the goal of

this experimentwas to identify the effects associatedwithoptimal geoengineering schemes,

the scenarios span the entire range of potential forcing values, even those that are highly

unlikely. The first iteration of forcing files was produced by summing incremental vari-

ations in the greenhouse gas and aerosol forcing values and the resulting ensemble of

forcing files was expanded and tuned to fit with these summary data.

In total, ǕǙ sulfur aerosol forcing timelines were crossed with ǝ greenhouse gas time-

lines for a total of ǕǗǙ possible geoengineering forcing scenarios. Forcings were converted

to stratospheric optical depthvaluesusingUKMetOfficediagnostics (Ingram, ǖǔǔǜ). HadCMǗ

was found to produce a forcing of approximately -ǖ.Ǚ W/mǖ for every ǔ.Ǖ units of strato-

spheric optical depth. The ǕǗǙ scenarios are pictured in Figure Ǘ.Ǘ.

Figure Ǘ.ǖ: Figure ǖ.ǖǔB from Chapter ǖ of the ǖǔǔǛ IPCCWorking Group Ǖ Assessment Re-
port: Probability distribution functions (PDFs) from combining anthropogenic radiative
forcings. (Forster et al., ǖǔǔǛ)
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Figure Ǘ.Ǘ: ǕǗǙ SRM Forcing scenarios, implemented as set values of stratospheric aerosol
optical depth.

Ǘ.ǖ Global Response to SRM Scenarios

Of the ǕǗǙ SRM scenarios considered, a least-squares fit analysis was used to select Ǚǘ for

which the global surface air temperature trend was less than ±ǔ.ǔǔǚ◦C per year (most

SRM scenarios produced global temperature trends that rose slightly over the length of

the simulation) (Figure Ǘ.ǘa). All Ǚǘ of the SRM scenarios produced stabilized five-year av-

erage global-mean surface air temperatures, at levels betweenapproximately Ǖǘ.ǚ to ǕǙ.Ǜ◦C

(Figure Ǘ.ǘb) – roughly, plus orminus half a degree from the temperature at the time SRM

activities are initiated– depending on the level of forcing applied, while the control sce-

nario (shown in black) resulted in an increase in global-mean SAT of approximately ǖ.Ǚ◦C

over the course of the ǜǔ-year simulations. For the control scenarios, seasonal tempera-

turemaps of the anomaly in surface air temperature between the Ǖǝǝǔs (the last common

decade of data for both sets of simulations) and the ǖǔǛǔs showwarming everywhere, but

especially at the poles during local winter. As presented in the maps in Figure Ǘ.Ǚ, these

effects are largely neutralized in the runs with SRM, although there is greater cooling in

the tropics than elsewhere.
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Figure Ǘ.ǘ: Time series of global optical depth, temperature and precipitation of the Ǚǘ
scenarios examined. (a) Solar radiation management (SRM) and no-SRM scenarios, (b)
five-year average global mean near-surface (Ǖ.Ǚ m) air temperature, and (c) five-year av-
erage global mean precipitation rate, all displayed over the length of the ǜǔ model-year
simulations.

As theoretical frameworks (Allen and Ingram, ǖǔǔǖ) and previous modeling results

(Robock et al., ǖǔǔǜ) have predicted, we find a global net increase in precipitation under

the control (no-SRM) scenario and net decreases under the scenarios with SRM (Figure

Ǘ.ǘc). Because of the component of the hydrological impact of long-wave forcing that

is independent of temperature, SRM with stratospheric aerosols cannot simultaneously

compensate for the impacts of rising greenhouse gases on both temperatures and the hy-

drological cycle.(Bala et al., ǖǔǔǜ)While itmight be possible in principle to “fine tune” the

hydrological response by injecting aerosols with different optical properties at different

latitudes or altitudes, no proposal yet exists for how this might be implemented in prac-

tice, and some variability in response remains inevitable. Hence, as Figure Ǘ.ǚ illustrates,

uniform SRM cannot compensate exactly for rising greenhouse gas concentrations at the

global level. Themaps in Figure Ǘ.Ǜ show seasonal precipitation anomalies for theno-SRM

andone SRMscenario. The geographical distributionof precipitation effects varieswidely

under both sets of simulations, with globally increased albedo sometimesmitigating the

precipitation anomalies exhibited under the standard global warming scenario, but oc-
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Figure Ǘ.Ǚ: Near-Surface (Ǖ.Ǚ m) Air Temperature Anomaly (<ǖǔǛǔs>-<Ǖǝǝǔs>) Maps for
simulations with no SRM (n=Ǘǔ) and SRM that stabilized global mean SAT at approxi-
mately ǕǙ.ǖ◦C (n=ǗǗ).

casionally exacerbating them. Previous studies have not examined how global patterns

of these changes vary with different SRM scenarios.

Surface and subsurface runoff anomalies are generally mitigated with SRM. Maps of

seasonal subsurface runoff are presented in Figure Ǘ.ǜ. This indicator is an alternative

proxy (beyond precipitation) for the effect of both scenarios on regional hydrological cy-

cles because it is a function of soil properties, temperature and precipitation, and there-

fore may better portray information about impacts. Note that in the subsurface runoff

data, the sole region for which runoff anomalies under the no-SRM scenario are not mit-
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Figure Ǘ.ǚ: Relationbetween change inprecipitation rate as a function of change in global
mean near-surface air temperature (x-axis) and equivalent carbon dioxide concentration
(y-axis). Temperature and precipitation data points are five-year averages over the initial-
condition sub-ensembles for each SRM scenario.

igated under SRM scenario is Southeast Asia in JJA.

Ǘ.Ǘ Regional Results

In order to analyze the regional implications of different levels of SRMwe examinedmean

temperature and precipitation anomalies over land in ǖǗmacro-regions (Giorgi and Fran-

cisco, ǖǔǔǔ). A summary plot of regional temperature and precipitation responses to the

different forcing scenarios early and late in the simulations is shown in Figures Ǘ.Ǖǖ and

Ǘ.ǕǗ (placed at the end of the chapter). While increased stratospheric albedo cools all re-

gions considered compared with the AǕB control, precipitation responses vary. In most

regions, our simulations support the general assumption that the more SRM that is im-
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Figure Ǘ.Ǜ: Precipitation Rate Anomaly (<ǖǔǛǔs>-<Ǖǝǝǔs>) Maps for simulations with no
SRM (n=Ǘǔ) and SRM that stabilized global mean SAT at approximately ǕǙ.ǖ◦C (n=ǗǗ).

plemented, the greater the reduction in precipitation. However, there are some excep-

tions, such as Central America and the Amazon, and to a lesser extent, Southern Africa

and the Mediterranean, although these regional details are likely to be sensitive to the

model used. In most regions and seasons, there is a SRM scenario that produces precip-

itation rates closer to the baseline value than the control scenario, but again there are

exceptions, such as Southeast Asia and Western North America in the summer. Precipi-

tation in some regions, such as Canada and Northern Asia, is relatively sensitive in these

simulations to the SRM scenario employed. Other regions, such as Australia and Eastern

Africa are insensitive to the scenario.
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Figure Ǘ.ǜ: Subsurface Runoff Anomaly (<ǖǔǛǔs>-<Ǖǝǝǔs>) Maps for simulations with no
SRM (n=Ǘǔ) and SRM that stabilized global mean SAT at approximately ǕǙ.ǖ◦C (n=ǗǗ).

The primary normalization scheme used to compare the anomalies observed in the

ǖǗ macro-regions analyzed is seasonal interannual variability from the baseline dataset

(Ǖǝǝǔs transient standard physics simulations). This normalization scheme was selected

as a recent commonreferencepoint that couldprovide ametric forhowthegeneral changes

thathappenedover time in the SRMandno-SRMsimulations compared to the (simulated)

mean climate state and year-to-year variability of each region in the recent past. From an

impacts relevance standpoint, the smaller the changes to the mean climate of a region

are compared to interannual variability in the recent past, the easier such changes will

be to adapt to. Other approaches to normalization can yield somewhat different results,
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however the main conclusions are robust. For a further discussion of normalization, see

Appendix B.

If the aim of SRM is to “restore late-ǖǔth-century climate”, one way of defining this

target would be to return a region’s average temperature and precipitation to within one

standard deviation of its baseline climate. Early in the simulations, a variety of SRM sce-

narios achieve this (see Figure Ǘ.Ǖǖ at the end of the chapter). However, by the end of the

simulations, when SRM has compensated for increasing anthropogenic forcings for six

to seven decades, there is often no scenario that can place a region back within one stan-

dard deviation of both its baseline temperature and precipitation (see Figure Ǘ.ǕǗ at the

end of the chapter). In other words, as the level of modification required to compensate

for anthropogenic greenhouse gas forcing increases, the relative appeal of different levels

of SRM depends on the region considered and the variable (temperature or precipitation)

that is deemedmost important.

This point is illustrated clearly in Figure Ǘ.ǝ, which shows the summer temperature

and precipitation anomalies in the ǖǔǖǔs and ǖǔǛǔs for the regions containing India and

Eastern China, normalized by the ensemble-mean interannual variability of their base-

line (late-ǖǔth-century) climates. In the ǖǔǖǔs most scenarios return the climate of both

Eastern China and India to within a standard deviation of baseline. By the ǖǔǛǔs, the

scenarios that return regional climates to within the one-standard deviation circle are

mutually exclusive. However, because of the large temperature anomalies in the no-SRM

scenario by the ǖǔǛǔs, the net regional temperature-precipitation anomalies in these and

other regions under the no-SRM scenario are much larger than those in any of the SRM

scenarios.

Figure Ǘ.Ǖǔ shows the level of SRM that brings the regional climate back closest to its

Ǖǝǝǔ climate (i.e. to the centre of a circle like the one shown in Figure Ǘ.ǝ). That is, the

amount of SRM that minimizes combined temperature and precipitation anomalies in
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Figure Ǘ.ǝ: Modeled response to different levels of average global SRM over time in India
and China. Interannual variability-normalized regional temperature and precipitation
summer (JJA) anomalies (averages for the ǖǔǖǔs minus the Ǖǝǝǔs and ǖǔǛǔs minus the
Ǖǝǝǔs) in units of baseline standard deviations for region including India (triangles) and
region including Eastern China (circles). SRM-modified climates for these two regions
migrate away from the baseline in disparate fashions.

units of regional baseline standard deviations. Again, we find that different levels of SRM

will likely be desired by different regions.

Ǘ.ǘ Discussion

HadCMǗ has been shown to reproduce the observed water vapour feedbacks associated

with volcanic eruptions (the proxy process we use to mimic the SRM forcings) fairly well

(Forster and Collins, ǖǔǔǘ). However, it is well known that present GCMs are limited in

their ability to estimate local and regional precipitation (Randall et al., ǖǔǔǛ) and circu-



Ǘ.ǘ. DISCUSSION ǘǕ

-150 -100 -50 0 50 100 150
-60

-40

-20

0

20

40

60

80

-150 -100 -50 0 50 100 150
-60

-40

-20

0

20

40

60

80

2020s

2070s

14.6 14.8 15.0 15.2 15.4 15.6

Solar Radiation Management

Approximate Global-Mean SAT (˚C)

MORE LESS

Figure Ǘ.Ǖǔ: “Optimal” SRM scenarios for the summer for each region. (For regions that
straddle the equator, the wetter season was selected.) The “optimal” scenario is defined
as minimum combined temperature and precipitation anomalies in standard deviations
from the baseline (Ǖǝǝǔs) climate, for (a) the ǖǔǖǔs and (b) the ǖǔǛǔs.

lation response in models of this class to volcanic forcing may be imperfect (Stenchikov

et al., ǖǔǔǚ). Some have proposed the application of non-uniform SRM forcings, such as

stratospheric forcings concentrated over the poles, or even tropospheric forcings with

both latitudinal and longitudinally varied distribution over the oceans, to control the re-

gional impacts of global cooling by SRM (Latham et al., ǖǔǔǜ). SRM implemented as such

would likely produce different regional precipitation effects as well. However, while the

specific patternsmight be somewhat different under any actual implementation of SRM,
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none of these interventionswill have purely local impacts and it seemsmost unlikely that

some form of the regional divergence that we observe would not appear.

Previous modeling exercises have demonstrated that unless net carbon dioxide emis-

sions are reduced close to zero, with substantial reductions in emissions of shorter-lived

greenhouse gases, long-wave forcing would continue to rise and SRM would be needed

to compensate for global warming for centuries before it could be phased out (Boucher

et al., ǖǔǔǝ). However, as our simulations progress, regional geoengineered climates mi-

grate away from the baseline origin. While all of the regions are closer to their Ǖǝǝǔ condi-

tions (especially in terms of temperature) undermost of the scenarios, themost desirable

level of SRMwill very likely becomemore andmore dependent on the region and variable

considered the longer these activities are carried out as long-wave forcing continues to

increase.

While the analysis of this chapter has examinedmean temperature and precipitation

anomalies over land in ǖǗ macro-regions, it is important to note that these are not the

onlymetrics thatmight be used in designing an SRM intervention. For example, in some

regions sustaining annual or seasonal water resources (e.g. by protecting snow pack, or

by assuring the continued operation of a monsoon system), or retaining summer sea ice,

might be chosen as more important (and perhaps conflicting) objectives. Even within a

region there may often not be an agreed metric. For example, indigenous peoples may

want to preserve the summer arctic sea ice that is critical to their way of life, while mar-

itime industries may prefer summers with an ice-free arctic ocean.

Even if the specific aims of SRM were agreed, predicting this kind of detail in the di-

rect and indirect consequences of SRM is generally beyond the capabilities of the models

currently used for SRM research. SRMat levels considered in this papermay result in a va-

riety of unexpected and unintended consequences. For example, aerosols from the erup-

tion of Mount Pinatubo produced more diffuse light through scattering and in the year
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following the eruption a deciduous forest in Massachusetts experienced a ǖǗ% enhance-

ment in photosynthesis because the plant canopies use diffuse lightmore efficiently than

direct sunlight (Gu et al., ǖǔǔǗ). Some stratospheric particles can provide reaction sites for

the catalytic destruction of stratospheric ozone (Tilmes et al., ǖǔǔǝ). If SRM were started

and then stopped, while greenhouse gas concentrations continued to increase, the re-

sultwould be unprecedented rates of rapidwarming (Matthews andCaldeira, ǖǔǔǛ)which

have the potential to prove devastating to many terrestrial ecosystems. Of course, SRM

alonewould do nothing to stop the rise in of atmospheric concentration of carbon dioxide

which will have differential impacts on species within terrestrial biota (Körner and Baz-

zaz, Ǖǝǝǚ) and lead to continued ocean acidification and the likely demise of many or all

coral reefs. (Hoegh-Guldberg et al., ǖǔǔǛ)

These results do not provide a definitive illustration of regional climate impacts as-

sociated with potential future SRM schemes, nor can we assume that minimizing the

net normalized temperature and precipitation anomalies from the Ǖǝǝǔswould be the ob-

jective of any given region should SRM be undertaken, although some such quantitative

metric would be required to define the objectives of any SRM intervention. Rather, our re-

sults demonstrate that not onlywould “optimal” SRM activities imply different things for

different regions, but that international negotiations over the amount of SRM could be-

come inherentlymore difficult the longer suchactivities are used to compensate for rising

greenhouse gas concentrations. While greenhouse gas emissions result from economic

activity all over the world, the intentional modification of albedo could be undertaken

by just one or a few parties. Consideration by diplomatic and other communities of how

global governance of such activities might best be managed is in an even earlier stage of

development (Victor et al., ǖǔǔǝ). Results presented here suggest that as our understand-

ing improves, serious issues of regionally diverse impacts and inter-regional-equity may

further complicate what is already a very challenging problem in risk management and
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governance.

Ǘ.Ǚ Linearity of Regional Responses

From Figure Ǘ.ǝ, incremental changes in the amount of SRM appear to result in approxi-

mately linear temperature and precipitation changes, even at the regional level. A strong

linear response of regional temperature and precipitation to changes in stratospheric

aerosol optical depth (AOD – i.e., the amount of SRM) in the forcing range of interest is

important because it means that in future experiments (i.e., Experiment ǖ in the next

chapter), far fewer SRM scenarios need be simulated in order to get a clear picture of

regional sensitivities. With sufficiently large initial condition ensembles (to eliminate

noise), the regional responses between high and low levels of SRM can be interpolated. A

least-squares regression tested a linear approximation of temperature (or precipitation)

given AOD:

∆T (od) = α1 + β1 · od

versus a function that includes a quadratic term:

∆T (od) = α2 + β2 · od+ γ · od2

to determine whether it substantially improves the explanatory power of the model,

assuming that if it does not, a low adjusted-R2 (R̄2) is due to noise rather than changes

in the indicator following a more complex functional form. Appendix C presents tables

with the regression coefficients and R̄2 values associated with annual, Northern Hemi-

sphere summer (JJA) and Northern Hemisphere winter (DJF) decadal mean temperature

and precipitation anomalies for the ǖǔǖǔs and the ǖǔǛǔs. Given the high R̄2 values for

the regional temperature-AODmodels (always greater than ǝǔ% in the ǖǔǖǔs and greater
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than Ǜǔ% ǖǔǛǔs, for all regions and seasons), a linear approximation appears to be a good

assumption.

Even with decadal means and Ǖǔ-member initial condition ensembles, R̄2 values for

precipitation data are quite low (and sometimes negative) for many of the regions, but

the explanatory power of the model is rarely improved by adding a quadratic term. As

such, the question is howmuch drastically reducing the number of SRM scenarios tested

is likely to alter the results we get if more scenarios were empirically tested. I compared

best-fit lines through two endpoints (one of the five highest SRM scenarios and one of the

five lowest) and one randomly selected point between them in all ǖǙ combinations to see

howdifferent the resultswere from the best-fit found using allmodels for each region and

season. On average, the best-fit between precipitation and AOD that is interpolated using

three points instead of Ǚǘ points predicts annual-mean regional precipitation anomalies

that were about one hundredth of a standard deviation different or less in the SRM forc-

ing range of interest. This implies that the three scenario approach taken for the analysis

of Experiment ǖ’s simulations in the next chapter will not produce significantly differ-

ent results than if many more SRM scenarios had been tested empirically, as long as the

extrapolation is made within the same range of forcings tested in this experiment.

Ǘ.ǚ Application Example: Residual Climate Response

Model

The data from the experiment above was used to test a simple model to account for the

potential effectiveness of solar radiationmanagement (SRM) in compensating for anthro-

pogenic climate change. (Moreno-Cruz et al., ǖǔǕǕ) The Residual Climate Response (RCR)

model, described below, measures how effective SRM is in compensating for CO2 equiva-
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lent (CO2e)-driven climate change at a regional level. Themodel can be applied to evaluate

any climate indicator inwhich regional responses are approximately linear in the forcing

range of interest. Note that for this application, a stricter linearity criterion must be met

than that in the section above – one in which the SRM forcing “range of interest” extends

to the point of no SRM. (Appendix D presents the linearity tests specific to this analysis.)

In theRCRmodel, regional inequalities are representedby treating the climate changes

induced by CO2e and SRM as independent vectors in a space of relevant climate variables.

The changes in a given climate indicator relative to a baseline and after SRM compensa-

tion, can be captured by a vector of residuals. The larger themagnitude of this vector, the

lower the effectiveness of SRM. To account for differences in interregional preferences in

a way that is impacts-relevant, we weighted the variability-normalized regional temper-

ature and precipitation changes using welfare indicator data to represent three different

social objectives: egalitarian, where each region is weighted by population (number of

people), utilitarian, where each region is weighted by its economic output (US$ billion),

and ecocentric, where each region is weighted in terms of Area (km2). (Nordhaus, ǖǔǔǜ)

Figure Ǘ.ǕǕ shows a two-dimensional example of the RCRmodel. Assume the climate

variable of interest is temperature and consider changes in two regions, RegionA and Re-

gionBwithpopulationsa and b, respectively. For each regionwe calculate the population

weighted temperature changes due to an increase in CO2e, denoted by TA
CO2

and TB
CO2

.

Now assume that SRM is designed and implemented to minimize deviations from some

reference point, e.g. preindustrial levels or Ǖǝǝǔs levels. The reference point is represented

as the origin in Figure Ǘ.ǕǕ. The temperatures in regionsA andB after implementation of

SRM are given by TA
RES and T

B
RES . Because φ > 0, the optimal level of SRM leaves Region

A with a positive change in temperature and Region B with a negative change in tem-

perature. Notice that this is globally optimal. That is, the level that minimizes squared

deviations in both regions, is not the optimal level for each region. If RegionB chooses the
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level of SRM thatminimizes its own damages, temperature changes in Region Bwould be

zero and temperature damages in Region Awould be higher than at TA
RES . The opposite is

also true if Region A chooses the level of SRM to minimize its own damages. In this case,

the temperature in Region Bwould be higher thanTB
RES . This shows the implementation

of an optimal level of SRM is very difficult because different regions want different levels

of SRM. Calculating the globally optimal level of SRM, however, while theoretical, serves

as a benchmark towards which we can compare other policies.
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Figure Ǘ.ǕǕ: Residual Climate ResponseModel. The horizontal axis shows changes in tem-
perature for Region A. The vertical axis shows temperature change in Region B. The blue
vector represents the change in temperature for the two regions at the time of doubling
CO2e. The green vector represents the level of SRM thatminimizes the sumof square tem-
perature change in the two regions. The red vector shows the optimal level of SRM that
minimizes the deviation from the baseline for the two regions simultaneously. The angle
φmeasures the effectivenesswithwhich SRM compensates for CO2e-driven temperature
change. Under the common assumption that impacts are quadratic in temperature de-
viations, there is an equivalence between the length of the residual vector and the total
damages after the implementation of SRM. This same logic applies for different climate
variable (e.g. precipitation) and more than two regions.

We use the vector of residuals to obtain amore intuitivemeasure of compensation. In

particular, we assume regional damages are an increasing function of changes in a given
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climate variable (Nordhaus, ǖǔǔǜ; on Stabilization Targets for Atmospheric Greenhouse

Gas Concentrations) [Nordhaus ǖǔǔǜ, NAS ǖǔǕǔ]. For simplicity, we assume damages are

quadratic and we estimate the percentage of climate change-related regional damages

that can be compensated for using SRM. That is, damagesD from a change in the climate

indicator Y , can be approximated as follows:

DCO2e ∝ ∥∆YCO2e∥2 and

DRES ∝ ∥∆YRES∥2

Using this assumption,wecansay that thepercentageof damages fromregional changes

in the variableY compensated forwith SRM is given by the following equation; where the

right hand side follows from the definition of YRES :

(
1− ∥∆YRES∥2

∥∆YCO2e∥2

)
× 100% = (1− sin2(φ))× 100%

The same analysis of the two dimensional example can be expanded ton-regions, and

can be implemented for any variable of interest. Table Ǘ.Ǖ shows the population-, output-

and area-weighted angle calculations for temperature changes (∆T ) and precipitation

changes (∆P ). The smaller temperature angle values show that SRM compensates better

for regional temperature changes than for regional precipitation changes.

Table Ǘ.Ǖ: Angles (φ) calculated using different weighting measures (degrees)

∆T ∆P

Population Ǘo ǕǕo

Output ǘo ǖǗo

Area Ǜo ǕǛo

Table Ǘ.ǖ showcases the simplicity of the RCR model. We can compare different SRM

levels and analyze their impacts, both for temperature and for precipitation, in terms of
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three different social objectives. Policy- and decision-makers can compare different pro-

posals relative to the best case scenario for a given social objective. In the next sectionwe

demonstrate how the RCRmodel can be used to compare sub-optimal policies.

Table Ǘ.ǖ: Percentage of CO2-driven damages that can be compensated for with SRM for
given climate indicator and economic weighting.

∆T ∆P

Egalitarian ǝǝ ǝǛ
Best Case Utilitarian ǝǝ ǜǙ

Ecocentric ǝǝ ǝǕ
Egalitarian ǝǝ -ǙǕ

Temperature / Utilitarian Utilitarian ǝǝ ǘǛ
Ecocentric ǝǜ ǜǛ
Egalitarian Ǜǔ ǝǛ

Precipitation / Egalitarian Utilitarian ǚǝ Ǜǝ
Ecocentric Ǜǖ Ǜǖ

The above method provides a parsimonious way to account for regional inequality

in the assessment of SRM effectiveness and allows policy and decision makers to exam-

ine the linear climate response to different SRM configurations. We found that an SRM

schemeoptimized to restore population-weighted temperature changes thebaseline com-

pensates for ǝǝ%of these changeswhile anSRMschemeoptimized forpopulation-weighted

precipitation changes compensates for ǝǛ% of these changes. Of course, this analysis just

shows how inequalities impede an optimal solution. Since you can get the same “angle”

with one large residual anomaly in one region and perfect compensations in the others

as you get with small residual anomalies in all regions, it is not a goodmetric for demon-

strating diversity of regional preferences. Still, it demonstrates that while inequalities do

diminish the potential effectiveness of SRM, theymay not be as severe an impediment as

it is often assumed.
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Figure S4. Normalized Regional Temperature and Precipitation Anomalies (average for the decade of the 2020s 

Figure Ǘ.Ǖǖ: Normalized Regional Temperature and Precipitation Anomalies computed as
the difference between average values for the decade of the ǖǔǖǔs and the Ǖǝǝǔs in units of
baseline interannual standard deviations. Stars (*) showmean temperature data for SRM
(colors) and no-SRM (black) scenarios. Open circles showmean precipitation data for (a)
the Northern Hemisphere summer (JJA), and (b) the Northern Hemisphere winter (DJF).
Horizontal lines on each plot show the cut off for one baseline standard deviation. Each
colored point represents data from ǚǔ simulations including ǚ SRM scenarios. Each black
point represents data from Ǘǔ no-SRM simulations. The baseline dataset is compiled from
Ǚǘ simulations.
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Figure S5.  Normalized Regional Temperature and Precipitation Anomalies computed as the difference between 

Figure Ǘ.ǕǗ: Normalized Regional Temperature and PrecipitationAnomalies computed as
the difference between average values for the decade of the ǖǔǛǔs and the Ǖǝǝǔs in units of
baseline interannual standard deviations. Stars (*) showmean temperature data for SRM
(colors) and no-SRM (black) scenarios. Open circles showmean precipitation data for (a)
the Northern Hemisphere summer (JJA), and (b) the Northern Hemisphere winter (DJF).
Horizontal lines on each plot show the cut off for one baseline standard deviation. Each
colored point represents data from ǚǔ simulations including ǚ SRM scenarios. Each black
point represents data from Ǘǔ no-SRM simulations. The baseline dataset is compiled from
Ǚǘ simulations.





Chapter ǘ

Results: Experiment ǖ

The least controversial justification for learning how to modify the planet’s albedo is to

provide insuranceagainst the effects ofunexpectedly large anthropogenic climate change.

A number of modeling studies suggest that SRM can compensate for many of the tem-

perature and precipitation changes associated with global warming, even at the regional

level. (Caldeira and Wood, ǖǔǔǜ; Lunt et al., ǖǔǔǜ; Ricke et al., ǖǔǕǔ; Robock et al., ǖǔǔǜ)

However, these studies have all used only “best estimate” model configurations and pa-

rameter sets and so do not account for the uncertainty in the climate system response to

SRM arising from uncertain components of the AOGCMs. For this reason, little is known

about how SRM’s effectiveness and associated inequities may differ in a world with high

climate sensitivity in which SRM is most likely to be deployed.

This chapter presents simulations of SRM from a perturbed physics ensemble mod-

elling experiment (as explained on the next page) which have a wide range of tempera-

ture responses and climate sensitivities, all of which are consistent with observed recent

warming. The analysis shows that the efficacy and distribution of effects of SRM varies

with the temperature response of the model. Models that produce more global warming

are also generallymore sensitive to SRM, so the amount of modification of the Earth’s en-

ǙǗ
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ergy balanceneeded tomeet any given climate stabilization criteria appear to be relatively

insensitive to climate sensitivity. However, in more sensitive models, SRM is generally

less successful in returning regional climates to their unperturbed states. Ǖ

ǘ.Ǖ The Perturbed Physics Ensemble

We perform a “perturbed physics” ensemble (PPE) modelling experiment with the cli-

mateprediction.net (CPDN) version of the HadCMǗL AOGCM (Frame et al., ǖǔǔǝ; Gordon

et al., ǖǔǔǔ) to investigate how SRM might behave in models with high climate sensi-

tivity that nevertheless are consistent with recent observed climate change. Like other

perturbed physics climate modelling experiments (Murphy et al., ǖǔǔǘ; Stainforth et al.,

ǖǔǔǙ), we simulate past and future climate scenarios using a wide range of model param-

eter combinations with the aim of both reproducing past climate within a specified level

of accuracy and also projecting future climates that exhibit a wide range of climate sen-

sitivities.

The standard versions of AOGCMs have generally benefited from considerable tuning

– the set of values of model parameters has evolved through a great deal of trial-and-error

to one that gives a good simulation of present-day climate. A PPE deliberately “detunes”

themodel, setting parameters to any value which in principle is physically acceptable, to

create diversity. Many of the original Ǖ,ǙǙǔ CPDNmodels provide a very poor simulation of

the recent observed climate. (Rowlands et al., ǖǔǕǕ) The goal of our experimental design is

to restartmodels that provide a credible simulation of the past Ǚǔ yearswhilemaintaining

a large diversity in the response in ǖǔǙǔ. A number of the choices we make in the design

are for pragmatic reasons rather than any desire to apply a formal statistical algorithm,
ǕThis chapter is based on a shorter article on results from this experiment, writtenwithDanRowlands,

M. Granger Morgan, William Ingram and David Keith for submission to Nature Climate Change. Dan and I
designed the ensemble and Dan generated it. I performed all the data analyses and drafted the article and
Granger, William and David contributed to the interpretation and writing. (Ricke et al., ǖǔǕǕ)
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since we do not seek to interpret the distribution of models in the new ensemble in any

probabilistic terms. Several factors were considered in selecting model runs.

First, we fixed the future solar forcing scenario (Solanki and Krivova, ǖǔǔǗ), and the

future anthropogenic sulphate emissions trajectory. To avoid discontinuities in the solar

forcing at the year ǖǔǔǔ we consider only simulations that have a solar forcing very close

to the fixed scenario in ǖǔǔǔ.

Second, we checked that each model version has a relatively stable base climate. A

unique flux adjustment and readjustment approach is taken to spin up of each HadCMǗL

perturbed physics variant (Frame et al., ǖǔǔǝ), which can sometimes fail to eliminate drift

in the base control climate of each model. We therefore eliminated model versions in

which the initial condition ensemble average of the control simulations exhibited a drift

greater than ǔ.ǙK/century based on the Ǖǝǚǔ-ǖǔǜǔ portion of the simulation (the first ǘǔ

years are generally taken as a spin up phase where the perturbed atmosphere and ocean

equilibrate).

Finally, we select model versions through a comparison of the model and observed

spatio-temporal pattern of temperature response over the past Ǚǔ years. Ensemble mem-

berswere analyzedusinganalgorithmformodel selectionof regional surface temperature

data from the cpdn simulation output for model years ǕǝǚǕ-ǖǔǔǙ (in five year averages) to

observational data from the HadCRUTǗ (land) (Brohan et al., ǖǔǔǚ) and HadSSTǖ (ocean)

(Rayner et al., ǖǔǔǚ) datasets at the same spatial and temporal resolution. The algorithm

can be thought of as a weighted sum of square differences between the model simula-

tions and observations (which we term r2, the Mahalanobis distance) (Rowlands et al.,

ǖǔǕǕ). We only included a model for consideration if it had an r2 less than the ǝǙth per-

centile of the distribution of r2 arising from an estimate of internal variability (aleatoric

uncertainty) alone. In other words, we reject a model if its r2 has less than a Ǚ% chance of

being generated by internal variability alone. This is akin to saying that we reject the null
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hypothesis that differences between amodel version and observations are due to internal

variability alone

Coupling these constraints with the requirement that a model version must have at

least one available restart file in ǖǔǔǔ left us with ǖǗǜ model versions (with ǙǙǛ associated

restart files), denoted by the open gray triangles under the dashed gray horizontal line in

Figure ǘ.Ǖ. Small grey triangles show simulations without restart files available in ǖǔǔǔ.

To select a subset of the ǖǗǜ models for inclusion in the new ensemble that ensured

a wide range of responses in the future, the models were binned by forecast warming

in ǖǔǙǔ into Ǖǔ equally spaced bins spanning the range of responses. In each bin, the

model versionwith the lowest r2was automatically included, alongwith ǘ others sampled

probabilistically, ensuring there are no duplicates. In the twohighest response bins there

are less than Ǚ model versions that met the selection criteria, and hence our selection

yielded only ǘǗ model versions.

Figure ǘ.Ǖ shows thegoodness offit betweenmodel andobservationdifferences against

simulatedwarming in ǖǔǙǔwith our forty-threemember PPE ensemble in color. The color

code for the points indicates the model’s calculated climate sensitivity from correspond-

ing equilibrium slab ocean simulations, which is correlated with temperature response.

For each model version selected there are n possible restart files. We selected Ǖǔ ran-

dom numbers with replacement from Ǖ to n, which then gives a set of Ǖǔ (often non-

unique) restart files for each model version. For each of the ǘǗǔ restart files, we attached

an initial condition perturbation (a temperature perturbation in a single model cell) se-

lected as a random number from ǔ to ǔ.ǖ. Hence for each model version we start from a

number of different restart files and then perturb off each of these in creating an initial

condition ensemble. For each of the ǘ SRM scenarios used for the analysis in this paper,

this ǘǗǔ member ensemble was repeated, giving a total of ǕǛǖǔ model simulations.
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Figure ǘ.Ǖ: Residual sumof squares fromobservations against ǖǔǘǕ-ǖǔǚǔ forecastwarming
relative to ǕǝǜǕ-ǖǔǔǔ, for the climateprediction.netensemble under the SRESAǕB scenario.
Each point refers to a particular model version (physics combination) and so is the aver-
age over initial condition members. Small grey triangles indicate all simulations, those
with large grey triangles indicating those available for sampling. Coloured triangles indi-
cate the models sampled, shaded by the model’s climate sensitivity. For comparison the
performnce ofmodels used in the IPCC fourth assessment are denoted by black stars. The
black bar at the bottom of the plot indicates the CMIPǗ mean and range. Black dots on
the left indicate the range in the residual arising fromnatural variability alone as defined
by pre-industrial control simulations from the CMIPǗ archive, with the horizontal dotted
line indicating the ǝǙth percentile of this distribution.

ǘ.ǖ SRM Scenarios

Figure ǘ.ǖ shows a plot of the scenarios over the length of the simulations. SRM activities

were implemented in themodel as precribed values of stratospheric aerosol optical depth
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(AOD), as described in Chapter ǖ. A baseline SRM scenario (medium-SRM)was formulated

using the results from the standard physics experiment (Ricke et al., ǖǔǕǔ) in which ǕǗǙ

SRM scenarios were formulated, designed to offset the net forcings associated with long-

lived greenhouse gases, tropospheric sulphur aerosols and tropospheric ozone; and span-

ning the uncertainties associated with these anthropogenic forcings. The two scenarios

from that experiment which best stabilized global surface air temperature according to

a least-squares fit analysis were averaged. The high- SRM and low-SRM scenarios are the

same as the baseline scenario except for the addition (ǔ.ǔǛǙ) or subtraction (ǔ.ǔǕǙ) of a con-

stant amount of optical depth. These adjustments were calibrated using the output from

the standard physics experiment data to bracket a full range of potential ideal responses

to SRM for all of the ǖǗ regions analyzed.

2020 2040 2060 2080
Year

0.00

0.05

0.10

0.15

0.20

0.25

Optical Depth

No SRM

High-SRM

Medium-SRM
Low-SRM

Figure ǘ.ǖ: Three SRM Forcing scenarios, and one no-SRM scenario implemented as set
values of stratospheric aerosol optical depth.

ǘ.Ǘ Global Results

Figure ǘ.Ǘ shows five-year running-mean global-mean surface air temperatures and pre-

cipitation rates for the no-SRM, low-SRM and high-SRM scenarios. SRM with strato-
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spheric aerosols cannot simultaneously compensate for the impacts of rising greenhouse

gases on both temperatures and the hydrological cycle, because while SRM and green-

house gases have opposite effects on temperature (and thus on the temperature-forced

response of precipitation), both have the direct effect of reducing precipitation. (Allen

and Ingram, ǖǔǔǖ; Bala et al., ǖǔǔǜ) Under the no-SRM scenario, global temperatures and

precipitation increased in all of themodels. While results vary across models, both high-

and low-SRM temperature is relatively stable after ǖǔǖǔ and precipitation falls.
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Figure ǘ.Ǘ: Time series of temperature and precipitation of the no-SRM, low-SRM and
high-SRM scenarios examined, with initial condition sub-ensembles averaged for each
of the forty PPE model configurations analyzed. (a) Five-year average global mean near-
surface (Ǖ.Ǚ m) air temperature, and (b) five-year average global mean precipitation rate,
all displayed over the length of the ǜǔ model-year simulations.
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ǘ.ǘ Measures of Regional SRM Effectiveness

To analyze the regional effects of different levels of SRM we examined mean tempera-

ture and precipitation anomalies over land in the ǖǖ “Giorgi regions” (Giorgi and Fran-

cisco, ǖǔǔǔ) plus New Zealand as described in Chapter ǖ. Figure ǘ.ǘ shows an example

of how regional responses to greenhouse gas and SRM forcings vary between models. It

shows decadal-mean temperature and precipitation changes between ǖǔǔǔ and ǖǔǙǔ, nor-

malized by the ensemble-mean inter-annual variability of their control (unperturbed by

greenhouse gases or SRM) climates, for two regions and for both the standard settings

of model physics parameters (∆T2050=ǖ.Ǖ◦C) and our ensemble’s highest temperature re-

sponse model configuration (∆T2050=ǘ.Ǖ◦C).

With both model configurations, Eastern North America gets warmer and wetter un-

der AǕB, while the Mediterranean gets warmer and drier. When SRM is used, both re-

gionsmove back towards their baseline climate states in bothmodels and in the standard

physics model, with the right amount of SRM, the regions could return almost exactly to

the ǖǔǔǔ baseline for both temperature andprecipitation. The best SRMcando in thehigh

response climate, however, is to bring each region back within one standard deviations

of the origin. It is also important to note that, unlike the Eastern North America and the

Mediterranean, for some regions it is not possible to return temperature andprecipitation

to their baseline values even in the standard physics model. (See Appendix E.)

The ensemble design, which samples evenly among models of different temperature

responses, is well suited for an analysis that examines the relationship between various

regionalmeasures of SRM efficacy and the overall global temperature response or climate

sensitivity of the model. The following measures are designed to gauge how well SRM

could work, in compensating for the effects of global warming in a single region and how

well it works to restore regional climates overall and relative to no-SRM, once a particular
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Figure ǘ.ǘ: Example of how regional responses to greenhouse gas and SRM forcings vary
between models. The green points show the no-SRM, low SRM and high SRM responses
for the standard settings ofmodel physics parameters (∆T2050=ǖ.Ǖ◦C),while the redpoints
show the responses our ensemble’s highest temperature response model configuration
∆T2050=ǘ.Ǖ◦C). Changes in temperature and precipitation are calculated as the ten-year
average ǖǔǙǔminus ǖǔǔǔ, dividedby the interannual variability of theunperturbed control
climate (calculated with simulations that used identical parameter combinations but no
anthropogenic forcings of any kind). Dashed lines indicate the linear trajectory as SRM is
increased or decreased.

level of SRM is set.

First, we consider OD*, the amount of optical depthmodification that returns a given

regional climate closest to its baseline state (the origin in Figure ǘ.ǘ) in units of standard

deviations, to measure the diversity of regional preferences for the amount of SRM. Sec-

ond, we consider regional anomalies, i.e., the regional temperature, precipitation or net

temperature and precipitation changes, associated with a set amount of SRM to gauge

likely regional satisfaction with and potential inequities in SRM’s compensatory power

relative to their baseline climate state. The amount of SRM is “democratically selected”:

simply themean value of OD* for all regions, either unweighted (each region gets a vote),

or weighted by regional population or economic output (each person or dollar gets a vote).

(See Chapter ǖ for information on the socioeconomic datasets used.) Finally, we consider
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regional anomalies relative to no those associated with no SRM to gauge likely regional

satisfactionwith andpotential inequities in SRM’s compensatory power relative to “doing

nothing” to counteract the effects of the climate changes from rising greenhouse gases.

(See Appendix F for more precise definitions of the metrics and their derivation.)

These metrics are a tool to explicitly account for the precipitation and temperature

tradeoffs that occur when attempting to stabilize regional climate changes using SRM.

Precipitation and temperature changes are only two, albeit very important, of the many

variables likely to have climate related impacts. They are not intended as definitive nor-

mative measures of regional impacts or preferences. For example, when temperature

rises in a region, an increase in precipitation is required to maintain soil moisture. Any

region would likely prefer a shift in their mean climate state to an increase of half a stan-

dard deviation in temperature with a half standard deviation more precipitation rather

than to an increase of half a standard deviation in temperaturewithhalf a standard devia-

tion less precipitation. However, incremental changes in the amount of SRMnever result

in such a shift in precipitation space only. These metrics are specific to assessing SRM

efficacy, but are obviously less informative with respect to a number of other alternative

policies for dealing with climate change.

In reality, the relative importance of temperature and precipitation changes on im-

pacts is likely to be region-specific. A recent paper by Lobell et al. (ǖǔǕǕ) which estimated

the effects of temperature and precipitation changes on crop yields found that a change

of one standard deviation in precipitation often had approximately the same effect as a

change in one standard deviation in temperature, but that this varied considerably by

country and by crop. For example, they found that for the United States, a one standard

deviation decrease in precipitation had a larger negative impact than a one standard de-

viation increase in temperature on crop yields of corn and soy, but a smaller negative im-

pact than temperature on yields of wheat. Likewise, in China, a one standard deviation
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decrease in precipitation had a larger negative impact than a one standard deviation in-

crease in temperature on crop yields of corn and soy, but a one standard deviation change

in precipitation was predicted to increase wheat yields.

ǘ.Ǚ Efficacy and Equity Across Regions

Figures ǘ.Ǚ-ǘ.ǜ show the ten-yearmean values of various efficacymeasures bymodel tem-

perature response for decades averaged around ǖǔǗǔ, ǖǔǙǔ and ǖǔǛǔ. As greenhouse gas

concentrations rise over the length of the simulations, increased SRM is required to com-

pensate and as such, OD* rises across all model configurations. As illustrated in Fig. ǘ.Ǚ,

mean regional preferences for the amount of optical depth modification are fairly insen-

sitive to model temperature response. This result is robust to different socioeconomic

weightings if weighted by regional population or economic output. The standard devia-

tion of regional preferences, shown in Figure ǘ.ǚ, decreases with model temperature re-

sponse. This should be expected physically as the smaller differences between the differ-

ent levels of SRMhavemore impact onhigher sensitivity climates, just as smaller changes

in greenhouse gases do.

Figure ǘ.Ǜ shows that mean regional anomalies, independent of weighting scheme,

rise with model temperature response, but these results are only statistically significant

(p<ǔ.ǔǙ) for theanomalies (allweightings) in ǖǔǛǔ, the economicoutput-weightedanoma-

lies in ǖǔǙǔ and the population-weighted anomalies in ǖǔǗǔ. (See Table ǘ.Ǖ for regression

coefficients and p-values for all best-fit lines presented in the figures.) As a proxy for re-

gional satisfactionwithSRM, this result implies that satisfactionwithSRMmaybeoverall

lower in higher sensitivity worlds. The fact that SRMmay be amore imperfect substitute

formitigation the higher the temperature response of the global climate is to greenhouse

gas forcings is noteworthy, as these are the situations in which SRM is particularly likely
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Figure ǘ.Ǚ: Mean regional values of OD*, the amount optical depth modification that re-
turns a given regional climate closest to its baseline state (i.e. to the origin in Figure ǘ.ǘ),
plotted as a function of model temperature response for decadal intervals centered on
ǖǔǗǔ, ǖǔǙǔ and ǖǔǛǔ. Colored points report the results for the sampledmodel runs that use
a specific set of parameter values (see colored points in Figure ǘ.Ǖ) in which equal weight
has been given to each of the ǖǗ regions. Solid lines show best fit to these points. Dashed
and dotted lines show best fits to points (not shown) that result if each geographic region
is weighted by its economic output (dotted) or by its population (dashed).

to be deployed.

The standard deviation of regional anomalies also rises with model temperature re-

sponse, suggesting inequities in satisfaction associated with an SRM substitution would

begreater inhigher sensitivityworlds. Amplified regional drying inhigh-responseworlds

drives the overall higher regional anomalies in Fig. ǘ.Ǜa. Figures ǘ.Ǜc and ǘ.Ǜd show that

on average across the ensemble, regions are a bit warmer and more dry with an SRM-

modified climate. There is no significant relationship between model temperature re-

sponse and the magnitude of regional temperature anomalies.

Figure ǘ.ǜ shows that the mean ratio between regional anomalies at OD* and their

anomalies without any SRM falls with model temperature response and falls over the

length of the simulations, as does the standard deviation of this ratio. The best-fits for

this measure are all statistically significant (p<ǔ.ǔǙ). Viewed in this way, SRM is more
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Figure ǘ.ǚ: The standard deviation of regional values of OD*, the amount optical depth
modification that returns a given regional climate closest to its baseline state (i.e. to the
origin in Figure ǘ.ǘ), plotted as a function of model temperature response for decadal in-
tervals centered on ǖǔǗǔ, ǖǔǙǔ and ǖǔǛǔ. Display conventions are the same as those in
Figure ǘ.Ǚ.

effective at reducing the amount of risk from climate change in high climate sensitiv-

ity worlds. The higher relative effectiveness of SRM in high sensitivity worlds is espe-

cially apparent if you consider the extent to which SRM can stabilize rate of change, as

illustrated in Figures ǘ.ǝ and ǘ.Ǖǔ. On average, regional rates of temperature change are

twice as high in the highest sensitivity models than in the lowest sensitivity models,

whereas with SRM applied, the rates of temperature change are completely uncorrelated

the model’s climate sensitivity and rates of precipitation change are only slightly higher

in the higher sensitivity models.

ǘ.ǚ The Entrainment Coefficient

Theprocess bywhich the air inside a cloud and the air around itmix together (exchanging

heat, moisture and liquid water) is called entrainment. It is a sub-grid process which is

parameterized in HadCMǗL as a part of the convective cloud scheme. (Gregory and Rown-
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Figure ǘ.Ǜ: Statistics on regional anomalies, as measured in temperature and precipita-
tion standard deviation space. Plots (a) and (b) show the mean and standard deviation
of the regional combined temperature-precipitation anomalies when the level of SRM is
set atmean-OD* in units of control climate inter-annual standard deviations, plotted as a
function of model temperature response for decadal intervals centered on ǖǔǗǔ, ǖǔǙǔ and
ǖǔǛǔ. Separate indications of themean value of regional anomalies in temperature (c) and
precipitation (d). Display conventions are the same as those in Figure ǘ.Ǚ.

tree, Ǖǝǝǔ) The important influence of the entrainment coefficient parameter inHadCMǗL

on the CPDN ensemble results is well documented. (Knight et al., ǖǔǔǛ; Stainforth et al.,

ǖǔǔǙ) Likewise, in the results from this experiment, differences in the entrainment coef-

ficient generally explain the most variance in the simulation output.

The analysis in the previous section was predicated on the hypothesis that some re-

lationship exists between the climate response to GHG forcings and its response to SRM.
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Figure ǘ.ǜ: The mean and standard deviation of the ratio of regional temperature-
precipitation anomalies versus the anomalieswith no SRMwhen the level of SRM is set at
mean-OD* in units of control climate inter-annual standard deviations, plotted as a func-
tion of model temperature response for decadal intervals centered on ǖǔǗǔ, ǖǔǙǔ and ǖǔǛǔ.
Display conventions are the same as those in Figure ǘ.Ǚ.
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Figure ǘ.ǝ: Regional rate of temperature change. (a) shows themean value of the absolute
values of regional rate of change for temperature for for SRM at OD∗ and no-SRM sce-
narios for decadal intervals centered on ǖǔǗǔ (red), ǖǔǙǔ (black) and ǖǔǛǔ (blue) in units of
standard deviations per year. (b) shows the standard deviation of the ǖǗ regional rates of
change.
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Figure ǘ.Ǖǔ: Regional rate of precipitation change. (a) shows the mean value of the abso-
lute values of regional rate of change for precipitation for for SRM at OD∗ and no-SRM
scenarios for decadal intervals centered on ǖǔǗǔ (red), ǖǔǙǔ (black) and ǖǔǛǔ (blue) in units
of standard deviations per year. (b) shows the standard deviation of the ǖǗ regional rates
of change.

Significant correlations do exist between SRM efficacy measures and the model forecast

warming (or climate sensitivity). In order to take amore agnostic approach to identifying

the source of the variation in PPEmodel response to these forcings, I used regression trees

to split data into variance-minimizing groups, including model forecast warming as an

explanatory variable. (Breiman et al., Ǖǝǜǘ) The usefulness of this approach is somewhat

limited by the relatively small PPE ensemble size, and conservative criteria were set for

splitting data (in particular, the minimum number of observations at a node in order for

it to be eligible for a split was Ǖǔ of the ǘǗ total observations). Nonetheless, the trees are

helpful in demonstrating the powerful influence of the entrainment coefficient. Figures

ǘ.ǕǕ and ǘ.Ǖǖ show the pruned regression trees for OD-star and mean regional anomaly

in ǖǔǙǔ. (Testing forecast warming’s explanatory power in regard to the relative efficacy

measure is not particularly illuminating because ǖǔǙǔ forecast warming is the denomi-

nator in that ratio.)
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Figure ǘ.ǕǕ: Regression Tree for OD* in ǖǔǙǔ
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Figure ǘ.Ǖǖ: Regression Tree for Mean Regional Anomaly in ǖǔǙǔ

Splitting the data into subsets that have entrainment coefficients greater than or less

than two explains approximately Ǚǔ% of the variation in OD-star and ǖǚ% of the variation

in themean regional anomaly at OD-star (as opposed to theR2 values of ǖ% and Ǖǚ% for a

least-squares regression on forecastwarming alone, as presented in the previous section).
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These results do not invalidate the results above. The entrainment coefficient is a legiti-

mate source of uncertainty in themodel and themodels are constrained by observations.

The dominant influence of this parameter, however, is worth noting.

ǘ.Ǜ Maps of Residual Changes in SRM-Modified Climates

Figures ǘ.ǕǗ-ǘ.Ǖǚ, which show seasonal temperature and precipitation maps for the stan-

dard physics model and the four highest and lowest temperature response models. The

temperature maps show the differences between ǖǔǙǔ and Ǖǝǝǔ under the high SRM sce-

nario because it is the scenario that best minimized global-mean temperature changes

(without any extrapolation) on average across the PPE. Likewise, precipitationmaps show

the differences between ǖǔǙǔ and Ǖǝǝǔ under the medium SRM scenario because it is the

scenario that bestminimized global-meanprecipitation changes. (The globalmean resid-

ual changes are shown in the bottom left corner of eachmap.) By presenting temperature

and precipitation changes for the scenario that minimizes mean changes for each indi-

cator best, the colored areas on the map primarily show the residual changes associated

with using SRM to compensate for GHGs.

Themost extreme residual temperature changes are generally concentrated in higher

latitudes, while the most extreme residual precipitation changes (measured in % differ-

ence) are concentrated in equatorial and midlatitudes. Beyond these general features,

there is considerable geographic diversity between models. While there are significant

trends in how the effectiveness of SRM at the regional level varies with climate sensitiv-

ity in general, the results in particular regions often do not exhibit a clear trend. Under-

standing the physical significance of various parametric sensitivities at the regional level

is a topic that merits further analysis in future work (see Chapter ǚ).
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ǘ.ǜ Discussion

Somegeneral conclusions fromthe standardphysics experiment andother SRMmodeling

exercises are robust to parametric uncertainty: SRM-modified regional climates gener-

allymigrate away from their baseline climate state as simulations progress, reducing the

potential effectiveness of SRM as a substitute for mitigation the longer it is used in that

capacity. In addition, the differences in regional preferences increase the more/longer

SRM is used and inequities in the effectiveness of various “democratic” levels of SRM also

grow.

There are other important risks and problems associated with SRM that may vary

with global temperature response. For example, there are increased risks of stratospheric

ozone destruction associated with most proposed forms of stratospheric SRM, (Tilmes

et al., ǖǔǔǝ) and this problem could be compounded by stratospheric dynamics changing

in a warming world. Cooler and wetter conditions in the lower stratosphere increase the

conversion of inorganic chlorine to free radical form, resulting in increased potential for

ozone destruction. (Kirk-Davidoff et al., Ǖǝǝǝ) Changes to stratospheric temperatures and

humidity could well vary with climate sensitivity, either amplifying or dampening the

chain of effects leading to increased ozone destruction. Such a problem would be worth

investigating in a model with a better-resolved stratosphere than HadCMǗL’s.

Results from this experiment demonstrate how model assessments of SRM that use

the best estimate parameter sets and so moderate climate sensitivity, may be ignoring

some of important contingencies associated with implementing SRM in reality. A pri-

mary motivation for studying SRM via the injection of aerosols in the stratosphere is to

evaluate its potential effectiveness as “insurance” in the case of higher-than-expected cli-

mate response to global warming. We find that this is precisely when SRM appears to be

least effective in returning regional climates to their baseline states. On the other hand,
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given the very high regional temperature anomalies associated with rising greenhouse

gas concentrations in high sensitivity models, it is also where SRM is most effective rel-

ative to a no-SRM alternative.

Figures ǘ.ǝ and ǘ.Ǖǔ suggest that it should be possible to reduce the rate of warming

and rate of precipitation changes at the regional level using SRM, with comparable ef-

fectiveness under high and low climate sensitivity. Because the mean regional rates of

change with SRM are the same at all points in the simulation, the ability of SRM to re-

duce rates of change in the face of high climate sensitivity does not appear to be a strong

function of the decade in which it is employed (or the inter-regional weighting scheme

that is employed). All regions would probably find at least some SRM to be preferable to

continued rapid change, but is unlikely that all regions will be comparably satisfied with

their local outcomes, and many regions may find the result increasingly unsatisfactory

over time. Nonetheless, this quality of SRM to reduce rates of regional climate change,

even in the face very high climate sensitivity, speaks to the potential power of SRM to

make climate change more adaptable.
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Model Version: dt_2050_4.079Model Version: dt_2050_4.079 ΔT=0.226ΔT=0.226 Model Version: dt_2050_4.079Model Version: dt_2050_4.079 ΔT=0.163ΔT=0.163

Model Version: dt_2050_3.852Model Version: dt_2050_3.852 ΔT= - 0.251ΔT= - 0.251 Model Version: dt_2050_3.852Model Version: dt_2050_3.852 ΔT= - 0.126ΔT= - 0.126

Model Version: dt_2050_3.679Model Version: dt_2050_3.679 ΔT= - 0.084ΔT= - 0.084 Model Version: dt_2050_3.679Model Version: dt_2050_3.679 ΔT= - 0.145ΔT= - 0.145

Model Version: dt_2050_3.61Model Version: dt_2050_3.61 ΔT= - 0.166ΔT= - 0.166 Model Version: dt_2050_3.61Model Version: dt_2050_3.61 ΔT= - 0.167ΔT= - 0.167
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Figure ǘ.ǕǗ: ǖǔ-Year Seasonal-Mean Near-Surface (Ǖ.Ǚ m) Air Temperature Anomaly in
◦C (ǖǔǙǔ-Ǖǝǝǔ) for high-SRM scenario. Northern Hemisphere Winter (DJF) is on the left
and Northern Hemisphere Summer (JJA) is on the right Maps for simulations using the
standard physics model (top), followed by the four highest temperature responsemodels.
Mean of three-member initial condition ensembles.
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Model Version: dt_2050_1.563Model Version: dt_2050_1.563 ΔT= - 0.009ΔT= - 0.009 Model Version: dt_2050_1.563Model Version: dt_2050_1.563 ΔT=0.044ΔT=0.044

Model Version: dt_2050_1.738Model Version: dt_2050_1.738 ΔT=0.008ΔT=0.008 Model Version: dt_2050_1.738Model Version: dt_2050_1.738 ΔT=0.139ΔT=0.139

Model Version: dt_2050_1.756Model Version: dt_2050_1.756 ΔT=0.122ΔT=0.122 Model Version: dt_2050_1.756Model Version: dt_2050_1.756 ΔT=0.169ΔT=0.169

Model Version: dt_2050_1.76Model Version: dt_2050_1.76 ΔT=0.218ΔT=0.218 Model Version: dt_2050_1.76Model Version: dt_2050_1.76 ΔT=0.215ΔT=0.215

Model Version: dt_2050_2.099Model Version: dt_2050_2.099 ΔT= - 0.284ΔT= - 0.284 Model Version: dt_2050_2.099Model Version: dt_2050_2.099 ΔT= - 0.14ΔT= - 0.14
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Figure ǘ.Ǖǘ: ǖǔ-Year Seasonal-Mean Near-Surface (Ǖ.Ǚ m) Air Temperature Anomaly in
◦C (ǖǔǙǔ-Ǖǝǝǔ) for high-SRM scenario. Maps for simulations using the standard physics
model (top), followed by the four lowest temperature response models. Mean of three-
member initial condition ensembles.
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Model Version: dt_2050_2.099Model Version: dt_2050_2.099 ΔP= - 0.3%ΔP= - 0.3% Model Version: dt_2050_2.099Model Version: dt_2050_2.099 ΔP= - 0.5%ΔP= - 0.5%

Model Version: dt_2050_4.079Model Version: dt_2050_4.079 ΔP=1.5%ΔP=1.5% Model Version: dt_2050_4.079Model Version: dt_2050_4.079 ΔP=1.5%ΔP=1.5%

Model Version: dt_2050_3.852Model Version: dt_2050_3.852 ΔP=1.4%ΔP=1.4% Model Version: dt_2050_3.852Model Version: dt_2050_3.852 ΔP=0.6%ΔP=0.6%

Model Version: dt_2050_3.679Model Version: dt_2050_3.679 ΔP=0.9%ΔP=0.9% Model Version: dt_2050_3.679Model Version: dt_2050_3.679 ΔP=0.4%ΔP=0.4%

Model Version: dt_2050_3.61Model Version: dt_2050_3.61 ΔP=1.1%ΔP=1.1% Model Version: dt_2050_3.61Model Version: dt_2050_3.61 ΔP=0.3%ΔP=0.3%
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Figure ǘ.ǕǙ: ǖǔ-Year Seasonal-Mean Percent Precipitation change (ǖǔǙǔ-Ǖǝǝǔ) formedium-
SRM scenario. Maps for simulations using the standard physics model (top), followed by
the four highest temperature response models. Mean of three-member initial condition
ensembles.
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Figure ǘ.Ǖǚ: ǖǔ-Year Seasonal-Mean Percent Precipitation change (ǖǔǙǔ-Ǖǝǝǔ) formedium-
SRM scenario. Maps for simulations using the standard physics model (top), followed by
the four lowest temperature response models. Mean of three-member initial condition
ensembles.





Chapter Ǚ

International Relations & Global

Governance of SRM

There are several framingswithinwhichglobal governance issues surroundingSRMshould

be considered: as a part of a portfolio of strategies to address climate change, as a response

to a global climate emergency, or as the tool of a rogue government worried only about

their own regional climate problems.

As a part of a portfolio of strategies, together with emissions abatement and adapta-

tion, SRM could be used to achieve an “optimal” response to climate change, thus mini-

mizing net social cost or maximizing some other social objective. (Bickel and Lane, ǖǔǔǝ;

Moreno-Cruz and Keith, under review; Shepherd and Rayner, submitted) This framing

is controversial given uncertainty about climate and ecological science (Matthews and

Caldeira, ǖǔǔǛ), the ethical issues involved in intentionally “engineering the planet,” (Gar-

diner, ǖǔǕǕ; Jamieson, ǖǔǔǚ; Keith, ǖǔǔǔb) and the fact that there is no single global deci-

sion maker for whom an optimum can be defined (Morgan et al., Ǖǝǝǝ).

A somewhat less controversial argument is that we must study SRM now in order to

be prepared, because the actual value of climate sensitivity could be considerably higher

Ǜǝ
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than the current best estimates. Under this framing SRM would be deployed only as a

“last resort” in order to avoid climate catastrophe. (Crutzen, ǖǔǔǚ; Gardiner, ǖǔǕǕ; Morgan

and Ricke, ǖǔǕǔ; Victor et al., ǖǔǔǝ). Ǖ

A third framing to consider is that of unilateral deployment of SRM. Current interna-

tional legal standards do not explicitly restrict any nation from engaging in stratospheric

SRM. It is unclear that even if they did such restrictions could effectively block action,

just as the Nuclear Non-Proliferation Treaty did not prevent non-signatories, India, Is-

rael, North Korea and Pakistan, from developing nuclear weapons. Thus, technically, a

single nation or even a very wealthy individual could take matters into their own hands.

Such a scenario is in some ways related to the “last resort” multilateral approach above,

but implications are different. With a multilateral or globally unified approach, the as-

sumption is that the climate catastrophe to be averted would be sufficiently damaging to

much of the world so that cooperation on the deployment of SRM could be beneficial to

almost everyone. On the other hand, unilateral deployment could lead to the alleviation

of climate change impacts for one groupwhile imposing amix of externalities on another

without its consent or compensation. This is one of the reasons it is important to under-

stand the potential harm and benefits associated with these activities not only globally,

but in terms of relative regional incentives.

SRM presents two global governance problems that are related, but vastly different

in character and scale. First, SRM is an emerging technology with a growing body of re-

search on its potential implementation and effects, but stillmanyassociated risks andun-

certainties. SRMresearch is, at this point, largely uncoordinated andunregulated. Norms

and institutions are needed to ensure that SRM research — especially any field testing—

is safe, transparent and in support of an equitable approach to solving the global climate

change problem. Second, SRM is a potential game changer in terms of climate change

ǕThese two paragraphs on framings were adapted from Ricke et al, ǖǔǕǕ (in draft)
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policy negotiations. There is every indication from research thus far that this technology

could stabilize global temperatures for a cost that is much less than mitigation (McClel-

lan et al., ǖǔǕǔ), making it an attractive but highly imperfect substitute or supplement

for emissions reductions. In addition, its effectiveness in reducing the effects of rising

greenhouse gases varies by region and is uncertain. These unique attributes of SRM could

shift various actors’ preferences and strategic approaches toward climate policies.

In this chapter, I aim to contextualize some of the science presented in the previous

two chapters on regionally diverse climate responses to SRM forcings. Using basic in-

ternational relations theory. I will characterize the issues raised by SRM, both as a risky

emerging technology and a new problem to account for in the global climate change pol-

icy and negotiations process. Next, I discuss how SRM differs from other approaches to

climate change in relation to uncertainty, which is paramount in the negotiations on

global environmental policy, and analyze how SRM complicates already complex ques-

tions ofwhether and how to establish equitable climate change policies. Finally, I discuss

the role of institutions and regimes throughwhich foreign policies on SRMactivitiesmay

be researched, tested or implemented.

Ǚ.Ǖ International Relations Theories as Applied to SRM

There are three prevalent models of international relations in the early ǖǕst century: real-

ism pictures international relations as a series of strategic interactions by self-interested

states; liberalism – aka institutionalism– posits that as democracy spreads, the world will

become more peaceful and global policies more effective through the optimal design of

multilateral institutions for cooperation; and constructivism presents changing relations

and world order primarily as a products of shifting collective values. (Snyder, ǖǔǔǘ) These

different theoretical approaches to international relations theories imply different things
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about the conditions under which SRM will be deployed, the likely sticking points in in-

ternational negotiations on SRM as a part of global climate policy andwhat kind of global

governance structure for SRM is plausible. The explanatory power of any one theory to ex-

plain the international relations of global climate change is limited, and thus, eachmodel

provides different insights into the dynamics of SRM governance problems.

(Neo)realism: Relative Gains Dominate Choices

Classical realism portrays the world as a collection of self-interested states which seek

power (particularly military power) to leverage in relations with other states. More rele-

vant to the discussion of global climate negotiations is the more recently developed neo-

realist theory, which emphasizes the distribution of state more complex “capabilities” in

determining the outcome of negotiations. Central to neorealist models of international

relations is the concept of hegemonic stability, in which the amount of international co-

operation on an issue is determined by the extent towhich a hegemon, or statewith dom-

inant power, dictates such cooperation. (Rowlands, ǖǔǔǕ) Under the neorealist model, we

expect that global climate policy will be set by superpowers, and in particular, one hege-

monic superpower. Under realist theories, cooperation between states rarely results in

optimal choices. Instead states make satisficing choices, ones that are “good enough”

and strategically advantageous.

As the country with the most powerful military, largest GDP and responsible for the

largest share of accumulated anthropogenic CO2 in the atmosphere, the United States is

the only nation today that could reasonably be considered a “climate hegemon,” although

China could achieve that status in the future. To a great extent global climate policy has

been dominated by the U.S.’s inaction, including its refusal to ratify the Kyoto Protocol.

In addition, U.S. concerns over the making large cuts while increasingly powerful devel-
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oping countries such as India and China are held to less stringent standards has been a

sticking point, suggesting that avoiding a competitive disadvantage is a major concern

for the U.S. However, the considerable influence that other nations or groups have had in

shaping the global debate on climate change – in particular the leadership role the Euro-

peanUnion has assumed in regulation of greenhouse gas emissions– suggests that unless

the U.S. were to become much more assertive, this model is limited in its application to

this problem.

Assuming the neorealist model has some value in predicting climate change negotia-

tions, several considerations on the role of SRM in these relations arise. To the extent that

the U.S. is able to act as a climate policy hegemon, SRM is unlikely to be implemented if it

is not in the interest of the United States. In addition, reaching international agreement

on the specifics of SRM implementation will be complicated if powerful states have any

significant divergent interests.

Institutionalism: Absolute Gains Matter More

Liberalism, also known as institutionalism, presents an optimistic view of the world as

transitioning towards all democratic societies. With democracy, institutionalists posit,

cooperationwill increase and international policies will become increasingly optimal for

all. Under the institutional model, action on climate change must happen when emit-

ting nations all conclude it is in there best interest to do something rather than nothing.

The fact that most countries have ratified the United Nations Framework Convention on

Climate Change (UNFCCC) and participate in associated negotiations is proof that institu-

tionalismhas some relevance in international climate relations. (Rowlands, ǖǔǔǕ) In con-

trast to the neorealist model, institutionalismwould suggest SRMwill be implemented if

the global community as a whole will benefit from it and there are mechanisms (institu-
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tions) to ensure effective negotiations.

Institutionalism suggests that strategic gains are less important than absolute ones.

This dichotomy between relative and absolute gains could lead realists and institutional-

ists to draw very different conclusions about the prospects for cooperation based on the

same data. For example, Figure Ǚ.Ǖ highlights the contrasts between realist and institu-

tionalist worldviews as applied to Figure Ǘ.ǝ in Chapter Ǘ. Realism would suggest that

divergent relative gains in determining the amount of SRM would make consensus dif-

ficult as China and India migrate out of their baseline climate circles and some regions

are certain to become “losers” relative to others, whereas institutionalism would suggest

cooperation is likely to continue considering the similarity of the two regions interests

in comparison to a no-SRM alternative. In reality, both relative and absolute gains will

likely be important in determining whether SRM is implemented.

Constructivism: Shared Values Matter Most

Constructivismpresents a critiqueof both realismand institutionalismbyde-emphasizing

the role of state interests and asserting instead that the collective values of the agents of

states and organizations arewhatmotivate relations and institutions. (Viotti andKauppi,

ǖǔǕǔ) Change is driven by “intellectual entrepreneurswho proselytize new ideas” (Snyder,

ǖǔǔǘ) and institutions arise as actors come together to codify shared values. One example

of this is the emergence of salient international norms and institutions to protect basic

human rights. Social upheavals around the world during and in the century after the

Industrial revolution led to Abolition, legal changes to implement universal suffrage and

workers’ rights. Many of the norms that emerged from these socialmovementswere codi-

fied in theUNUniversal Declaration ofHumanRights in Ǖǝǘǜ and International Covenant

on Civil and Political Rights in Ǖǝǚǚ. (Ishay, ǖǔǔǘ)While such norms are still far from per-
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Figure Ǚ.Ǖ: Realist versus Institutionalist Views of SRM, as applied to Figure Ǘ.ǝ.

fectly implemented in the international political arena today, the values the represent are

widely espoused and provide justification for foreign policies ofmany prominent nations.

A central concept of modern constructivist relations theory is the concept of “name

and shame” — the idea that actors, be they nations or nongovernmental organizations

can change behavior of other actors by calling them out on action contrary to (Snyder,

ǖǔǔǘ). In order for such a mechanism for action to be effective, though, the values being

violated must be pervasive enough to be true norms. One might hypothesize that under

the constructivist model, meaningful action on climate change is unlikely to occur until

a critical mass of international actors ascribe to a “sustainability norm” under which per-
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sonal benefit from environmental externalities at the expense of people in other areas of

the world or future generations is considered unacceptable.

In aworld inwhich greenhouse gas (GHG) emissions reductions are predicated on the

emergence of such norms, the existence of SRM could be counterproductive, as norms-

based international interventions oftenhave thresholds for action (Wheeler, ǖǔǔǔ). Build-

ing upon existing norms of global justice, for example, suppose that human suffering

linked to climate change must pass some threshold for humanitarian intervention in or-

der for a a salient sustainability norm to emerge and provoke decisive political action to

mitigate. Under such circumstances, it is possible that SRM designed to reduce suffering

in the short term could ultimately increase net suffering.

Figures Ǚ.ǖ -Ǚ.Ǚ illustrate a thought exercise on how this could happen. Thresholds for

humanitarian intervention are not determined based on ethical considerations alone, but

also on practical considerations of feasibility (Wheeler, ǖǔǔǔ). As such, this thought ex-

ercise is based on the assumption that the threshold for deploying SRM is lower than that

for reducing GHG emissions, not for any normative reason, but because SRM deployment

is: Ǖ) cheaper than greenhouse gas reductions and ǖ) requires less international coordi-

nation (from a technical perspective). Figure Ǚ.ǖ shows suffering from climate change

over time as illustrated in a world where SRM is off the table. As climate change impacts

increase, so too does human suffering. At the threshold point, suffering caused by cli-

mate change becomes so shameful to the global community that a sustainability norm

becomes salient and political action to reduce GHG emissions occurs. Because of carbon

inertia, even after such a norm becomes salient, suffering would likely continue to rise

until CO₂concentrations and rate of climate change can be stabilized.

Figure Ǚ.Ǘ shows suffering from climate change over time as illustrated in a world

where SRM is a possiblemeans of reducing suffering at a lower cost than GHG reductions,

or more quickly, meaning that the less imposing tradeoffs allow SRM to be implemented
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Figure Ǚ.ǖ: Constructivist thought exercise showing human suffering (or some other
shameful impact of climate change) over time with and without SRM. Part Ǖ: SRM is not
on the table.

before a Sustainability Norm becomes salient. SRM slows the rate of suffering increases

(or could perhaps even reverse it for a time)ǖ, but because it is an imperfect substitute for

GHG reductions, eventually under such a scenario, total human suffering – as illustrated

by the area under the curve – is actually much greater than it would have been in a world

without SRM.Ǘ Note also that because CO₂concentrations would be higher by the time the

threshold for reducing emissions is reached, it would likely take even longer to overcome

the carbon inertia that prevents society from reducing associated suffering right away.

Of course, even with differential thresholds for intervention for SRM and GHG emis-

sions reductions, SRMmaynot necessarily increase net suffering so dramatically as it ap-

pears to in Figure Ǚ.Ǘ. For example, the human suffering threshold for reducing emissions

could diminish over time due to the development of cheaper mitigation technologies or

ǖUnlike with GHG concentrations, the suffering reduction mechanisms of SRM could kick in immedi-
ately after the associated norm becomes salient because the timescales associated with his climate forcing
are so much shorter.

ǗThis argument, of course, assumes that on net, climate changewill have a negative impact on peoples
welfare. While climate change will almost certainly be unambiguously damaging to natural ecosystems,
over the next century, its effects could be positive for somemanaged ecosystems, leading to increased food
production, etc.
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Figure Ǚ.Ǘ: Constructivist thought exercise showing human suffering (or some other
shameful impact of climate change) over time with and without SRM. Part ǖ: SRM is on
the table.

changing social tolerances for suffering (Figure Ǚ.ǘ). In addition, the rate at which suf-

fering could be reduced may be greater if the threshold for action is passed later (Figure

Ǚ.Ǚ). Even under such scenarios, though, when SRM is implemented, suffering is likely

being pushed onto future generations. The constructivist lens reveals philosophical co-

nundrums in the debate whether SRMwould reduce the net negative impacts of climate

change, even if it were determined that it could definitively reduce impacts at any given

point in time.

Summary

Table Ǚ.Ǖ summarizes the threemodels of international relations and some of their impli-

cations for cooperation on climate change and deployment of SRM.
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Figure Ǚ.ǘ: Constructivist thought exercise showing human suffering (or some other
shameful impact of climate change) over time with and without SRM. Part Ǘ: SRM is on
the table, but the threshold for GHG reductions diminishes with time.
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Figure Ǚ.Ǚ: Constructivist thought exercise showing human suffering (or some other
shameful impact of climate change) over time with and without SRM. Part ǘ: SRM is on
the table, but the threshold for GHG reductions diminishes with time and capacity to
quickly reduce effects of GHGs with abatement increases with time.

Ǚ.ǖ Role of Uncertainty

It is well known that scientific uncertainty significantly complicates issues of environ-

mental decision making and global governance. (Viotti and Kauppi, ǖǔǕǔ) One might
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Table Ǚ.Ǖ: Summary of International Relations Theories and Implications for Climate and
SRM Policies.

Neorealism Institutionalism Constructivism
Nutshell
World View

Powerful states
dominate decisions,
action hinges on a
strategic advantage of a
hegemon

Democracy breeds
cooperation. Good
institutional design
can lead to optimal
choices

Shared Values lead to
new norms; norms lead
to reflective
institutions

Cooperative
Actions Reflect
Decisions
that...

Maximize the
relative/strategic gains
of the most powerful

Maximize net utility Reflect the shared
values of the decision
makers (and, to varying
extents, their societies)

Cooperation
on climate
change will
happen
when...

It benefits the United
States or another
hegemon/hegemonic
coalition

The net benefits of
cooperating exceed the
costs and strong
institutions are in place
to coordinate action

A critical mass of actors
in negotiations stare
the same convictions
about the actions
required (e.g, a
sustainability norm
has emerged)

SRMwill be
deployed in
situations
where...

• the U.S., or a climate
hegemon, is a winner
in terms of relative
SRM efficacy

• it is strategically
advantageous for the
U.S. (as a dragger in
negotiations, to buy
more time/ to reduce
suffering) to support
deployment

• the absolute gains of
deploying exceed the
gains associated with
alternative actions

• institutions for
compensating “losers”
exist

Values of decision
makers align such that
alleviating human
suffering/ protecting
the environment or
vulnerable resources/
etc quickly is more
important than
avoiding “tinkering
with the planet”

imagine that international negotiations to implement SRM would be just a fraught as

those to reduce emissions, but this may not necessarily be the case. Gardiner (ǖǔǕǕ) sug-

gests this in his discussion of the problemof political inertia in the efforts to reduce global

emissions and asks, regarding SRM: “if... we already have adequate scientific and tech-
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nological solutions [to deal with climate change using mitigation], why assume that re-

search on alternative solutions will help?” Part of the answer to this question would un-

doubtedly be that SRMoffers the advantage of short timescales for a climate response. But

additionally, if SRM reduces uncertainty in physical outcomes of climate change, achiev-

ing political consensus on its implementationmay be easier than that for GHG emissions

reductions.

Take, for example, Figure Ǚ.ǚ that shows histograms of the global temperature and

precipitation responses to GHG forcings with and without SRM for the perturbed physics

ensemble analyzed in Chapter ǘ. The range of potential changes in temperature and pre-

cipitation is reduced with SRM, a response observed at the regional level as well. By re-

ducing the temperature component of climate perturbation, uncertainty in the range of

response of all climate indicators is reduced.

The role of uncertainty in establishing global political consensus has often been il-

lustrated by comparing the uncertainties associated with ozone-depleting chlorofluoro-

carbon (CFC) emissions and those of climate-changing GHG emissions. The Vienna Con-

vention and Montreal Protocol are generally hailed as the most successful major global

environmental regime. (Sprinz, ǖǔǔǕ) Efforts to establish effective global policy on pro-

tecting the ozone layer benefited from rising certainty in the beliefs of the effects of re-

ducing CFC emissions and highly certain preferences for outcomes among negotiating

parties. On the other hand, the regional effects and preferences associated with rising

atmospheric GHGs are both highly uncertain and both of these uncertainties reduce the

prospects of global political consensus. Figure Ǚ.Ǜ adapts a J.D. Thompson-style decision

matrix to illustrate this point and how SRMmight shift the climate change point. In this

plot, political consensus is easiest in the upper left-hand quadrant and most difficult in

the lower right. (Viotti and Kauppi, ǖǔǕǔ, pg. ǕǗǛ)

The type of effect observed in figure Ǚ.ǚ suggests that SRM could shift the climate
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Figure Ǚ.ǚ: Range of outcomes with and without SRM from the Experiment ǖ PPE (see
previous chapter). The top figure shows a histogram of temperature outcomes in the en-
semble with SRM (in red) and without (black). The bottom figure shows the same for
precipitation. Note that in both cases the spread of predicted values narrows with SRM.

change problem upwards in the y-dimension of Figure Ǚ.Ǜ, toward greater certainty in be-

liefs about environmental cause-effect relations. In addition, the mechanisms by which

SRM changes the climate are simpler and have been observed (byway of the volcanic ana-

log). The distinction between true scientific certainty about cause and effect and “cer-

tainty in beliefs” is an important one. Victor (ǖǔǕǕ) points out that scientific uncertainty

surrounding the effects of CFCs on the ozone layer was actually quite high at the time of

the formulation of theMontreal Protocol and that interests, in particular from the private

sector, played a large role as well. However, the observations of the Antarctic Ozone Hole

two years prior still spurred action from decision makers and industry, even if scientists
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Figure Ǚ.Ǜ: J.D. Thompson-style decision-making matrix showing dimensions of uncer-
tainty as applied to international environmental political decisions. The effect of SRM
on the position of the climate change problem is proposed as upward on the cause-effect
access and unknown on the preferences axis.

had not yet resolved the mechanisms which created it.

On the other hand, the effect of SRMon the points position in preference space is hard

to ascertain. Given the diversity of regional economic goals, capabilities and satisfaction

with current climate states, SRM may increase uncertainty in this dimension. In addi-

tion, SRM introduces and element of choice (i.e., an ability to “set the thermostat”).

Ǚ.Ǘ The Need for Research

The scientific uncertainty about SRM’s impacts and the lack of international legal frame-

works to address it yield an unsettling policy void. A broad and solid foundation of re-

search will help on two fronts. First, it will transform the discussion about geoengineer-
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ing from an abstract debate into one focused on real risk assessment. And second, better

understanding of the dangers will help in crafting the norms that should govern testing

of geoengineering systems, provide information in the case of an attemptedunilateral de-

ployment of SRM and guide collective deployment in the event of a sudden global climate

disaster.

There are a number of reasons why investing in SRM research could be harmful, in-

cluding:

• the risk of “lock-in”. Research initiatives can build up institutions that create mo-

mentum for the deployment of a technology regardless of the results of the research

itself;

• the potential for moral hazard. If SRM can help insure against the worst impacts

of climate change, we may take action to mitigate it more slowly that we would

otherwise; and

• thediversionof resources fromother climate science and researchanddevelopment

of mitigation technologies.

Despite these concerns, the risks of not investing in SRM research are even greater.

The remainder of the section, adapted from Morgan and Ricke (ǖǔǕǔ), attempts to sys-

tematically make the case for this assertion.

Figure Ǚ.ǜ provides a simplified illustration of the decisions about whether and what

research to conduct and what might be learned from that research. Along the left side of

the graphic is a time line that illustrates that up until now very little research of any kind

has been conducted on this topic. If we decide today to engage in a program of computer

and lab studies– and some such programs have already begum – we might then, on the

basis of what is learned in those studies, choose to conduct a set of field studies. The
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Figure simplifies what might be learned from those studies into three broad outcomes.

At worst, we could learn that SRMwould not work to reduce the negative effects of global

warming or would result in unmitigated climate or ecological disasters. At best, research

may indicate that SRM can be done easily and inexpensively, both in terms of direct costs

and externalities. Alternatively, we may learn that SRM is more expensive to implement

than anticipated orwould have previously unforeseen negative side effects. In either case

– or in any case in between – such informationwould allow theworld tomore realistically

compare costs and side effects of an SRM-modified world with those associated with one

with no SRM.

Suppose now that at some time in the future a country or region finds itself facing a

serious local or regional problem caused by climate change. While the rest of the world

might take action to aid that region (for example, by providing food aid in the event of

a profound drought), suppose that instead the nation or region chooses to take matters

into its own hands and unilaterally “solve” its problem by engaging in SRM. In this case,

it would impose any associated effects and externalities upon the rest of the world. The

“SCENARIO ONE” row of Figure Ǚ.ǜ summarizes in very simple terms the situation in

which the rest of the world would find itself as a function of what had been learned as

a result of the previous program of research. In the case of an anticipated “unmitigated

disaster”, the world should have taken action to formally restrict such activities. If the

research program has characterized the costs and risks associated with SRM, the inter-

national community will be in a position to take an informed stand in opposition to such

unilateral action, on the grounds that, in the view of the authors, no single nation or re-

gion shouldhave the right to unilaterally impose the externalities on the rest of theworld.

If no research is conducted, any oppositionwould be uninformed and therefore less legit-

imate.

Finally, the “SCENARIO TWO” line illustrates the situation in which, in the future,
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Learn that SRM can be 
done easily, at relatively 
low cost, & with only 
those externalities we 
now know about.

The world is in a position to 
take an informed stand in 
opposition

Learn the SRM will be 
much more expensive 
and/or have a number of 
serious externalities 
beyond those we now 
know about.

Learn that SRM wil not 
work and/or would be an 
unmitigated disaster.

The world should have 
already taken steps to 
outlaw such action

The world cannot take an 
informed position

Choose to undertake 
serious computer & lab 
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Figure Ǚ.ǜ: SRM Research Timeline and Decision Tree,adapted from Morgan and Ricke
(ǖǔǕǔ).

the world finds itself facing a very serious global climate disaster. In this case, if the re-

search has demonstrated that SRM is feasible, the world would be in a position to weigh
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the relative costs of engaging in SRMor suffering the consequences of the climate change.

The probability of this extreme outcomemay not be entirely independent of whether

or not the world does research on SRM. As suggested above, one reason that many scien-

tists have been reluctant to engage in SRM research is concern that knowing more about

it may increase the chance that someone relies on it as an alternative to reducing emis-

sions of CO2 and other greenhouse gases. However, there is also the possibility that if we

conduct research that shows that SRM will not work, and/or would be an unmitigated

disaster, which might induce a more serious global effort to engage in dramatic reduc-

tion of emissions. And, without research, if a climate disaster does arise, the world may

end up faced with the decision to take a leap into the unknown and deploy SRM despite

ignorance of the consequences.

Ǚ.ǘ Equity Challenges

Equity considerations are important in the development of effective and legitimate global

governance of both SRM research and deployment. In the case of research, the challenge

is to build a body of knowledge which allows the assessment of the impacts and risks to

all nations, despite the concentration of scientific resources in the wealthier ones. In

the case of deployment, the questions of who gets to decide when, how or to what extent

SRM is carried out are fundamental to the debate about whether using this technology to

counteract global warming is politically feasible, wise or ethical.

The addition of SRM to the climate policy mix adds a layer of complexity to the di-

versity of interests climate change creates. The inequitable distribution of vulnerabili-

ties and abatement costs already results in a negotiating environment of diverse inter-

national (and intra-national, and transnational) interests. Figure Ǚ.ǖ from Sprinz and

Vaahtoranta (Ǖǝǝǘ) highlights some of the broad interest groups that emerge from this
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heterogeneous distribution of GHG emissions costs and benefits. This framing suggests

that those with low abatement costs and high ecological vulnerability will be leaders in

the push for strong global agreements on abatement, whereas thosewith high abatement

costs and low ecological vulnerabilitywill try to delay such agreements. With SRM, a new

dimension needs to be considered contrasting interest groups for whom SRM is highly

effective and those for whom SRM is less effective. This dimension could create a new

significant group of “Intermediates” for whom SRM is effective who may become “SRM

Pushers” or “Intermediates” for whom it is not effective who become more like “Abate-

ment Pushers.”

Table Ǚ.ǖ: Interest Matrix for Climate Change Policy Considerations. (Sprinz and Vaah-
toranta, Ǖǝǝǘ)

High Ecological Vulnerability Low Ecological Vulnerability
Low Cost of Abatement Pushers Bystanders
High Cost of Abatement Intermediates Draggers

Add to this diversity of interests traditional ethical considerations of differential re-

sponsibility for accumulated GHG emissions, differential economic capabilities, develop-

mental statuses and intergenerational effects, and designing institutions or regimes to

promote equity becomes a complex task indeed. In addition, “universalism” in interna-

tional environmental policymaking, the attempt to include all players for fairness sake,

can produce institutions that are ineffective, and not necessarily more legitimate. (Vic-

tor, ǖǔǕǕ)

Wiegandt (ǖǔǔǕ) characterizes three major equity challenges in international negoti-

ations on climate change. First, there is the challenge of determining what is “fair” in

terms of the distributive outcomes of a given action (or inaction). Second, parties need to

agree on rules to achieve such a fair outcome. Third, there needs to be an effective system

for enforcing these rules andmonitoringwhat they achieve. Addressing these challenges
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in the case of research and deployment of SRM requires different approaches.

In both cases, the challenge of determining what constitutes fair is a debate that re-

quires input from a broad set of stakeholders, in particular a set that represents the in-

terests of both developing and industrialized nations, as each stakeholder may have sig-

nificantly different environmental priorities that influence that definition. In the case

of governance of research, the second and third challenges which will require significant

technical focuses, inclusiveness may not be the best pathway to ensuring research pro-

grams that efficiently generate knowledge to support equitable outcomes.

Considering the disparate distribution of research capabilities between developed and

developing countries it would be disingenuous to promote equity in SRM research gover-

nance by simply giving developing nations a seat at the institutional table. Rather, it is

important to promote research programs that incentivizes the best research institutions

to consider the effects of SRM on all regions and ecosystems. Likewise enforcing the rules

for equitable research andmonitoring its outcomes is likely to bemost effectivewhen the

institution(s) policing have technical expertise first and foremost (with secondary over-

sight from the same type of stakeholders that determined what is fair in step Ǖ.)

On the other hand, equity in SRM deployment may mean giving all stakeholders a

seat at the table and the best possible informationwithwhich to negotiate their interests

themselves while establishing rules. Unlike GHG emissions reductions, or SRM research,

full scale implementation of SRMwould constitute a deliberate modification of the envi-

ronments of all nations. Considering this direct effect, rules and systems to govern imple-

mentation may be to be viewed as legitimate without greater inclusiveness. With such

high stakes and (probably) ties to other climate change governance regimes, enforcement

and monitoring will also necessarily require oversight from broader institutions.
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Ǚ.Ǚ Governance Considerations

International institutions designed to tackle the climate change problem, specifically the

UNFCCC, have not thus far been very successful. Universal participation has made the

UNFCCC process cumbersome and legally binding targets and time tables have been si-

multaneously too vague to implement and unfeasible to achieve. Morgan (ǖǔǔǔ), Victor

(ǖǔǕǕ) and others have proposed new approaches to international climate policy that be-

gin smaller groups of key players. These smaller groupswould forge emissions reductions

agreements that become more comprehensive and inclusive with time and proven suc-

cess.

This limited players approach could apply well to the problem of governing SRM as

well. If certain “great powers” could come together to agree not to unilaterally geoengi-

neer among themselves, itwouldwould go a longway towards constraining the behaviors

of other types of potential unilateral geoengineers as well. It would also provide an insti-

tutional base fromwhich negotiations for collective deployment could begin.

Beyond the concerns over equity, discussed and contrasted in the section above, the

major challenges associated with governance of SRM research and SRM deployment are

different and should not be conflated. Establishing salient norms for coordination, trans-

parency, and developing research program structures that allow effective allocation of

limited resourceswill be critical challenges in establishing research governance. Prevent-

ing unilateral deployment as well as ensuring explicit ties between deployment and GHG

emissions reductions will prove to be the biggest challenges facing the development of

effective deployment governance.
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Defining the Difference between Research and Deployment

In the international relations of climate changemitigation and adaptation, evidence sug-

gests that while the epistemic community has had a strong influence on agenda setting

— i.e., calling attention to and educating decisionmakers about the problem— they have

had almost no influence on the political process of negotiating and creating regimes to

address it. (Rowlands, ǖǔǔǕ) While SRM research has implications for the entire global

community, the institutions that govern itwill effect primarilymembers of the epistemic

community. It stands to reason that themost effective norms for researchwould be those

that reflect the values of scientists and other researchers. This is not to suggest that the

institutions for governance of technical research should not reflect the values of societies

funding them, but only that they should prioritize the systematic reduction of the major

uncertainties surrounding the risks and impacts associated with these technologies over

the consideration of their geopolitical implications.

However, if institutions for research and deployment are separate, there must be a

clear definition of where research ends and deployment begins. In Morgan and Ricke

(ǖǔǕǔ),weproposedan “allowable zone” approach to setting deminimis criteriaunderwhich

field research activities can proceed withminimal international oversight (in addition to

observing the types of norms of discussed in the next section). An allowable zone may

be defined by things like the experiment’s proposed magnitude and duration of radiative

forcing and the total (estimated) ozone destruction associated with it.

Establishing reasonable de minimis standards should be a focus of early computer and

lab-based SRMresearch programs. Itmaynot be very difficult. “Process” type field studies

that would evaluate aerosol processes, effects of atmospheric chemistry and the efficacy

of aerosol dispersal technologies would likely require orders of magnitude less materials

and radiative forcing than “climate response” type experiments that evaluate the global
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and regional climate effects of SRM. Since the majority of the types of field research that

may be done in the near future fall into the process category, anyway, it may make sense

to just lump any hypothetical climate response field testing in with deployment which,

arguably, it is anyway. (Keith et al., ǖǔǕǔ; Robock et al., ǖǔǕǔ).

Governing Research

Several efforts to establish preliminary guidelines for SRM research have been made by

organizations primarily composed of elite scientists and other academics. For example,

the Asilomar International Conference onClimate Intervention Technologies in ǖǔǕǔ, the

largest meeting convened with the aim of developing SRM research norms to date, pro-

duced five suggested principles (ASOC, ǖǔǕǔ):

• SRM research should focus on the “collective well-being of humankind and the en-

vironment”;

• Mechanisms be established for oversight that specify responsibility and liability for

research activities;

• Research plans should be transparent and results should be freely available;

• Research is contingent upon iterative and independent assessments of its progress;

and

• Opportunities are provided for public oversight and consent.

These principles are closely related to the “Oxford Principles” generated by a group

of UK scholars in response to a House of Commons inquiry in ǖǔǔǝ. (Rayner et al., ǖǔǔǝ)

There is a general consensus among those thinking about research governance today that

crafting non-binding norms and then inculcating the research community is the most
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sensible course of action at this stage. This makes sense because major restrictions on

research activities could just result in no research being conducted at all, or research that

takes place by way of loopholes.

Some of the norms that have been suggested aren’t particularly substantive. Who de-

cides what collective wellbeing is? Most scientists probably believe that their research

promotes suchcollectivewell-being, but their ideas aboutwhat this is are obviously shaped

by the society they live in (usually a rich industrial one). Similarly, it isworth askingwhich

public is realistically going to be involved in oversight or providing consent for research ac-

tivities? Again, this will probably be the public of the rich, industrial societies (that are

arguably best equipped to adapt to climate change and may not need SRM as badly.)

Other norms above may not be particularly relevant to what becomes regarded as al-

lowable research. If research activities are constrained by demiminis standards, establish-

ing responsibility and liability for climate-related effects is a problem better associated

more with deployment than research. Liability for the effects of smaller scale field tests

would be better handled bymore local forms of governance (where existing opportunities

for things like public oversight can be taken advantage of as well).

In contrast, establishing substantive norms on an allowable research zone and cre-

ating systems for transparency, cooperation and iterative and independent research as-

sessments may require novel institutions. IPCC may be able to help with asessment and

synthesis, but is not appropriate for any of the other tasks. An organization like the In-

ternational Council for Science (ICSU) that represents and brings together elite scientific

organizations from around theworldwould be a good choice for coordinating the process.

Victor et al. (ǖǔǔǝ).
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Negotiating and Governing Deployment

Because it could be implemented cheaply, quickly and unilaterally Keohane and Victor

(ǖǔǕǔ) characterize the institutional challenge associatedwith SRMas being the exact op-

posite to that of other climate policies, “how to make itmore difficult rather than easier to

act.”

Some international relations theories imply that the prospects for successful unilat-

eral deployment of SRM are quite small, as the incentives to bring in partners with simi-

lar interests to attempt to increase the legitimacy of the action would be large. However,

under such a scenario, it is unclear how such a limited multilateral deployment would

be substantively different than a unilateral one. For example, while the U.S. drew upon

such partnerships in the lead up to its ǖǔǔǗ invasion of Iraq, most still consider that war

a unilateral action.

Some have argued that unilateral SRM is technically infeasible because acting alone

might result in simultaneous deployments that interact or counteract in disastrousways,

or because after unilateral deployment other nationsmight attempt to counteract SRMby

intentionally injecting potent GHGs or black carbon to counter its effects. (Horton, ǖǔǕǕ)

These scenarios seem unlikely. Once someone starts deployment, global observational

infrastructure will likely inform everyone rapidly. And just because SRM could be coun-

teracted in principle with some dramatic counterengineering doesn’t mean it is realistic.

And if the nation or group of nations that would like to counteract a rogue geoengineer’s

actions is powerful enough, it’s farmore likely that theywouldhalt SRMsimply byfinding

and destroying the infrastructure being used for deployment (and waiting for it’s tempo-

rary effects to dissipate) rather than imposing an additional global environmental harm.

If the counterengineering is not powerful enough, the rogue geoengineer could just re-

spond in kind.
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Ideally, the unilateral deployment of SRM should be banned. Practically, how a ban

could be effectively achieved is unclear. There seem to be several types of potential unilat-

eral geoengineers: great powers, rogue states and desperate states. (While I use the word

“states,” technically they could be non-state actors.) Great powers, such as the United

States, China or Russia, are states that have a large enough combination of economic, po-

litical andmilitary capacity that their actions would be difficult to reign in even with co-

ordinated international action. Rogue states, such asNorthKorea,who operate in enough

isolation from the rest of the international community and possess some dangerousmili-

tary capabilities could also be difficult to prevent fromengaging inunilateral deployment,

as sanctions and conventional diplomacy tools are ineffective with such nations. Desper-

ate stateswould be nations or groups that prove particularly vulnerable to climate change

earlier than the rest of the world. These are states that would be highly unlikely to pur-

sue unilateral actions against other states under any other circumstances, but whom the

impacts of climate changes have made desperate. For example, small Pacific islands in

Polynesia orMicronesia, are considered particularly vulnerable to sea level rise andmight

be candidates in this category.

Institutionally, the best way to prevent unilateral deployment of SRM may be to ad-

dress just the first type of states. If great powers could reach consensus and even codify

their opposition to unilateral action, it would constrain the other two types of potential

unilateral actors as well. It would put the world in a better position to take action against

rogue state geoengineers (by force if necessary) and it would make desperate states less

likely to seriously consider unilateral action at all. For example: many of the vulnerable

nations that are candidate “desperates” simply wouldn’t be able to afford taking a stand

against allied great powers. The economies of Polynesia and Micronesia are heavily de-

pendent on foreign aid, military installations and tourism from those powers. (cia, ǖǔǔǝ)

Getting a constituency of major powers to agree not to unilaterally deploy SRMwould
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not necessarily be an easy task. But it would be much simpler than trying to prevent all

potential types of unilateral SRM through a universal process, while simultaneously not

stifling scientific research on SRM. And as a similar approach was taken to international

governance of ozone-depleting substances through the Montreal Protocol, there is some

precedent for success. (Benedick, ǖǔǕǕ)

A great powers alliance to prevent unilateral geoengineering, in turn, could be a insti-

tutional base for negotiating collective deployment of SRM. If SRM is deployed it must be

linked with GHG emissions reductions, even if it is used in the “emergency response” ca-

pacity. If not, SRMwill be nothing but a tool for pushing the impacts (or the emergency)

of climate change off onto future generations while simultaneously damaging the ocean

ecosystems (via prolonged elevated CO₂ concentrations), the ozone layer, or any other

number of negative impacts associated with SRM. Explicit ties to emissions reductions

may be complicated to implement given the conflict between certain reasons SRM may

be implemented (i.e., a climate emergency requiring immediate action) and the endless

gridlock associated withmitigation negotiations. As such, guaranteeing this linkmay be

the other most important institutional challenge to preemptively begin to address.

Ǚ.ǚ Closing Thoughts

This chapter has presented a discussion of some of the international relations and global

governance issues surrounding stratospheric SRM. In the past four years, the amount

of scientific research published on potential effects of SRM has exploded. At the same

time, a discussion about the regimes that need to be developed to govern this research

and potential future deployment of SRM technologies has gained momentum. There has

some significant discussion about the ethics of climate engineering (Gardiner, ǖǔǕǔ, ǖǔǕǕ;

Jamieson, ǖǔǔǚ; Morrow et al., ǖǔǔǝ), but as Gardiner (ǖǔǕǕ) points out, just the serious
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consideration of SRM “suggests that society is already in the grip of a moral failure of

spectacular scope and import” by failing to mitigate. What is most ethical is not often

what happens. Developing a normative approaches to SRM governance based on ethical

precedents, theories about optimal outcomes and other laudable goals is obviously impor-

tant as a benchmark to understand what is possible. Reconciling ideas about ethics and

optima with analyses of what is probable or feasible, given political reality, is necessary

to give proposed norms’ and institutions’ any chance of success.





Chapter ǚ

Conclusions & FutureWork

In this thesis, I used large ensembles of simulations of a general circulation model to

explore the basic dynamics of regional inequities in a world where greenhouse gas (GHG)

driven climate change is compensated for using SRM. Different regions respond to SRM

forcings in different ways. The first experiment (Chapter Ǘ) systematically demonstrated

some intuitive, butnovel, results: that given somecriterion for preferences, regionsprefer

different amounts of SRM; and that, as SRM is increasedwith rising GHG concentrations,

these regional preference diverge over time.

Results from a second experiment (Chapter ǘ), demonstrated that these basic conclu-

sions appear to be robust to parametric uncertainty in themodel. The second experiment

also showed that the effectiveness of SRM by various measures varies with the climate

sensitivity or forecast warming the themodel, an important consideration depending on

what circumstances you believe SRM implementation is contingent upon. The absolute

efficacy of SRM in returning regional climates to their past states decreases in higher cli-

mate sensitivity worlds, but the ratios of these residual regional anomalies after SRM is

applied to the no-SRM alternative also decrease. The magnitude of these differences be-

tween high and low climate sensitivities depends on the assumptions you make about

Ǖǔǝ
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the damage functions associated with impacts, but the basic trends appear robust.

The conclusions about how appealing SRM may be in a higher climate sensitivity

world are complicated. Viewed from ǖǔǕǕ, SRM looks less effective in the situations in

which it is most likely to be used (i.e. when GHG emissions are unrestrained and cli-

mate sensitivity is higher-than-expected). However, viewed from a future where climate

changeshave already takenplace, SRM looksmost effective in reducing risks anddamages

associated with the situation at hand.

There is much more work on SRM to be done before any conclusions on whether or

not to deploy it are reached, but this research suggests that regional inequities in climate

response are probably not the main impediment to its effective implementation. While

SRM can never perfectly correct for regional climate change, it almost always reduces

(rather than exacerbates) changes to regional temperature and precipitation and greatly

reduces the rate of temperature change.

SRM does nothing to prevent further acidification of the oceans Ǖ and this fact, cou-

pled with the fact that SRM can only slow, never halt, changes to regional climate states,

makes SRM completely untenable as a long-term solution to the problems caused by ris-

ing GHGs in the atmosphere. Considering the slow progress society has made towards

reducing emissions, however, it would be wrong to not consider the potential benefits

SRM technologies may confer in reducing impacts to buy time for both mitigation and

adaptation. There aremany risks associated with SRM that require further consideration

and study. The following section explores some of the research needs that are derivative

of the work presented in this thesis.

ǕBecause SRM reduces surface temperatures, it changes the ocean and biosphere’s rates of uptake of
CO₂. This, and lower SSTs, would have some impact on ocean acidification, but that effect would be small.
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ǚ.Ǖ FutureWork

Additional PPE Analyses

The “climateprediction.netGeoengineering Experiment” has produced a very large data set

that merits further exploration. As a part of the analyses presented in this document, I

have conducted only a cursory examination of the certain diagnostics. The focus of the

data analyses I have conducted so far have primarily been onnear-surface air temperature

andprecipitation rates, both at the global and regional level. Additional in-depth analyses

of the PPE output should take advantage of other output data, including:

• Runoff and soil moisture: In my analysis of the standard physics experiment, sub-

surface runoff was presented as an alternative proxy (beyond precipitation) for the

effect of SRM scenarios on regional hydrological cycles because it is a function of

soil properties, temperature and precipitation, and thereforemay better portray in-

formation about impacts. Further analyses of the PPE data could delve deeper into

such impacts-relevant hydrological indicators.

• Land-OceanHeat Fluxes: In the standardphysics experiment simulations, theglobal-

mean precipitation response to SRM forcings over time follows a simple trend: as

greenhouse gases and SRM increase, and global temperatures remain stable, pre-

cipitation decreases. Regional trends over land, however, are often quite differ-

ent. Several regions, as well as land-only global-mean precipitation, do not exhibit

trends consistent with the global mean—while regional temperature remains con-

stant or changes steadily over time, precipitation trends have a kink aroundmodel-

year ǖǔǙǔ. One hypothesis for this phenomenon is that heat flux from oceans to

land is reduced. In order to tease out the causes of differences in regional precipi-

tation response, changes to winds and heat fluxes along land-sea boundaries in the
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gridded data output need to be examined.

• Other radiative and heat fluxes: As with land-ocean heat fluxes, looking at the dis-

tribution of changes to short- and longwave radiative fluxes and latent and sensi-

ble heat fluxes will allow us to better understand the mechanisms behind regional

precipitation trends. A first step would be looking at global-mean precipitation

changes compared to transient radiative and heat fluxes could test results from

Allen and Ingram (ǖǔǔǖ), Yang et al. (ǖǔǔǗ) and Andrews et al. (ǖǔǔǝ) in the context

of temperature stabilization with SRM; seeing how compensation of CO₂ forcings

with shortwave perturbations affect latent heat fluxes, radiative cooling and ocean

heat uptake in models with different climate sensitivities.

Experiment ǖ has PPE output for additional SRM scenarios. Figure ǚ.Ǖ shows the full

set of SRM scenarios that were tested in the PPE experiment.
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Figure ǚ.Ǖ: Several additional SRM scenarios were simulated as a part of the PPE experi-
ment, including “B-test,” “C-rampǕ,” “C-rampǖ,” and “D-cut.” Data from the simulations
using these scenarios have not been analyzed yet.

Testing the Climate Effects of SRM

One question yet to be fully addressed by researchersmodeling SRMactivities is how long

after deploymentof geoengineering forcings itmaybebefore one candetermine theglobal
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and regional effects with some confidence. As a part of the perturbed physics ensemble,

I deployed a scenario (“B-test” in Figure ǚ.Ǖ) that makes small, periodic perturbations to

stratospheric optical properties. This is consistent with work that Doug MacMynowski

of Caltech and colleagues have done inwhich they simulated such periodic perturbations

usingHadCMǗLwith a single set of physical parameters (MacMynowski et al.). By setting

up this scenario in a similar fashion to the ones in their experiment (e.g., using a sinu-

soidal forcing), the results should be able to complement their findings. As such, scenario

B-test in Figure ǖ shows a sinusoidal scenario with a period of two years and amplitude of

about ǔ.ǔǘ units of optical depth (about Ǖ W/mǖ of radiative forcing). The data from these

simulations are yet to be analyzed

Scenarios for Rapid Cooling

While examining the climate response to scenarios designed to stabilize mean global

temperature has been a helpful framework for examining relative sensitivities of regional

climates to SRM and behavior of regional climates over time, long-term global tempera-

ture stabilization would not necessarily be the aim of a realistic SRM scheme. For in-

stance, one situation in which SRM might be used is to force a rapid cool down of polar

regions to stop the progress of ice melt and halt associated ice albedo feedbacks. The full

set of PPE SRM scenarios included two in which SRM forcings are initiated later in the

simulations (in model years ǖǔǖǔ and ǖǔǗǙ, respectively) and slowly ramp up the level of

SRM to and over the level in the temperature stabilization scenarios and then downagain.

(“C-rampǕ” and “C-rampǖ” in Figure ǚ.Ǖ)

Several SRMmodeling studies have shown that if one were to use SRM to cool the cli-

mate and then abruptly discontinue it without a compensatory reduction in atmospheric

greenhouse gases, rapid planetary warming would occur. Matthews and Caldeira (ǖǔǔǛ)

Another scenario discontinues “injection” of stratospheric aerosols at their peak forcing
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(resulting in a decay to essentially zero forcing within two years). (“D-cut” in Figure ǚ.Ǖ)

This scenario is designed to provide information about potential “worst-case” disruptions

to SRM as theymight be implemented in the real world. Again, analysis of the results has

not yet been completed

Additional Climate Modeling Experiments

Figure Ǘ.ǝ showed one of the interesting results from the first CPDN SRM simulations,

however due to the coarse resolution of the output of that experiment, and of the model

itself, it is difficult to understand the underlyingmechanisms driving this regional diver-

gence or the significance of the result in terms of impacts on ecosystems, agriculture and

other small scale systems. Such systems are affected by not just mean seasonal tempera-

tures or precipitation, but precipitation variability and extremes, as well as the distribu-

tionof these effects among specific geographic areas. CPDNhas recently started a regional

climate modeling experiment using the global model, HadAMǗP, coupled with HadRMǗ.

HadAMǗP hass higher resolution than HadCMǗ, but with prescribed sea surface temper-

atures. By embedding a regional climate model within a global model, one can observe

the details of a climate change as it occurs in given regional system while still reaping

the advantages of the dynamic interactions with the global system under anthropogenic

climate change and under a given SRM forcing.

The regionalmodeling capacity of CPDN could be used for a complementarymodeling

experiment to be conducted as follow up to the PPE described above. The tool can, in

theory, be applied to any region of interest. Currently, CPDN regional experiments are set

up for Western North America, Southern Africa and Europe. It would be a natural first

step in regional modeling of SRM activities to look at detailed regional responses in these

areas, but the next step would be to set up regional modeling experiments for regions
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where interesting regional effectswere observed in the earlier experiments, such as those

in South Asia and East Asia.

A point of particular contention in SRM research is whether these activities could re-

sult in the shutdown of the South Asian monsoon (Robock et al., ǖǔǔǜ). Our results from

the CPDN simulations of SRM to date do not show significant negative seasonal precipita-

tion effects from SRM forcings in this region, but one goal of follow up simulations could

be to clarify effects on South Asian precipitation and the anomalously different response

of this region to SRM forcings.

Real Impacts Assessment

An SRM-modifiedworldwould exhibit a number of environmental differences thatwould

have impacts on plants. Temperatures will be relatively cooler compared to the green-

house gas-warmed world without SRM, precipitation will change (differently for differ-

ent regions) and more diffuse sunlight and higher concentrations of carbon dioxide will

both encourage plant growth. To date, there has been no published work that directly ex-

amines the effects this type of geoengineeringwould have on agricultural productivity or

terrestrial ecosystems, impacts relevant to the decision making process of any nation or

actor considering SRM.

Discussions of the effects of SRM have, to date, focused primarily on macroscopic

changes to temperature and precipitation. A substantive comparison of the impacts of

SRM to those of other climate change will require information about expected changes

to key environmental systems in the context of socioeconomic indicators. Several recent

papers have attempted to contextualize SRMmodeling experiments in impacts-relevant

ways (e.g., Moreno-Cruz et al. (ǖǔǕǕ) and Irvine et al. (ǖǔǕǔ)), but no one has yet taken the

next step of using high-resolution climatemodel output to directly model the health and
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productivity of natural and managed ecosystems, hydrologic systems and other impor-

tant environmental indicators. The output from experiments conducted for this thesis

could be adapted for suchmodeling exercises. Or, ideally, regionalmodeling experiments

proposed above will be produced at spatial and temporal resolutions appropriate for feed-

ing into regional models of such systems. A natural extension of the project would be to

use these data to examine some of the true tradeoffs one may encounter when making

decisions about future use of SRM.

In a changing climate of any form, a priority must remain food and water security

along with avoiding dangerous impacts, many of which are associated with the hydro-

logical cycle (e.g. flood and drought risk). It is essential therefore to understand the in-

fluence of deliberate climate modification on such impacts. Such forward predictions

can determine whether additional adaptation measures are needed in a world with ris-

ing greenhouse gases concurrent with geo-engineering. It might emerge that the “side-

effects” of proposed climatemodification on the hydrological cycle are such that only cer-

tain capped levels of solar radiationmanagement should be contemplated. Diagnostics of

surface rainfall from the CPDN simulations could be used to force a continuous rainfall-

runoff description of land surface response.



Appendix A

climateprediction.net Relevant Model
Parameters & Forcing Files

Table A.Ǖ: climateprediction.net“Perturbable”Parameters
and Forcing Files. See results.cpdn.org for more informa-
tion.

Parameter or Forcing File Descripiton Default Value
alpham albedo at melting point of ice ǔ.Ǚ
asym lambda neutral mixing length ǔ.ǕǙ
charnock roughness lengths over the

sea
ǔ.ǔǕǖ

cloudtau time a circulating air parcel
remains in a cloud

Ǖ.ǔǜE+ǔǘ

ct accretion constant Ǖ.ǔǔE-ǔǘ
cw land preciptiation threshold over

land
ǖ.ǔǔE-ǔǘ

cw sea preciptiation threshold over
sea

Ǚ.ǔǔE-ǔǙ

diff coeff horizontal diffusion coeffi-
cient

Ǚ.ǘǛǔe+ǔǜ, Ǚ.ǘǛǔe+ǔǜ,
Ǚ.ǘǛǔe+ǔǜ, Ǚ.ǘǛǔe+ǔǜ,
Ǚ.ǘǛǔe+ǔǜ...

diff coeff q horizontal diffusion coeffi-
cient for water vapour

Ǚ.ǘǛǔe+ǔǜ, Ǚ.ǘǛǔe+ǔǜ,
Ǚ.ǘǛǔe+ǔǜ, Ǚ.ǘǛǔe+ǔǜ,
Ǚ.ǘǛǔe+ǔǜ...

diff exp exponent of the horizontal
diffusion

Ǘ, Ǘ, Ǘ, Ǘ, Ǘ...

diff exp q exponent of the horizontal
diffusion for water vapour

Ǘ, Ǘ, Ǘ, Ǘ, Ǘ...

ǕǕǛ
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FILES

Table A.Ǖ: climateprediction.net“Perturbable”Parameters
and Forcing Files. See results.cpdn.org for more informa-
tion.

Parameter or Forcing File Descripiton Default Value
dlat IC ensemble: latitude posi-

tion of dtheta perturbation
ǗǛ

dlon IC ensemble: longditude po-
sition of dtheta perturbation

ǘǜ

dtheta IC ensemble: initial condi-
tion parameter

ǔ

dtice temperature range of ice
albedo variation

Ǖǔ

eacf empirically adjusted cloud
fraction

ǔ.Ǚ, ǔ.Ǚ, ǔ.Ǚ, ǔ.Ǚ, ǔ.Ǚ ...

eddydiff slab ocean to iceheat transfer Ǘ.ǛǙE-ǔǘ
entcoef entrainment coefficient Ǘ
file atmos atmospheric start file yaƂg.astart
file flux Ocean: heat and salinity flux

adjustment file particular to
ocean spinup

ǕǔǜǕ flux corr.anc

file ghg greenhouse gas emissions
scenario definition file

ghg aǕb

file nhǗsoǖ sulphate emissions file NULL
file nhǗsoǖ mod file compression for sulphate

emissions file
NULL

file nick Ocean: heat and salinity flux
adjustment file particular to
atmospheric physics config-
uration

nick zeroflux.anc

file ocean ocean start file yaƂg.ostart
file ozone [undefined] ozone hadcmǗ Ǖǝǔǔ
file ozone mod [undefined] NULL
file solar solar vǔǕ solar vǔǕ
file spec lw specǗa lw Ǘ asolǖc hadcmǗ specǗa lw Ǘ asolǖc

hadcmǗ
file spec sw specǗa sw Ǘ asolǖb hadcmǗ specǗa sw Ǘ asolǖb

hadcmǗ
file sulphate [undefined] NULL
file sulphox [undefined] NULL
file sulphox mod [undefined] NULL
file volc natural volcanic emissions

definition file
NAT VOLC
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Table A.Ǖ: climateprediction.net“Perturbable”Parameters
and Forcing Files. See results.cpdn.org for more informa-
tion.

Parameter or Forcing File Descripiton Default Value
file volc mod compression for natural vol-

canic emissions file
NULL

file volcanic volcanic forcing scenario volc vǔǕ
filtering safety factor Filtering safety factor NULL
gǔ stability dependence of tur-

bulent mixing coefficients
Ǖǔ

haney Ocean: Haney heat forcing
coefficient

ǜǕ.ǜǜ

haneysfact Ocean: Haney salinity forc-
ing factor

ǔ.ǖǙ

i cnv ice lw type for convective ice Ǖ
i cnv ice sw type for convective water Ǘ
i st ice lw type for stratiform ice Ǖ
i st ice sw type for stratiform water ǖ
ice size ice size in radiation ǔ.ǔǔǔǔǗ
isopyc Ocean: isopycnal diffusion of

tracer at surface
Ǖ.ǔǔE+ǔǗ

kay gwave Surface stress constant for
gravity wave drag

ǖ.ǔǔE+ǔǘ

kay lee gwave Surface stress constant for lee
gravity wave drag

Ǘ.ǔǔE+ǔǙ

kay lee gwdrag [undefined] Ǘ.ǔǔE+ǔǙ
lǔ sulphate mass scavenging

parameter Lǔ
ǚ.ǙǔE-ǔǙ

lǕ sulphate mass scavenging
parameter LǕ

ǖ.ǝǚE-ǔǙ

lhaney Ocean: Haney logical flag FALSE
mldel Ocean: decay ofwindmixing

energy with depth
Ǖ.ǔǔE+ǔǖ

mllam Ocean: wind mixing energy
scaling factor

ǔ.Ǜ

num star threshold for condensation
onto accumulation mode
particles

Ǖ.ǔǔE+ǔǚ

ocbohaney [undefined] Ǖ
ohsca Sulphur cycle: Scaling pa-

rameter for OH field
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FILES

Table A.Ǖ: climateprediction.net“Perturbable”Parameters
and Forcing Files. See results.cpdn.org for more informa-
tion.

Parameter or Forcing File Descripiton Default Value
paramname Parameter name (matches

simulation name)
NULL

r layers root depth ǘ, ǘ, Ǘ, Ǘ...
rhcrit critical relative humidity ǔ.ǝǙ, ǔ.ǝǔ, ǔ.ǜǙ, ǔ.Ǜǔ,

ǔ.Ǜǔ...
sc solar constant NULL
soǖ high level Sulphur Cycle: Model level

for SOǖ (High level) emis-
sions

Ǘ

start level gwdrag lowest model level for appli-
cation of gravity wave drag

Ǘ

umid NULL
vdiffdepth Ocean: increase of back-

ground vertical mixing of
tracer with depth

ǖ.ǜǔE-ǔǜ

vdiffsurf Ocean: background vertical
mixing of tracer (diffusion)
at surface

Ǖ.ǔǔE-ǔǙ

vertvisc Ocean: background vertical
mixing of momentum (vis-
cosity)

Ǖ.ǔǔE-ǔǙ

vfǕ ice fall speed Ǖ
visbeck Ocean: Visbeck scheme FALSE
volsca Sulphur cycle: Scaling fac-

tor for emission fromnatural
(volcanic) emissions

Ǖ

zǔfsea surface fluxes over tropical
oceans

Ǖ.ǗǔE-ǔǗ



Appendix B

Notes on Regional Normalizations

The primary normalization scheme used to comparing the anomalies observed in the
ǖǗ macro-regions analyzed is seasonal interannual variability from the baseline dataset
(Ǖǝǝǔs transient standard physics simulations). This normalization scheme was selected
as a recent commonreferencepoint that couldprovide ametric forhowthegeneral changes
thathappenedover time in the SRMandno-SRMsimulations compared to the (simulated)
mean climate state and year-to-year variability of each region in the recent past with the
logic that from an impacts relevance standpoint, the smaller changes to the mean cli-
mate of a region are compared to interannual variability in the recent past, the easier
such changes will be to adapt to. Other approaches to normalization can yield some-
what different results. One standard method of displaying the significance of decadal
climate anomalies is to normalize them by the decadal variability of a long control run of
the model used. For comparison, we show in Figure , a version of Figure , but for annual
means. On top (a), results are normalized as in Figure ; and on the bottom (b), those same
annualmeans are normalized using decadal internal variability froma ǕǕǚ-decade control
run of HadCMǗ (with no perturbations to greenhouse gases, solar variability, etc.)

Unsurprisingly, considering the large perturbations we make to longwave and short-
wave forcings in our transient scenarios, comparedwith decadal variability of the control
climate, the decadal average changes observed between different levels of SRM appear
even more significant. The green horizontal lines in panel (b) show the Ǚ standard devia-
tions boundary. Rarely is there an SRM scenario that returns a regional climate to within
one standard deviation of its baseline for both temperature and precipitation As Figure
shows, there are significant differences in the relative sensitivities of various regions to
SRM forcings. However, using this alternative approach to normalizing regional results
does not affect our main findings that: (Ǖ) the “optimal” level of SRM varies by region and
(ǖ) the regional climates diverge disparately from baseline climate states over time with
continued global-mean surface temperature stabilization under rising atmospheric COǖ.

Further this alternative normalization does not impact the results presented in Fig-
ures , and in any way, nor the character of the result in Figure , nor any of the qualitative
discussion of regional results presented in the main text. Estimates of surface tempera-

ǕǖǕ
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Figure S6. Normalized Regional Temperature and Precipitation Anomalies computed as the difference between 
average values for the decade of the 2070s and the 1990s in units of (a) baseline interannual standard deviations 
and (b) control-run interdecadal standard deviations.  Stars show mean temperature data for SRM (colours) and 
no-SRM (black) scenarios. Open circles show mean precipitation data. Blue horizontal lines on each plot show the 
cut off for one standard deviation. Green horizontal lines in panel (b) show the cut off for five standard deviations. 
Each coloured point represents data from 60 simulations averaging over 6 SRM scenarios. Each black point 
represents data from 30 no-SRM simulations.  The 1990s baseline dataset is compiled from 30 standard physics 
simulations. The control climate dataset comes from a 116-decade segment of a long control run of HadCM3.



ǕǖǗ

ture variability HadCMǗ have been shown to be in close agreementwith observed climate
data (Collins et al., ǖǔǔǕ), though it has also been shown to under-represent precipita-
tion variability (Lambert et al., ǖǔǔǘ). All AOGCM’s have limitations in their ability to
accurately model regional precipitation, even absent any debate over normalization. For
this reason we have avoided drawing quantitative conclusions about regional responses
to SRM forcings.





Appendix C

Experiment Ǖ: Test of Linearity of
Regional Responses

A strong linear response of regional temperature and precipitation to changes in strato-
spheric aerosol optical depth (AOD – i.e., the amount of SRM) in the forcing range of in-
terest is important because it means that in future experiments (i.e., Experiment ǖ), far
fewer SRM scenarios need be simulated in order to get a clear picture of regional sensitiv-
ities.This appendix presents tables with the regression coefficients and R̄2 values associ-
atedwith annual, NorthernHemisphere summer (JJA) andNorthernHemispherewinter
(DJF) decadal mean temperature and precipitation anomalies for the ǖǔǖǔs and the ǖǔǛǔs.

ǕǖǙ
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Table
C.Ǖ:Testoflinearity

on
R
adiative

Forcing
forD

ecadal-M
ean,A

nnual-M
ean

R
egionalTem

peratures.

ǖǔǖǔs
ǖǔǛǔs

R
egion

α
1

β
1

R
2

α
2

β
2

γ
2

R
2

α
1

β
1

R
2

α
2

β
2

γ
2

R
2

ala
Ǖ.Ǜǜ

-ǔ.ǔǔǕǝ
ǔ.ǝǚ

ǖ.Ǖǖ
-ǔ.ǔǔǖǛ

ǘ.ǗǜE-ǔǛ
ǔ.ǝǚ

ǘ.ǚǖ
-ǔ.ǔǔǖǔ

ǔ.ǜǛ
ǚ.ǝǔ

-ǔ.ǔǔǘǖ
Ǚ.ǔǚE-ǔǛ

ǔ.ǜǛ
cgi

Ǖ.ǜǙ
-ǔ.ǔǔǕǛ

ǔ.ǝǜ
Ǖ.ǜǜ

-ǔ.ǔǔǕǜ
ǘ.ǜǛE-ǔǜ

ǔ.ǝǜ
Ǘ.Ǚǚ

-ǔ.ǔǔǕǘ
ǔ.ǜǘ

Ǜ.ǚǛ
-ǔ.ǔǔǙǗ

ǝ.ǔǝE-ǔǛ
ǔ.ǜǙ

w
na

Ǖ.ǖǝ
-ǔ.ǔǔǕǘ

ǔ.ǝǜ
Ǖ.Ǘǚ

-ǔ.ǔǔǕǚ
Ǜ.ǝǗE-ǔǜ

ǔ.ǝǜ
Ǘ.ǚǝ

-ǔ.ǔǔǕǚ
ǔ.ǝǖ

ǘ.ǝǖ
-ǔ.ǔǔǖǛ

ǖ.ǛǗE-ǔǛ
ǔ.ǝǖ

cna
Ǖ.ǚ

-ǔ.ǔǔǕǛ
ǔ.ǝǛ

Ǖ.ǛǕ
-ǔ.ǔǔǕǝ

Ǖ.ǗǝE-ǔǛ
ǔ.ǝǛ

ǘ.ǙǗ
-ǔ.ǔǔǕǜ

ǔ.ǝǕ
ǘ.ǔǛ

-ǔ.ǔǔǕǘ
-Ǖ.ǔǖE-ǔǛ

ǔ.ǝǔ
ena

Ǖ.Ǖǘ
-ǔ.ǔǔǕǖ

ǔ.ǝǜ
Ǖ.Ǖǝ

-ǔ.ǔǔǕǗ
ǚ.ǝǔE-ǔǜ

ǔ.ǝǜ
Ǘ.ǔǘ

-ǔ.ǔǔǕǖ
ǔ.ǝǖ

ǘ.Ǖǘ
-ǔ.ǔǔǖǗ

ǖ.ǘǗE-ǔǛ
ǔ.ǝǖ

cam
Ǖ.ǔǖ

-ǔ.ǔǔǕǕ
ǔ.ǝǝ

Ǖ.ǔǜ
-ǔ.ǔǔǕǗ

Ǜ.ǕǛE-ǔǜ
ǔ.ǝǝ

Ǘ.ǔǘ
-ǔ.ǔǔǕǘ

ǔ.ǝǚ
Ǘ.Ǘǜ

-ǔ.ǔǔǕǛ
Ǜ.ǗǘE-ǔǜ

ǔ.ǝǙ
am
z

Ǖ.ǖǙ
-ǔ.ǔǔǕǘ

ǔ.ǝǜ
Ǖ.ǘǕ

-ǔ.ǔǔǕǜ
ǖ.ǕǕE-ǔǛ

ǔ.ǝǜ
Ǘ.ǝǔ

-ǔ.ǔǔǕǛ
ǔ.ǝǗ

Ǚ.ǚǘ
-ǔ.ǔǔǗǘ

Ǘ.ǜǚE-ǔǛ
ǔ.ǝǗ

ssa
ǔ.ǜǗ

-ǔ.ǔǔǔǝ
ǔ.ǝǜ

ǔ.ǝǕ
-ǔ.ǔǔǕǕ

Ǖ.ǔǜE-ǔǛ
ǔ.ǝǜ

ǖ.ǚǔ
-ǔ.ǔǔǕǖ

ǔ.ǝǗ
ǖ.ǜǜ

-ǔ.ǔǔǕǘ
ǚ.ǕǖE-ǔǜ

ǔ.ǝǗ
neu

Ǖ.Ǚǖ
-ǔ.ǔǔǕǘ

ǔ.ǝǙ
Ǖ.ǘǖ

-ǔ.ǔǔǕǕ
-Ǖ.ǗǗE-ǔǛ

ǔ.ǝǙ
Ǘ.ǗǕ

-ǔ.ǔǔǕǖ
ǔ.Ǜǘ

Ǘ.ǝǕ
-ǔ.ǔǔǕǜ

Ǖ.ǗǖE-ǔǛ
ǔ.ǛǗ

seu
Ǖ.Ǘǘ

-ǔ.ǔǔǕǗ
ǔ.ǝǜ

Ǖ.Ǘǚ
-ǔ.ǔǔǕǘ

ǖ.ǔǕE-ǔǜ
ǔ.ǝǜ

Ǘ.ǗǙ
-ǔ.ǔǔǕǗ

ǔ.ǝǖ
ǘ.ǖǝ

-ǔ.ǔǔǖǖ
ǖ.ǔǝE-ǔǛ

ǔ.ǝǖ
sah

Ǖ.Ǘǜ
-ǔ.ǔǔǕǘ

ǔ.ǝǝ
Ǖ.ǘǚ

-ǔ.ǔǔǕǚ
Ǖ.ǔǜE-ǔǛ

ǔ.ǝǝ
Ǘ.ǙǕ

-ǔ.ǔǔǕǙ
ǔ.ǝǚ

Ǚ.ǔǗ
-ǔ.ǔǔǗǔ

Ǘ.ǗǚE-ǔǛ
ǔ.ǝǚ

w
af

ǔ.ǜǕ
-ǔ.ǔǔǕǕ

ǔ.ǝǜ
ǔ.ǜǚ

-ǔ.ǔǔǕǖ
ǚ.ǚǚE-ǔǜ

ǔ.ǝǜ
ǖ.Ǜǝ

-ǔ.ǔǔǕǘ
ǔ.ǝǘ

Ǘ.Ǘǜ
-ǔ.ǔǔǕǝ

Ǖ.ǗǕE-ǔǛ
ǔ.ǝǗ

eaf
ǔ.ǝǛ

-ǔ.ǔǔǕǖ
ǔ.ǝǝ

Ǖ.ǔǛ
-ǔ.ǔǔǕǙ

Ǖ.ǗǕE-ǔǛ
ǔ.ǝǝ

Ǘ.Ǖǖ
-ǔ.ǔǔǕǙ

ǔ.ǝǘ
ǘ.ǔǖ

-ǔ.ǔǔǖǘ
Ǖ.ǝǝE-ǔǛ

ǔ.ǝǘ
saf

ǔ.ǝǖ
-ǔ.ǔǔǕǕ

ǔ.ǝǝ
Ǖ

-ǔ.ǔǔǕǗ
ǝ.ǛǔE-ǔǜ

ǔ.ǝǝ
ǖ.ǝǕ

-ǔ.ǔǔǕǘ
ǔ.ǝǙ

Ǘ.ǜǗ
-ǔ.ǔǔǖǗ

ǖ.ǔǗE-ǔǛ
ǔ.ǝǘ

nas
Ǖ.ǛǗ

-ǔ.ǔǔǕǛ
ǔ.ǝǜ

Ǖ.ǚǖ
-ǔ.ǔǔǕǘ

-Ǖ.ǗǜE-ǔǛ
ǔ.ǝǜ

ǘ.Ǚǘ
-ǔ.ǔǔǕǜ

ǔ.ǝǘ
ǘ.ǚǝ

-ǔ.ǔǔǕǝ
Ǘ.ǕǜE-ǔǜ

ǔ.ǝǘ
cas

Ǖ.Ǚǘ
-ǔ.ǔǔǕǚ

ǔ.ǝǜ
Ǖ.ǙǗ

-ǔ.ǔǔǕǚ
-ǖ.ǕǚE-ǔǜ

ǔ.ǝǜ
Ǘ.ǜǘ

-ǔ.ǔǔǕǚ
ǔ.ǝǘ

Ǘ.Ǜǚ
-ǔ.ǔǔǕǙ

-Ǖ.ǚǙE-ǔǜ
ǔ.ǝǘ

tib
Ǖ.Ǚǚ

-ǔ.ǔǔǕǛ
ǔ.ǝǝ

Ǖ.Ǜǚ
-ǔ.ǔǔǖǖ

ǖ.ǙǜE-ǔǛ
ǔ.ǝǝ

ǘ.Ǖǘ
-ǔ.ǔǔǕǛ

ǔ.ǝǘ
Ǚ.ǔǜ

-ǔ.ǔǔǖǚ
ǖ.ǔǚE-ǔǛ

ǔ.ǝǘ
eas

Ǖ.Ǖǚ
-ǔ.ǔǔǕǖ

ǔ.ǝǝ
Ǖ.ǕǙ

-ǔ.ǔǔǕǖ
-Ǜ.ǚǔE-ǔǝ

ǔ.ǝǝ
Ǘ.Ǖǜ

-ǔ.ǔǔǕǗ
ǔ.ǝǖ

ǘ.Ǜǖ
-ǔ.ǔǔǖǛ

Ǘ.ǗǝE-ǔǛ
ǔ.ǝǗ

sas
ǔ.ǜǛ

-ǔ.ǔǔǕǕ
ǔ.ǝǜ

ǔ.ǝǛ
-ǔ.ǔǔǕǘ

Ǖ.ǗǚE-ǔǛ
ǔ.ǝǜ

ǖ.ǜǗ
-ǔ.ǔǔǕǗ

ǔ.ǝǘ
Ǘ.ǚǚ

-ǔ.ǔǔǖǕ
Ǖ.ǜǘE-ǔǛ

ǔ.ǝǘ
sea

ǔ.ǛǙ
-ǔ.ǔǔǕ

ǔ.ǝǝ
ǔ.ǜǗ

-ǔ.ǔǔǕǕ
Ǖ.ǔǕE-ǔǛ

ǔ.ǝǝ
ǖ.Ǘǝ

-ǔ.ǔǔǕǖ
ǔ.ǝǙ

Ǘ.ǔǛ
-ǔ.ǔǔǕǜ

Ǖ.ǙǔE-ǔǛ
ǔ.ǝǙ

nau
ǔ.ǜǝ

-ǔ.ǔǔǕǕ
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Appendix D

Linearity Test from Residual Climate
Response Model Paper

The design of the modeling experiment we obtained our data from, which tested the ef-
fects of many levels of SRM forcing [see Ricke et.al. ǖǔǕǔ], allows us to test our linearity
assumption explicitly. Figure D.Ǖ presents the behavior of the data and tests for linearity
of temperature and precipitation changes as a function of compensated radiative forcing.
In all panels, the horizontal axis shows the level of SRMminus themean natural volcanic
aerosol forcing measured inWm−2. The dots represent Ǚǘ different levels of SRM and the
colors show the effects for each of the ǖǖ regions defined in the paper. The left-hand panel
shows the results for temperature changes in ǖǔǗǔ measured as number of standard de-
viations away from the regional baseline with SRM implemented. This panel also shows
high level of co-linearity across regions. The right-hand panel shows the results for com-
pensated precipitation changes. We can see a clear correlation between precipitation and
SRM forcing in each region, albeit noisier and less consistently linear than the tempera-
ture data. Regions are less collinear in terms of precipitation.

Tables D.Ǖ and D.ǖ below show the regression results for temperature and precipita-
tion, respectively. For both temperature and precipitation we first show a linear model
fit. The first column shows the slope of the linear fit with the slope error in parenthesis,
and the second column shows the fraction of variability explained by the linear model.
The units of the slopes are (Wm−2)−1. The linear fits explain more than ǝǙ% of the vari-
ability of the temperature data with coefficient error below Ǖ%. In terms of precipitation,
as it can also be seen in the figure above, the data is much noisier and the linear fit has
a lower explanatory power. Regions for which the variance explained is low are those
with a smaller slope coefficient. However, the coefficient error for each region is below
Ǖ%, and, althoughwe do not report it on the table, all P-values are asymptotically equal to
zero. The results of the quadratic fit show that the fraction of explained variability does
not improve substantially compared to the linear model.

ǕǗǗ
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FigureD.Ǖ: Test of linearity of the compensated changes inprecipitation and temperature.
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Table D.Ǖ: Test of linearity on Radiative Forcing (RF): Temperature.

Linear Fit=a ∗RF Quadratic Fit=a ∗RF + b ∗RF 2

a Explained a b Explained
(error) Variance (error) (error) Variance

Alaska, NW Canada -ǔ.ǜǙ ǝǙ% -ǔ.Ǜǔ -ǔ.ǔǙ ǝǚ%
(ǔ.ǔǔǜ) (ǔ.ǔǗǗ) (ǔ.ǔǕǖ)

E Canada etc. -Ǖ.ǕǛ ǝǛ% -Ǖ.ǔǛ -ǔ.ǔǘ ǝǛ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǙ) (ǔ.ǔǕǗ)

Western N America -Ǖ.ǔǘ ǝǜ% -ǔ.ǝǙ -ǔ.ǔǘ ǝǜ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǘ) (ǔ.ǔǔǜ)

Central N America -ǔ.Ǜǚ ǝǙ% -ǔ.Ǜǘ -ǔ.ǔǕ ǝǙ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǝ) (ǔ.ǔǕ)

Eastern N America -Ǖ.ǖǖ ǝǛ% -Ǖ.ǕǕ -ǔ.ǔǘ ǝǜ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǘ) (ǔ.ǔǕǖ)

Central America -Ǖ.ǖǛ ǝǛ% -Ǖ.ǔǛ -ǔ.ǔǛ ǝǝ%
(ǔ.ǔǔǜ) (ǔ.ǔǖǝ) (ǔ.ǔǕǕ)

Amazonia -ǔ.ǝǖ ǝǛ% -ǔ.ǜǚ -ǔ.ǔǖ ǝǛ%
(ǔ.ǔǔǚ) (ǔ.ǔǗ) (ǔ.ǔǕǕ)

Southern S America -Ǖ.Ǖǚ ǝǛ% -Ǖ.ǔǔ -ǔ.ǔǚ ǝǜ%
(ǔ.ǔǔǜ) (ǔ.ǔǗǘ) (ǔ.ǔǕǖ)

Northern Europe -ǔ.ǜǗ ǝǗ% -ǔ.ǚǙ -ǔ.ǔǚ ǝǚ%
(ǔ.ǔǔǜ) (ǔ.ǔǗǙ) (ǔ.ǔǕǗ)

S Europe, N Africa -Ǖ.ǔǘ ǝǛ% -ǔ.ǝǔ -ǔ.ǔǙ ǝǜ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǘ) (ǔ.ǔǔǝ)

Sahara -Ǖ.Ǘǘ ǝǝ% -Ǖ.Ǖǝ -ǔ.ǔǙ ǝǝ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǕ) (ǔ.ǔǔǜ)

Western Africa -Ǖ.ǕǕ ǝǛ% -ǔ.ǝǜ -ǔ.ǔǙ ǝǜ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǗ) (ǔ.ǔǕǖ)

Eastern Africa -Ǖ.Ǖǚ ǝǛ% -Ǖ.ǔǕ -ǔ.ǔǚ ǝǜ%
(ǔ.ǔǔǜ) (ǔ.ǔǗǗ) (ǔ.ǔǕǖ)

Southern Africa -Ǖ.ǖǙ ǝǜ% -Ǖ.ǔǝ -ǔ.ǔǚ ǝǝ%
(ǔ.ǔǔǛ) (ǔ.ǔǖǛ) (ǔ.ǔǕ)

Northern Asia -Ǖ.ǔǗ ǝǚ% -ǔ.ǜǙ -ǔ.ǔǛ ǝǜ%
(ǔ.ǔǔǜ) (ǔ.ǔǗ) (ǔ.ǔǕǕ)

Central Asia -Ǖ.ǔǝ ǝǜ% -Ǖ.ǔǔ -ǔ.ǔǗ ǝǝ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǗ) (ǔ.ǔǔǜ)

Tibetan Plateau -Ǖ.Ǖǝ ǝǜ% -Ǖ.Ǖǔ -ǔ.ǔǗ ǝǝ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǚ) (ǔ.ǔǔǝ)

Eastern Asia -Ǖ.ǔǚ ǝǜ% -ǔ.ǝǛ -ǔ.ǔǗ ǝǝ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǕ) (ǔ.ǔǔǜ)

Southern Asia -Ǖ.ǕǙ ǝǛ% -ǔ.ǝǜ -ǔ.ǔǚ ǝǜ%
(ǔ.ǔǔǜ) (ǔ.ǔǗǕ) (ǔ.ǔǕǕ)

Southeast Asia -Ǖ.Ǘǖ ǝǜ% -Ǖ.Ǖǖ -ǔ.ǔǛ ǝǝ%
(ǔ.ǔǔǜ) (ǔ.ǔǖǚ) (ǔ.ǔǔǝ)

Northern Australia -Ǖ.ǔǚ ǝǜ% -ǔ.ǝǛ -ǔ.ǔǗ ǝǜ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǚ) (ǔ.ǔǔǝ)

Southern Australia -Ǖ.ǔǛ ǝǛ% -Ǖ.ǔǖ -ǔ.ǔǖ ǝǛ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǖ) (ǔ.ǔǕǖ)
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Table D.ǖ: Test of linearity on Radiative Forcing (RF): Precipitation.

Linear Fit=a ∗RF Quadratic Fit=a ∗RF + b ∗RF 2

a Explained a b Explained
(error) Variance (error) (error) Variance

Alaska, NW Canada -ǔ.ǙǙ ǜǝ% -ǔ.ǘǖ -ǔ.ǔǙ ǝǖ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǘ) (ǔ.ǔǕǖ)

E Canada etc. -ǔ.ǝǕ ǝǚ% -ǔ.ǛǙ -ǔ.ǔǚ ǝǜ%
(ǔ.ǔǔǛ) (ǔ.ǔǖǛ) (ǔ.ǔǕ)

Western N America -ǔ.ǕǙ ǘǔ% -ǔ.Ǖǘ ǔ.ǔǔ ǘǔ%
(ǔ.ǔǔǚ) (ǔ.ǔǗǕ) (ǔ.ǔǕǕ)

Central N America -ǔ.ǔǛ ǖǜ% -ǔ.ǔǖ -ǔ.ǔǖ Ǘǖ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǚ) (ǔ.ǔǔǝ)

Eastern N America -ǔ.ǖǕ ǚǔ% -ǔ.ǖǖ ǔ.ǔǔ ǚǔ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǜ) (ǔ.ǔǕ)

Central America -ǔ.ǔǜ ǘǕ% ǔ.ǔǗ -ǔ.ǔǘ Ǚǝ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǗ) (ǔ.ǔǔǜ)

Amazonia ǔ.ǖǔ ǘǝ% ǔ.ǖǙ -ǔ.ǔǖ ǙǕ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǜ) (ǔ.ǔǕ)

Southern S America -ǔ.Ǖǔ ǘǖ% -ǔ.ǔǚ -ǔ.ǔǖ ǘǙ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǘ) (ǔ.ǔǔǝ)

Northern Europe -ǔ.Ǘǖ ǛǛ% -ǔ.ǖǖ -ǔ.ǔǗ ǜǕ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǖ) (ǔ.ǔǕǕ)

S Europe, N Africa ǔ.ǔǙ ǔ% ǔ.ǔǛ -ǔ.ǔǕ Ǖ%
(ǔ.ǔǔǚ) (ǔ.ǔǗ) (ǔ.ǔǕǕ)

Sahara -ǔ.ǔǝ Ǖǝ% -ǔ.Ǖǔ ǔ.ǔǔ ǖǔ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǜ) (ǔ.ǔǕ)

Western Africa -ǔ.ǕǕ Ǘǝ% -ǔ.ǔǚ -ǔ.ǔǖ ǘǖ%
(ǔ.ǔǔǚ) (ǔ.ǔǗǕ) (ǔ.ǔǕǕ)

Eastern Africa -ǔ.Ǖǚ Ǘǝ% -ǔ.Ǖǝ ǔ.ǔǕ ǘǔ%
(ǔ.ǔǔǚ) (ǔ.ǔǖǝ) (ǔ.ǔǕ)

Southern Africa ǔ.Ǖǘ Ǚǚ% ǔ.ǕǕ ǔ.ǔǕ ǙǛ%
(ǔ.ǔǔǘ) (ǔ.ǔǖǖ) (ǔ.ǔǔǜ)

Northern Asia -ǔ.ǛǕ ǝǘ% -ǔ.ǙǙ -ǔ.ǔǚ ǝǛ%
(ǔ.ǔǔǛ) (ǔ.ǔǖǚ) (ǔ.ǔǔǝ)

Central Asia -ǔ.ǔǝ ǖǕ% -ǔ.Ǖǔ ǔ.ǔǔ ǖǕ%
(ǔ.ǔǔǚ) (ǔ.ǔǗ) (ǔ.ǔǕǕ)

Tibetan Plateau -ǔ.Ǘǘ ǜǙ% -ǔ.ǖǝ -ǔ.ǔǖ ǜǚ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǚ) (ǔ.ǔǔǝ)

Eastern Asia -ǔ.ǖǙ Ǜǔ% -ǔ.ǖǜ ǔ.ǔǕ ǛǕ%
(ǔ.ǔǔǙ) (ǔ.ǔǖǙ) (ǔ.ǔǔǝ)

Southern Asia -ǔ.ǖǖ Ǖǝ% -ǔ.Ǘǖ ǔ.ǔǘ Ǘǘ%
(ǔ.ǔǔǛ) (ǔ.ǔǗ) (ǔ.ǔǕǕ)

Southeast Asia -ǔ.ǔǝ Ǘǘ% ǔ.ǔǗ -ǔ.ǔǘ ǘǝ%
(ǔ.ǔǔǛ) (ǔ.ǔǗǖ) (ǔ.ǔǕǕ)

Northern Australia -ǔ.ǔǙ Ǚ% -ǔ.ǕǕ ǔ.ǔǖ Ǖ%
(ǔ.ǔǔǜ) (ǔ.ǔǗǛ) (ǔ.ǔǕǗ)

Southern Australia ǔ.ǔǖ Ǚ% ǔ.ǔǔ ǔ.ǔǕ ǚ%
(ǔ.ǔǔǘ) (ǔ.ǔǖǖ) (ǔ.ǔǔǜ)



Appendix E

Supplemental Figures to Figure ǘ.ǘ

Figure ǘ.ǘ shows an example of how regional responses to greenhouse gas and SRM forc-
ings vary between models. The regions displayed were selected for simplicity sake. It
is important to note that, unlike the Eastern North America and the Mediterranean, for
some regions it is not possible to return temperature and precipitation to their baseline
values even in the standard physics model. In addition, not all model versions show the
clear distinct between the standardphysics version and thehighest response version. Fig-
ures E.Ǖ and E.ǖ illustrate this point by showing the same data for each region, but with
all model versions; and for each model version, but with all regions.

ǕǗǛ
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Figure E.Ǖ: Example of how regional responses to greenhouse gas and SRM forcings vary
betweenmodels. The series of points show theno-SRM, lowSRMandhigh SRMresponses
for the all model versions (shaded according to the key at the bottom for (a) Eastern North
America, and (b) Southern Europe/ Northern Africa (referred to as Mediterranean in the
main text). Changes in temperature and precipitation are calculated as the ten-year av-
erage ǖǔǙǔ minus ǖǔǔǔ, divided by the interannual variability of the control climate (cal-
culated with simulations that used identical paramenter combinations but no anthro-
pogenic forcings of any kind). Dashed lines indicate the linear trajectory as SRM is in-
creased or decreased.
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Figure E.ǖ: Example of how regional responses to greenhouse gas and SRM forcings vary
betweenmodels. The series of points show theno-SRM, lowSRMandhigh SRMresponses
for all regions for (a) the standard settings of model physics parameters (∆T2050=ǖ.Ǖ◦C),
and (b) our ensemble’s highest temperature responsemodel configuration∆T2050=ǘ.Ǖ◦C).
Changes in temperature and precipitation are calculated as the ten-year average ǖǔǙǔmi-
nus ǖǔǔǔ, divided by the interannual variability of the control climate (calculated with
simulations that used identical paramenter combinations but no anthropogenic forcings
of any kind). Dashed lines indicate the linear trajectory as SRM is increased or decreased.





Appendix F

SRM EfficacyMetrics

The analysis presented in Chapter ǘ relies on several measures designed to gauge how
well SRM couldwork, in compensating for the effects of global warming in a single region
and how well it works to restore regional climates overall and relative to no-SRM, once a
particular level of SRM is set. This appendix provides the details of the derivation of these
metrics.

These metrics are a tool to explicitly account for the precipitation and temperature
tradeoffs that occur when attempting to stabilize regional climate changes using SRM.
Precipitation and temperature changes only two, albeit very important, of themany vari-
ables likely to have climate related impacts. They are not intended as definitive normative
measures of regional impacts or preferences. For example, when temperature rises in a
given region, an increase in precipitation is required to maintain soil moisture. Any re-
gionwould likely prefer a shift in theirmean climate state of an increase of half a standard
deviation in temperature with a half standard deviation more precipitation rather than
an increase of half a standard deviation in temperaturewith half a standard deviation less
precipitation. However, incremental changes to the amount of SRM never result in such
a shift in precipitation space only. These metrics are specific to assessing SRM efficacy,
but are obviously less informative with respect to a number of other alternative policies
for dealing with climate change.

First, we consider OD*, the amount optical depth modification that returns a given
regional climate closest to its baseline state in units of standard deviations, to measure
the diversity of regional preferences for the amount of SRM. OD* is derived for a given re-
gion by first deriving the linear relationship between the specified value of stratospheric
aerosol optical depth (od) and regional temperature (T) or precipitation (P) response. The
data points used for these derivationswere Ǖǔ-year, initial condition ensemblemeans pre-
sented in units of standard deviations (regional interannual variability of the control (un-
perturbed) climate). So for a given region, timeperiod (and season or annual-mean), there
exist the following data points for the four SRM scenarios:

ǕǘǕ
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
odnoSRM TnoSRM PnoSRM

odloSRM TloSRM PloSRM

odmedSRM TmedSRM PmedSRM

odhiSRM ThiSRM PhiSRM


From the analysis of Experiment Ǖ output, we know that with sufficiently large initial

condition ensembles, even with a small number of observations of regional responses to
different levels of od, a linear fit works quite well. So using least squares regression, we
derive:

Tregion(od) = αTreg + βTreg · od
Pregion(od) = αPreg + βPreg · od

To calculate OD* for a given region, then:

Min (αTreg + βTreg · od)2 + (αPreg + βPreg · od)2

so:

OD∗
region =

−(αTreg ·βTreg+αPreg ·βPreg )

β2
Treg

+β2
Preg

Next, we consider regional anomalies, i.e., the regional temperature, precipitation or
net temperature and precipitation changes, associatedwith a set amount of SRM to gauge
likely regional satisfaction with and potential inequities in SRM’s compensatory power
relative to their baseline climate state. The amount of SRM is “democratically selected”:
simply themean value of OD* for all regions, either unweighted (each region gets a vote),
or weighted by regional population or economic output (each person or dollar gets a vote).
(See Chapter ǖ for information on the socioeconomic datasets used.) As such for a given
weighting, w:

OD∗
w =

∑23
r=1 wreg ·OD∗

reg∑23
r=1 wreg

and the regional climate anomalies (RA) associated withOD∗
w are:

RAreg = (αTreg + βTreg ·OD∗
w)

2 + (αPreg + βPreg ·OD∗
w)

2

and the (weighted-)mean regional anomalies, as displayed in Figure ǘ.Ǜ are :

RAw =
∑23

r=1 wreg ·RAreg∑23
r=1 wreg

To calculate mean rates of regional temperature and precipitation change, a least-
squares fitwas calculated for ǖǔ years of initial condition ensemblemean yearly data. The
rate of change is the slope of the best fit line and the weighted best fits for the rate of
change values are calculated as with the other weighted means above.
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