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Abstract

In order to mitigate climate change, deep reductions in CO2 emissions will be required in the coming
decades. Carbon capture and storage will likely play an important role in these reductions. As a compli-
ment to capturing CO2 from point sources, CO2 can be captured from ambient air (“air capture”), offsetting
emissions from distributed sources or reducing atmospheric concentrations when emissions have already
been constrained. In this thesis, we show that CO2 capture from air is physically and thermodynamically
feasible, discuss the various routes available, and explain why NaOH solution is a viable sorbent for large-
scale capture. An example system using NaOH spray is presented. With experimental data and a variety
of numerical techniques, the use of NaOH spray for air capture is assessed and an example contacting
system developed. The cost and energy requirements of the example contacting system are estimated.
Contactor estimates are combined with estimates from industry and other research to estimate the cost of
a complete air capture system. We find that the cost of capturing CO2 with the complete system would
fall between 80 and 250 $/t-CO2, and improvements are suggested which reduce the upper-bound cost to
130 $/t-CO2. Even at the high calculated cost, air capture has implications for climate policy, however
dedicated engineering and technological innovation have potential to produce much lower-cost systems.
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Chapter 1

Introduction

The climate is changing. For decades it was a matter of debate, a point of uncertainty, whether humans
could fundamentally alter the earth’s climate system. Now it is an observable fact: we can, we have, and
we will continue to do so. Last year, 2005, was the hottest on record, continuing an accelerating warming
trend that has brought the global mean temperature up 0.8◦C over the past century (Hansen et al., 2006).
But the changes we see are not only in temperature. Severe damage to ecosystems and harm to humans can
now be attributed to climate change, including extensive bleaching of coral reefs (Sugden, 2005), massive
loss of forests due to pine beetle infestation (Carroll et al., 2003; Gan, 2004), increased forest fire activity
(Westerling et al., 2006), and increased intensity of hurricanes (Webster et al., 2005; Emanuel, 2005).

The principle cause of this climate change is the emission ofcarbon dioxide (CO2) to the atmosphere
when humans burn fossil fuel. The combustion of coal, oil, and natural gas has fueled two centuries of
economic development across the world. Today, 80% of globalenergy use relies on fossil fuel (IPCC,
2005). Fossil fuel use is integral to the functioning of society at every level: the manufacturing of every
manner of consumer good, the movement of people and products, the maintenance of shelter from the
elements, the production of food, and the provision of water.

And yet, with every ton of carbon burned, the earth is alteredin ways both predictable and unpre-
dictable. The changes in climate to come will likely threaten many people’s access to those basic services:
shelter, food, and water. Additionally, the irreversible damage to the world’s ecosystems, including the
extinction of a large fraction of the earth’s species, will be the most extensive civilized humans have ever
experienced (Thomas et al., 2004).

This leaves us in a difficult position; industrial society isbuilt around fossil fuels, and yet their use
poses a grave and mounting threat. Fossil fuel use and the associated carbon emissions continue to grow
exponentially (see Figure1.1). Many nations have begun programs to limit CO2 emissions, though current
measures are not sufficient to achieve dramatic reductions.Notably, the two largest emitters, China and
the United States, have no national regulation on CO2. Nonetheless, there is a general expectation that
further international agreements will be reached to limit CO2 emissions, and that a global market for
carbon emissions reduction will be developed. Such a marketalready exists in the European Union, and
has the effect of putting a value on CO2 emissions reduction.

There are various options available to meet regulatory demands. Energy conservation and efficiency
improvements are the lowest-cost near-term measures. Improvements in average vehicle fuel efficiency
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Figure 1.1: Global CO2 emissions over time. Data fromMarland et al.(2006). 2003 was the most recent
year for which data were available.

are available at net negative cost (NRC, 2002). Improvements in industrial energy and material efficiency
and reductions in building energy use are available at low ornet negative cost (IPCC, 2001). We can also
switch from fossil fuels to alternative energy sources: nuclear, wind, solar, biomass, and others. But they
are comparatively expensive and so far limited in capacity.Especially challenging is the transportation
sector, where solutions like battery-powered and hydrogenfuel cell cars are available but lacking in per-
formance or still requiring substantial development. Biomass-based liquid fuels can work with existing
vehicles but they are currently expensive to produce and arelimited by agricultural capacity for growing
feedstock. However, another option exists: we can retain fossil fuel as an energy source and capture the
CO2 emissions, preventing them from entering the atmosphere.

1.1 Carbon Capture and Storage

Carbon Capture and Storage (CCS) denotes the process of collecting CO2, generally from fossil fuel
combustion, and “storing” (sequestering), it outside of the atmosphere. It allows separation of the energy
function of fossil fuel from the climate impact of combustion. It consists of three steps: (1) capture of
the CO2 from some source, (2) transport of the CO2 in compressed form to a suitable storage site, and (3)
injection of the CO2 into the storage site and subsequent monitoring and management of the site.

In a CCS scheme, the CO2 is captured from large point sources, mainly power plants. Several tech-
nologies exist to do this. CO2 can be absorbed from the flue gas of a conventional plant, typically with a
regenerable liquid solvent like monoethanolamine (IPCC, 2005). It is recovered from the solvent during
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regeneration at a high enough concentration (> 90%) for compression. The process is termed “post-
combustion capture”. One can also remove CO2 from the fuel before combustion (“pre-combustion cap-
ture”) by converting it to hydrogen and CO2 by means of a water-gas shift reaction. CO2 is collected after
the shift then hydrogen is burned to generate electricity. The third option is to feed the plant with pure
oxygen instead of air, an “oxyfuel” system. This way, the fluegas has a high enough CO2 concentration to
be compressed directly. Energy is saved by avoiding the solvent absorption and regenerating but expended
for separation of oxygen from air.

Once compressed to a liquid, the CO2 is ready for transportation to a sequestration site, which generally
occurs via a pipeline like those currently used for oil and gas. Sequestration sites may include spent oil
fields and unmineable coal seams, where the cost of storage can be offset by enhanced recovery of oil
or extraction of methane, respectively. CO2 can also be pumped into the ocean, though this may have
harmful side-effects. The most secure type of sites are deepsaline aquifers, which also have the largest
estimated storage capacity: at least 40 years of CO2 emitted at the current rate, and probably much more
(IPCC, 2005).

There are three currently operating industrial scale CCS projects, with many more planned.IPCC
expects that CCS will be widely deployed when the cost of CO2 emissions (value of emissions reduction)
reaches 25–30 $/t-CO2, and that CCS will account for a substantial share of carbon mitigation in future
scenarios with carbon restrictions.

In the form described, CCS can only work with CO2 from points sources, which currently account
for about 40% of total emissions (and many of those point sources would be small, inaccessible by CO2

pipelines, or otherwise not amenable to carbon capture). CCS can facilitate reductions in other sectors if
vehicles, home heating, and other distributed sources are made to run on hydrogen which in turn is pro-
duced in facilities equipped with CCS. Uncertainty remainsabout the feasibility and cost of switching to
this “hydrogen economy”, and it may be high;Keith and Farrell(2003) calculate that the cost of switching
to hydrogen fuel cell cars could be 300 $/t-CO2.

Even with a very successful CCS program and aggressive deployment of alternative energy sources, at-
mospheric concentrations of CO2 will continue increasing throughout the century (IPCC, 2000a). Because
CO2 is long-lived in the atmosphere, cutting emissions does notreduce the concentration, but rather slows
the rate of increase. If emissions are cut to zero, it would still take many centuries for natural removal
mechanisms to bring CO2 close to pre-industrial levels.

1.2 Air capture

Though nearly all current research on CCS focuses on capturefrom large point sources, it is also possible
to capture CO2 directly from the atmosphere, a process we call “air capture”. Compared with point source
capture, air capture has several advantages. CO2 emissions from any sector can be captured, including
emissions from diffuse sources such as automobiles, airplanes, agriculture, and home heating. The capture
unit can be located at a favorable sequestration site, avoiding the need for extensive CO2-transportation
infrastructure. Consider a future climate scenario where society has been slow to adopt mitigation mea-
sures, but a sudden shift in the climate system dramaticallyraises concern and demand for action. Because

3



it is decoupled from the rest of the energy system, air capture can be deployed more quickly than other
measures to reduce net carbon emissions.

Air capture also makes possible negative net emissions in the future. Consider a future climate scenario
where climate sensitivity is on the high end of our expectations and climate change effects are quite severe,
and in response we have achieved a highly carbon-constrained economy. Without air capture, CO2 levels
in the atmosphere would take centuries to approach pre-industrial levels, but with air capture society can
choose the desired level of atmospheric CO2 and, balanced against willingness to pay, how quickly to
achieve it.

1.3 Thermodynamic and physical limits of air capture

The proposition of air capture is fundamentally one of concentrating CO2 – taking from it from a dilute
state (today roughly 380 ppm in the atmosphere) to a relatively pure gas (> 90% for compression to
pressures required for deep geologic sequestration). Witha perfect mechanism for achieving this, we have
only to overcome the free energy of mixing. It is given by∆G = RT ln(P/P0), where in our caseP is 1
atm andP0 is 3.8×10−4 atm, for an energy requirement of 20 kJ/mol (0.5 GJ/t-C). This is quite modest
compared with the energy liberated when burning fossil fuels, e.g.≈ 600 kJ/mol-CO2 (14 GJ/t-CO2) for
gasoline (DOE, 2005).

Relative to other technologies for generating carbon-neutral energy, the land-use requirements for air
capture are potentially very small.Dubey et al.(2002) compare the energy available in a square meter of
land collected by biomass (0.003 kW) or from sunlight (0.2 kW), and the kinetic energy passing through
1 m2 for windmills (0.6 kW) with the fossil energy that can be generated in producing the quantity of
CO2 passing through that square meter (100 kW). The conclusion is that land requirements for air capture
coupled with fossil energy generation are potentially orders of magnitude smaller than for these other
options.

Given that it is possible to extract CO2 rapidly from the atmosphere in a relatively small area, we may
be concerned that the process would be limited by local atmospheric transport of CO2. Johnston et al.
(2003) have studied this problem with global atmospheric and chemical transport modeling. They con-
clude that the transport and circulation of CO2 is such that the entire flow of anthropogenic CO2 could be
offset by a single global sink of no more than 75,000 km2 in area, and with intelligent placement of sinks,
a small fraction of that area would be needed. This is intuitively consistent with the observation that the
atmosphere is relatively well-mixed with respect to CO2. In general it seems that the issue of local CO2

transport to a sink, and the related issue of depleted-CO2 plumes that may be hazardous to plant life, can
be easily resolved.

4



1.4 Routes to air capture

1.4.1 Organic carbon production

Many organisms naturally capture CO2 through photosynthesis. One can effectively remove CO2 from
the atmosphere with land management and land-use changes which increase terrestrial biomass, such as
growing a forest where there once was agricultural land. Estimates for the cost of these projects cover the
range 0.03–8 $/t-CO2 (IPCC, 2000b). Though even the high end of this range is small relative to other
carbon management options, this strategy is fundamentallylimited to one-time reductions. Once a plot of
forest has reached maturity, it is no longer compensating for CO2 emissions; the CO2 released as plant
matter decomposes is in balance with the CO2 absorbed as new plant matter forms.

Ocean flora has also been discussed as a means of carbon capture. It is suggested that adding key
nutrients to some parts of the ocean will generate large blooms of plankton which will take up carbon and
draw it down to the deep ocean. Large scale experiments on this method have been conducted, so far with
limited success in sustaining the bloom (Buesseler et al., 2004; Buesseler and Boyd, 2003, for example).

Another means of capturing CO2 with photosynthesis is to run a biomass-fueled power plant with a
carbon capture system. When the biomass is grown, it extracts CO2 from the air which is later captured
from the power plant flue gas with an amine system or other point-source capture system. This scheme is
renewable, since each new crop of plants further extracts CO2. (Rhodes and Keith, 2005) have estimated
the cost of CO2 capture with one such system at 41 $/t-CO2.

1.4.2 Metal-carbonate production

For a chemical approach to air capture, some industrial waste streams are suitable for absorbing CO2. In
particular, steel slag and waste concrete, rich in calcium and magnesium oxides, readily react with CO2 to
form solid carbonates.Stolaroff et al.(2005) have analyzed a scheme for carbonating steel slag and waste
concrete with CO2 from ambient air, and estimate the cost as $8/t-CO2. Many other researchers have stud-
ied concrete carbonation not necessarily associated with air captureFernandez et al.(2004). Iizuka et al.
(2002), for instance, have estimated the cost at 2 $/t-CO2.

Another approach is to add these kind of waste materials or suitable virgin materials such as limestone
(CaCO3) or soda ash (Na2CO3) to the surface layer of the ocean. The aim is to increase the alkalin-
ity of the ocean, thereby increasing its capacity to uptake CO2, indirectly decreasing atmospheric CO2

concentrations (Kheshgi, 1995).

1.4.3 Capture with a regenerated sorbent

None of the above routes has the potential to capture a large fraction of anthropogenic CO2 emissions;
each has fundamental limitations on its scope. Biomass, forinstance, is limited by the land available
for cultivating biomass crops and by the secondary impacts of agriculture. The annual U.S. production
of concrete and steel slag could capture less than 1% of U.S. emissions (Stolaroff et al., 2005). Ocean
sequestration is limited by area of suitable ocean surface and problems associated with altering the ocean’s
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chemistry.
To capture a large fraction of CO2 emissions, for instance all of the emissions from the transportation

sector (40% of total), it is natural to seek a sorbent which can capture CO2 and then be regenerated and
reused in a cycle. Most likely, this would be coupled with deep geological sequestration of CO2. The
regeneration can be accomplished with a temperature swing,such as when amine solvents are heated, a
pressure swing, such as a solid sorbent which releases CO2 when exposed to a vacuum, or with a chemical
reaction.

An ideal sorbent would have a binding energy with CO2 just larger than the 20 kJ/mol required to
pull it from the atmosphere, would be inexpensive, abundant, and non-hazardous. Research on new and
novel sorbents with these characteristics is ongoing. However, two well-known sorbents which, while
not optimal on the 1st condition, satisfy the latter three well, are aqueous solutions of calcium hydroxide
(Ca(OH)2) and sodium hydroxide (NaOH).

1.4.4 Metal hydroxide sorbents

In order to support the feasibility of air capture, example systems with metal hydroxide sorbents have
been proposed (Lackner et al., 2001; Dubey et al., 2002; Zeman and Lackner, 2004; Keith et al., 2006;
Baciocchi et al., 2006). The proposals generally include a sodium hydroxide (NaOH) or calcium hydrox-
ide (Ca(OH)2) solution which absorbs CO2 and is regenerated by “calcination” (see next chapter). In most
of these proposals, the specific form of the system has remained vague.

A system using Ca(OH)2 solution is outlined byDubey et al.(2002). It consists of pools of water
saturated with Ca(OH)2 which absorb CO2 as wind blows across the surface. Solid CaCO3 is periodically
collected from the bottom of the pool and calcined (see Chapter 2). Dubey et. al. estimate a cost of about
20 $/t-CO2 for this scheme.

A related proposal is to use NaOH solution. Ca(OH)2 is still used in the regeneration of the NaOH, and
the end product – CaCO3 to be calcined – is the same. However NaOH solution has the advantages over
Ca(OH)2 that it can have lower vapor pressure to prevent water loss, it can contain higher concentrations
of hydroxide for more efficient contacting systems, and is less prone to cause scaling (accumulation of
solid carbonate minerals on surfaces).Zeman and Lackner(2004) have claimed the cost of operating a
NaOH-based capture system can be as low as 7–20 $/t-CO2 , though it has been disputed whether the
system could be operated at any cost and energy requirement low enough to make it feasible (Herzog,
2003). The component of the system which makes contact with air toextract CO2 (which we term the
“contactor”) remains a particular point of contention, with suggested forms including large convection
towers (Lackner et al., 2001), open, stagnant pools (Dubey et al., 2002), falling film channels (Zeman,
2006), and packed scrubbing towers (Herzog, 2003; Baciocchi et al., 2006). Herzog estimates that the
energy requirement of a packed tower contactor similar to the ones used to capture CO2 from power plant
flue gas would be 6–12 times the energy produced when the fossil fuel was initially burned.

In addition to energy requirements, a natural concern for any large-scale aqueous contacting system
is the quantity of water lost by evaporation. Water loss may be particularly large in an air capture system
since the low concentration of CO2 in the atmosphere requires a large amount of interaction between the
gas and liquid phases. Water loss in proposed systems has notbeen previously calculated or addressed.
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The NaOH approach is the primary subject of this thesis, and an example system is presented in
detail. The system follows on the proposal inKeith et al.(2006) and similar systems are discussed by
Zeman and Lackner(2004), Zeman(2006), andBaciocchi et al.(2006).

1.5 Research Objectives

This research is a feasibility assessment of air capture as atechnology for mitigating climate change. We
start from the preceding arguments that air capture is theoretically viable and turn to the cost and energy
requirements of an actual system. To place an upper bound on this cost, we develop an example system
comprised of current technology capable of large scale deployment. We then estimate the cost and energy
requirements of this example system. Applying this result and other insights from the analysis, we estimate
the possible range of future air capture costs.

Chapter 2 provides an overview of air capture systems that may be constructed with known technology.
Where available, the energy requirements of these systems are given. A particular component of these
systems, the contactor, is the largest source of uncertainty in feasibility and cost. This component is
addressed in detail in Chapter 3, where an example contactoris developed. A variety of modeling strategies
are used to explore the general features of a contactor basedon sodium hydroxide (NaOH) spray. A
prototype is constructed and analyzed in a series of experiments. Rates of CO2 capture and energy use are
measured. The results are used to estimate the cost and energy requirements of the contactor component.
General issues related to spray-based contactor design areidentified. The chapter concludes with details
of the prototype and experimental procedure.

In Chapter 4 we estimate the cost an example air capture system. Uncertainties in this estimate and
potential improvements to the system are explored. Chapter5 begins with a summary of our key findings.
We then discuss some implications of these findings and implications of air capture in general. Finally,
we outline the process we went through in this analysis, relating it to the general task of assessing a future
energy technology. Appendix A provides a glossary of mathematical symbols used in this thesis and
Appendix B gives details of the experimental design and procedures discussed in Chapter 3.
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Chapter 2

Example systems

The simplest air capture scheme is that proposed byDubey et al.(2002). They suggest constructing large,
stagnant or gently-agitated pools of water saturated in Ca(OH)2. As air blows naturally across the surface,
CO2 is absorbed into the solution and forms CaCO3, which settles to the bottom of the pool. Periodically,
the settled CaCO3 is mechanically collected and regenerated in a process called calcination. In this pro-
cess, the CaCO3 mud is dewatered then heated in a kiln (the “calciner”) to over 1000◦C, at which point
the CO2 is driven off in a concentrated stream. With calcination theoptions for CO2 capture are similar to
the capture options for a power plant. Either a post-combustion absorbing system, like monoethanolamine
scrubbing, or an oxyfuel system can be used to collect CO2 at a concentration suitable for compression
(pre-combustion systems do not work for calcination, sincethe process generates CO2 in addition to that
from the fuel). Following capture from calcination, the CO2 is sequestered just as in conventional CCS.

We expect two difficulties with this scheme. First, the rate of CO2 absorption is likely to be low. The
low solubility of Ca(OH)2 limits the hydroxide concentration ([OH−]) in solution to about 0.015 M. In
turn, this limits the rate of CO2 absorption (see next chapter, especially Equation3.3). The second and
related problem is that this scheme would be subjective to very high evaporative water loss, relative to the
quantity of CO2 absorbed (see Equation3.7and related discussion).

Especially as a response to the first of these difficulties, other example schemes have turned to NaOH
solution (also known as “caustic soda” or “caustic”) as a sorbent. With unlimited solubility in water,
reasonable working solutions of NaOH have 1> [OH−] >10 M. Also, the vapor pressure of water is lower
in NaOH solutions, so that water loss from high molarity solutions can be small or zero.

2.1 Contacting with NaOH

Extraction of CO2 from air with NaOH solution has been a well-known process formany decades. Even at
ambient concentrations, CO2 is absorbed readily by solutions with high pH. The most common industrial
method of absorbing a gas into solution is to drip the solution through a tower filled with packing material
while blowing the gas up through the tower (a “packed tower" design). Greenwood and Pearce(1953)
andHoftyzer and van Krevelen(1954) measured CO2absorption by packed towers designed to produce
air which is nearly free of CO2 (> 99% capture efficiency). However, for the purpose of bulk CO2 capture
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there is no compelling reason to capture most of the CO2 from any given parcel. Shorter towers and
therefor lower pumping energies can be used with a lower capture efficiency of CO2 passing through the
system. We can extrapolate their data to a low capture efficiency by assuming CO2 absorption with height
follows first order decay, a standard assumption for packed-tower absorbers (Fair et al., 2001). Indeed,
if we choose a capture efficiency of 50%, which is reasonable for our application, the combined gas
and liquid pumping energy requirements of running such a unit are rather small – 0.3 GJ/t-CO2, which
corresponds to a tower 1.5 m tall.

Baciocchi et al.(2006) also investigate a packed tower system for CO2 capture, this time specifically
for the purpose of air capture. They model a system with several commercially available structured pack-
ings. In the optimal configuration they find the energy cost ofa packed tower contactor of 0.7 GJ/t-CO2

and a bed height of 2.8 m.
Zeman(2006) calculates the energy requirements for a packed tower contactor, again specifically for

air capture, and gets 2 GJ/t-CO2. He goes on to discuss a new technology in absorption tower packings –
hollow fiber membranes – which have been shown in one empirical study to reduce energy costs by 33%
over conventional packings. Applying this reduction, he gets 1.3 GJ/t-CO2 for a contactor with hollow
fiber membrane fill.

In all these cases the low air flow rate required to minimize pressure drop and the dilute concentration
of CO2 in air requires the “tower” to be short and very wide – perhapshundreds of meters in diameter or
set in an array of many hundreds of smaller towers – to captureCO2 at a rate comparable to emissions from
a medium-sized power plant. A contactor of these dimensionswould be very different from conventional
packed towers. The properties of this type of design are likely dictated by "edge effects" – the nature of
the system at the top and bottom of the bed – and by the engineering of the distribution mechanism for air
and water. While not intractable, these issues make it hard to estimate the cost of such a system.

A useful analogy may be the trickle-bed filter used in wastewater treatment plants. It consists of a
wide, cylindrical basin, drafted from underneath, with a rotating arm which distributes wastewater over
the top. The basin is filled with rocks or a plastic media on which a biofilm grows. The biofilm adsorbs
and consumes organic matter from the passing solution and requires a steady stream of air in order to
oxidize the material. Newer installations use plastic media in depths of 6–12 m and often have forced-air
systems (Davis, 2000). Biofilms would not form in the caustic environment of a NaOH-based contactor
so a different media geometry may be more suitable. But in allother respects, the cost and design features
of trickle-bed filters seems a promising avenue of future research.

An alternate strategy to those above is to use a lighter packing and taller tower. In the limit, this
becomes an empty tower with the solution sprayed through, much like a power plant evaporative cooling
tower or an SO2-scrubbing tower for combustion flue gas. For the purposes ofthis research, this strategy
has the advantage that the costs may be easier to estimate because of the simplicity of the design and the
analogy to industrial cooling towers. This design – an NaOH-spray-based contactor with a cooling-tower-
like structure is elaborated in great detail in Chapter 3.
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Reaction Enthalpy of reaction,∆H◦

kJ/mol-C GJ/tCO2
(1) CO2(g) + 2OH− → CO2−

3 + H2O -110 -2.5
(2) CO2−

3 + Ca2+
→ CaCO3(s) 12 0.27

(3) CaCO3(s) → CaO(s) + CO2(g) 179 4.0
(4) CaO(s) + H2O(l) → Ca2+ + 2 OH− -82 -1.9

Table 2.1: Chemistry of example air capture system. Values from Weast(2003).

(1) Na2CO3(s, l)+2NaBO2(s, l) ⇌ Na4B2O5(s, l)+CO2(g)
(2) Na2CO3(s, l)+NaBO2(s, l) ⇌ Na3BO3(s, l)+CO2(g)
(3) Na4B2O5(s, l)+H2O(l) → 2NaOH(aq)+2NaBO2(aq)
(4) Na3BO3(s, l)+H2O(l) → 2NaOH(aq)+NaBO2(aq)

Table 2.2: Chemistry of autocaustization process. FromLindberg et al.(2005).

2.2 Caustic recovery

After the NaOH solution has been through the contactor, it contains CO2 in form of carbonate(CO2−
3 ), so

that the solution is mostly sodium carbonate(Na2CO3). The carbonate must be removed to regenerate the
caustic (running the NaOH in a once-through mode is not practical). This is a problem shared with the pulp
and paper, aluminum manufacturing, and other industries. The approach used overwhelmingly in these
industries is called the kraft recovery process. The chemical reactions that comprise the process as applied
to an air capture system are shown in Table2.1. The Na2CO3 is sent to a batch reactor where Ca(OH)2 is
added. The result is that solid calcium carbonate (CaCO3) precipitates. The recovered NaOH goes back to
the contactor. Meanwhile, the CaCO3 is dewatered and calcined in exactly the process described earlier.

Kraft recovery is a well-known process operating at a large scale. It lends itself to use in example
systems because it is known to work and because analogies with existing industrial systems can help
estimate the cost and energy requirements of the system applied to air capture. However, it is not an ideal
process for air capture. Reaction 1 (Table2.1) occurs at low temperature and so the heat released cannot be
usefully recovered. Energy released during Reaction 4 may be available as medium-grade heat (< 450◦C)
and so can only partly be recovered. In net we are left with a large energy demand per unit CO2 captured,
driven by Reaction 3. The heat of calcination, as the energy demand of Reaction 3 is referred to, of 179
kJ/mol is far larger than the 20 kJ/mol we theoretically needfor an air capture sorbent. In addition, kraft
recovery is a capital-intensive process, with phase separation, solids handling, washing, dewatering – in
all, a typical kraft recovery plant has dozens of process units. There are, however, at least two alternatives
to the kraft process for caustic recovery.

A process known as autocaustization is in early stages of commercial deployment in the pulp and
paper industry. Sodium borates can be reacted with Na2CO3 at high temperature to release CO2 as a
gas and regenerate NaOH. Table2.2 shows the chemistry of the autocaustization process. The Na2CO3

and NaBO2 are both dissolved in the working solution. Then the solution is heated in a recovery boiler,
driving off the water and melting the remaining solids. Reactions 1 and 2 occur in the molten salt phase,
above 900◦C. When the product is cooled and re-hydrated, the NaOH is recovered by Reactions 3 and 4
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7Na2CO3(l)+5Na2Ti3O7(s) ⇋ 4Na8Ti5O14(s)+7CO2(g)
∆H = 63 kJ/mol-CO2

4Na8Ti5O14(s)+7H2O → 14NaOH(aq)+5Na2Ti3O7(s)
∆H = 7.6 kJ/mol-NaOH

Table 2.3: Chemistry of caustic recovery with titanates. From Richards et al.(2002).

Figure 2.1: Example air capture system. CO2 from the atmosphere is absorbed into NaOH solution in
the contactor. The resulting Na2CO3 solution is regenerated to NaOH in a series of reaction vessels by
addition of CaO in the causticizer. The resulting CaCO3 solids are in turn regenerated to CaO by heating
in the calciner. CO2 in the calciner flue gas is captured and compressed by conventional means.

(Lindberg and Backman, 2004).
On the one hand, this process relies on a reaction (2) that hasabout the same heat of reaction as

calcination (Richards et al., 2002) and must be run at about the same temperature, so this process does not
appear to offer an advantage. On the other hand, it may be possible to keep all compounds in a liquid
or aqueous phase throughout the reaction cycle. This would simplify caustic recovery by avoiding solids
handling and dewatering steps. Also, the liquid phase allows for very efficient heat exchange; perhaps the
heat released from reactions 3 and 4 can be recovered at a usefully high temperature to compensate for
the demands of 1 and 2. Additionally, if the boiler is fired indirectly or with oxyfuel, it may be possible
to extract CO2 from the boiler in a pure stream. Perhaps we can run the reaction at positive pressure,
saving energy in the final compression step. Industry experience demonstrates that autocaustization works,
though at this point it is speculation whether the process would be favorable for air capture.

Another possible caustic recovery mechanism is by additionof sodium titanates. The chemistry of
caustic recovery with titanates is shown in Table2.3. The promising point in this case is that the heat of
reactions is about a third of that in calcination, suggesting this process offers significant energy savings
compared with calcium-based systems. Titanate-based caustic recovery is in early stages of development.

2.3 Example air capture system

2.3.1 Overview

We have now briefly discussed all the components necessary toconstruct an air capture system. To illus-
trate a complete system that could be built with available technology we will describe an example with a
spray-based contactor and kraft recovery plant. The appealof this system is that the chemicals involved
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are all inexpensive, abundant, and relatively benign, and that almost all the processes are well-understood
as current industrial-scale practices. We choose this system for ease of analysis and because of its similar-
ity to current commercial technologies although we doubt itis the best or most likely means of achieving
air capture. We expect it is a system which will convince skeptics that air capture is possible with current
technology and perhaps point the way for research into improved systems.

A top-level process diagram is shown in Figure2.1. In the contactor, the NaOH is brought into contact
with atmospheric air and absorbs CO2, forming sodium carbonate (Na2CO3). This carbonate-containing
solution is then sent to the Causticizer. In the Causticizer, lime (CaO) is added to the solution, producing
solid calcium carbonate (CaCO3) and NaOH. The CaCO3 is collected and sent to the Calciner while the
NaOH is sent back to the Contactor. The Calciner heats the CaCO3 until the CO2 is driven off and CaO is
re-formed. The CO2 is collected and compressed for sequestration. The contactor is the least-understood
component of the system in terms of costs and energy requirements available from analogous industrial
units. It is discussed in detail in Chapter 3. The causticizer and calciner are discussed in detail below.

2.3.2 Caustization

In this step, the Na2CO3 solution from the capture unit is mixed with CaO from the Calciner. Two reactions
occur. The hydrating of CaO (Reaction 4 in Table2.1) is known as slaking. Then aqueous calcium ions
combine with carbonate in the causticizing reaction (Reaction 2). Most of the slaking typically occurs
in a separate batch reactor prior to Na2CO3 addition, but it may also occur in the same reactor as the
causticizing. A near-perfect analogy can be drawn between this and the causticizing step in the kraft
recovery process used in the pulp and paper industry. The kraft process takes spent pulping chemicals,
primarily Na2CO3 and Na2S, and regenerates them to NaOH and Na2S with the same chemical reactions
as above. The substantive differences between the kraft process and the proposed caustization process for
air capture are as follows.

Sulfur content

The presence of sulfide aids the preparation of wood pulp, andso must be carried through the kraft recovery
process. The process has been tested, however, without the addition of Na2S, and the primary result is an
improvement in the conversion efficiency of Na2CO3 to NaOH by a few percent. In general the sulfur only
complicates the process. Since our proposed system doesn’trequire any sulfide, we expect it to run a bit
more efficiently than the kraft equivalent.

Temperature

In the kraft process, the slaking and causticizing steps aretypically performed with a solution temperature
in the range of 70-100oC. However, the solution entering this step in the proposed system will be at ambient
temperature or cooler. The solution is heated by the slakingreaction; assuming a (typical) concentration
of about 2 mol/l CaO added, the slaking reaction will increase the solution temperature by about 20Co,
but that would only bring the solution to, perhaps, 40oC. While the equilibrium conversion efficiency
of Na2CO3 to NaOH is higher at lower temperatures, the kinetics becomeprohibitively slow. Without
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changing the process design to accommodate significantly longer residence times, we will have to add
heat to the solution. Another 30Co would bring us into the industrial range. We can do so with a liquid-
to-liquid heat exchanger and a low grade heat input of (assuming the exchanger is 80% efficient) 14
kJ/mol-CO2, or about 0.31 GJ/ton-CO2.

Solids content

In the kraft process, the initial Na2CO3 solution contains organic particles and insoluble minerals (“dregs")
in the part-per-thousand range. The dregs impair the performance of the process and so most must be
removed in a clarifier. For the proposed system, the entire dreg-removal subsystem can probably be
eliminated. The source of contamination most analogous to the dregs in the proposed system is fine
particles captured from the air along with the CO2. Assuming a particle concentration of 100µg/m3 and
equal absorption efficiency with CO2, the particle concentration in solution will be in the rangeof 10 parts
per million.

2.3.3 Calcination

Calcination is the process where CaCO3 is heated to make CaO. It is practiced at very large scale in
the production of lime, cement, and in pulp and paper mills. Modern calciners typically take the form
of a rotary kiln – a large brick-lined cylinder set at an anglewhich rotates as the lime works its way
down the shaft by gravity. Fluidized bed versions are also used. They can be fired with natural gas or
fuel oil. A calciner for lime production can operate with an energy input of 4.6 GJ/t-CO2 – close to
the thermodynamic limit of 4.1 GJ/t-CO2. Calciners in the pulp and paper industry require more energy
because they start with CaCO3 mud instead of dry CaCO3, and must drive off the water. A typical energy
requirement for a paper-industry calciner is 8.7 GJ/t-CO2 (Adams, 1989). As discussed in Section2.3.5,
much of this additional energy may be recoverable as high-temperature steam from the flue gas, but it is
not generally recovered in pulp and paper mills.

The calciner in our example system is a close analogy with that paper industry since it is also starting
with CaCO3 mud produced during caustization. It is certainly possibleto remove more of the water in
the CaCO3 mud before calcination. The pulp and paper industry has presumably optimized the trade-
off between capital expenditure and mechanical energy for dewatering and energy cost for calcining for
their circumstances. However, the higher energy costs we have assumed would probably elicit a more
energy-efficient design.

In contrast to current industrial systems, the proposed system must, of course, capture CO2 from the
calciner. The most straightforward method for doing this would be to use a conventional high-efficiency
fluid bed or rotary kiln calciner followed by an amine-based CO2 capture system. If the calciner was
fired by natural gas, the CO2 concentration in the exhaust gases would approach 20% (dry basis) lowering
the capital and energy costs of amine capture compared to existing estimates for capture from coal-fired
power plants ( 14% CO2). Furthermore the water in the lime mud becomes high-temperature steam in
the calciner. This steam can be used as a heat source for regeneration of the amines. Analysis suggests
that there is sufficient steam to supply much of the needed regeneration heat in the amine capture unit
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(Rao and Rubin, 2002; Rao, 2004).
The capture of CO2 from calcination might alternatively be achieved using oxygen blown combustion

in a fluidized bed. Such a system would be a hybrid of existing fluid bed calciners and oxygen-fired coal
combustion with CO2 capture which has been studied (but not implemented) as a method for achieving
CO2 capture at electric power plants. Such a system might offer significant energy savings over the amine
system but because it introduces significantly more new engineering and so we do not include it in our
base example system. Other authors estimating the energy requirements of an example air capture system
have assumed an oxyfuel system (Baciocchi et al., 2006; Zeman, 2006).

2.3.4 Integrated system

We argue that one may construct an air capture system essentially by stringing together the components
described: a contactor, a kraft recovery system, an amine-based capture system, and a compressor. A
few novel interconnections are required, like a heat exchanger between the contactor and the causticizer
and heat exchange between the calciner flue gas and amine recovery boiler. We expect the capital and
maintenance for this and some extra piping will be more than balanced by the capital equipmentnot
required by an air capture system, compared with the causticrecovery system for a paper mill. Thus for
the caustic recovery portion, we use a rule-of-thumb capital cost and energy requirements estimate for a
“turn-key” caustic recovery system, obtained from an industry engineer (Flanagan, 2004). The capacity of
this plant is 1000 ton-CaO per day, or about 300,000 ton-CO2/yr. This is comparable to the throughput of
a single large contacting tower as detailed in the next chapter. However, a full-scale air capture installation
would likely include dozens or hundreds of such towers, allowing for a combined caustic recovery plant
one or two orders of magnitude larger in scale. There may be significant savings of capital and maintenance
cost at this larger scale, as well as opportunities for more energy-efficient operation. These benefits of
economy-of-scale are not considered in our example system estimates.

The parameters for the amine capture plant are derived from the model used inRao and Rubin(2002)
with adjustments made for the higher CO2 concentration in calciner flue gas. Compression is includedin
the amine plant. The amine system is assumed 90% efficient, sothat all upstream values must be adjusted
up to compensate for CO2 leakage.

2.3.5 Energy requirements

Table 2.4 shows energy requirements of various components of the example system, along with com-
parable values from the analysis ofBaciocchi et al.(2006) andZeman(2006). They both assume more
optimized systems than the pulp and paper mill caustic recovery system used in our example system.
Baciocchi et al.have two cases; in case A they assume a conventional dewatering system and in case B
they assume a newer pellet reactor system which removes water much more efficiently. This turns out to
have a substantial effect, as the reduced demand for calciner heat multiplies through other components,
reducing demand for oxygen and compression.

Another important factor determining total energy requirements is the handling of low-grade heat from
the slaking reaction and from steam in the flue gas. Neither ofthese are typically utilized in a kraft mill.
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Component/ source GJ/t-CO2 electric GJ/t-CO2 thermal

Contacting
Packed tower (Greenwood) 0.3 -
Packed tower (Baciocchi) 0.69 -
Packed tower (Zeman) 1.3 -
Spray tower (see Ch. 3) 1.4 (range: 0.71–3.2) -

Caustic Recovery
Example system (included in thermal) 13
Baciocchi A 0.11 12
Baciocchi B 0.11 8.0
Zeman - 5.13

CO2 capture
Amine system in example system 0.121 (3.8)
Oxygen separation (Baciocchi A) 0.62 -
Oxygen separation (Baciocchi B) 0.49 -
Oxygen separation (Zeman) 0.29 -

CO2 compression
Example system 0.43 -
Baciocchi A 0.42 -
Baciocchi B 0.36 -
Zeman 0.34 -

Totals
Example system (included in thermal) 16
Baciocchi A (included in thermal) 17
Baciocchi B (included in thermal) 12
Zeman (included in thermal) 11

Table 2.4: Energy requirements of the air capture system by component. For totals, thermal energy is
converted to electricity at 35% efficiency. Values are givenas integrated with the indicated system, that is,
per net ton CO2 captured by the given system.
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When the author toured the caustic recovery plant at a paper mill (the management of the mill asked that it
not be identified), a process engineer there explained that heat recovery from the slaking reaction would be
difficult because of scaling issues – any heat-exchange equipment with small openings and lots of surface
area would be prone to clogging by mineral build-up. On the other hand, he says, heat recovery from the
calciner flue gas would be possible but has not been implemented at the mill, which has limitations of
space, capital, and no sense of scarcity of energy (the mill generates much of its own heat from burning
lignin in the pulping process). Thus we do not assume recovery of the slaking energy but do use the
calciner steam to run the amine recovery boiler in our example system. In contrast, Zeman assumes that
heat from the slaking reaction (Reaction 4 in Table2.1) can be recovered for pre-drying the CaCO3 mud,
and so does not include energy for dewatering. We would not argue that this is unrealistic, only that the
practicality is uncertain. Baciocchi et al. take the most conservative stance, assuming no recovery of low
grade heat at all.
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Chapter 3

Contactor

In this chapter we propose a form of the contactor modeled after a power plant cooling tower and function-
ing similarly to a power plant sulfur-scrubbing tower, and then estimate the cost and energy requirements
of that system. We build a prototype of the contactor which illustrates the feasibility of the process and
assists estimation of the cost and energy requirements of the full-scale analogue.

In the Section3.1 we first discuss the theoretical modeling and calculations that motivated our con-
tactor and experimental design, then describe the prototype contactor we developed and methods of its
testing. In Section3.2 we present our findings from a combination of numerical techniques and experi-
mental data on (1) the characteristics of CO2 absorption in the contactor, (2) spray droplet collision and
coalescence as it relates to scale-up of prototype results,(3) the energy requirements in the prototype con-
tactor and scaling to a full-sized system, (4) the quantity of water lost to evaporation in the prototype and a
full-sized system, and (5) an engineering-economic analysis of the cost of a full scale contactor. In Section
3.5, we identify the factors that may significantly affect the cost and feasibility of a NaOH spray-based
contactor positively or negatively. AppendixB, “Experimental Details and Procedure”, supplements the
information in this chapter, giving additional description and documentation of the prototype experiments.

3.1 Materials and Methods

3.1.1 Theoretical methods

To determine the feasibility and inform the design of a NaOH spray system, we applied several theoretical
models to estimate the mass transfer to a drop of NaOH solution falling through air at terminal velocity.
In principle, mass transfer may be limited by gas-phase transport, liquid phase transport, liquid phase
reaction, or a combination. We will find (in Section3.2) that liquid phase transport and reaction should be
limiting on theoretical grounds, and experimental data confirm this. This section describes the theoretical
models that we applied.

We first assumed gas-phase limitation to mass transfer, so that the flux of CO2 to a drop surface,JCO2,
is given by (Seinfeld and Pandis, 1998):

JCO2 = kg(C∞ −Cs) (3.1)
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wherekg is the gas-side mass transfer coefficient,C∞ is the CO2 concentration in the bulk air, andCs is
the equilibrium CO2 concentration in air at the surface of the drop, which is effectively zero for high-pH
solutions such as ours. We estimatekg with an empirical correlation in terms of the Sherwood number, Sh,
(Bird et al., 1960):

Sh= 2+0.6Re1/2Sc1/3 andSh=
kgD

Dg
(3.2)

whereReis the Reynolds number andScis the Schmidt number for a drop falling at terminal velocitywith
diameterD, andDg is the diffusion coefficient for CO2 in air.

Next we assumed liquid phase limitation to mass transfer. For the dominant sizes of drops used in
our prototype,D ∼100–400µm, internal circulation does not occur (Seinfeld and Pandis, 1998), so that
a simple reaction-diffusion model can be used to estimate the rate of CO2 absorption.1 Our system can
be approximated by a pseudo-first-order, irreversible reaction at steady state, so the rate of absorption per
unit surface area is given by (Danckwertz, 1970):

JCO2 = C0

√

Dl k[OH−] (3.3)

whereC0 is the concentration of CO2 in solution at the drop surface, assumed to be in equilibriumwith the
bulk air andDl is the diffusion rate of CO2 in water. Following convention,[OH−] denotes the aqueous
concentration of hydroxide ions in mol/L. The reaction constant,k, refers to the hydrolyzing of dissolved
CO2 (Danckwertz, 1970):

CO2(aq)+OH−
−→ HCO−

3 , k = 8500M−1s−1 (3.4)

This is a second-order reaction, however the concentrationof OH− is so large in our system (> 1M) that
it is effectively fixed, and this can be treated as a first-order reaction in CO2.

Equations3.1and3.3give CO2 absorption per unit surface area. Multiplying by the surface area and
dividing by the volume of a sphere gives absorption per unit of solution,Q. For the liquid-limited case,
we have:

Q =
6C0

D

√

Dl k[OH−] . (3.5)

Multiplying Q by the residence time of a drop in the contactor yields an estimate of CO2 absorption per
pass. We estimate the residence time,τ, by:

τ =
H

vair +vt
≈

H
vair +kv ·D

(3.6)

wherevair is the average velocity of air in the contactor,H is the height of the contactor, andvt is the
terminal velocity for the volume-average drop size in m/s, which can be approximated as shown with the
empirical constantkv = 4×103s−1 for drops in this size range (adapted fromPruppacher and Klett, 1997).
This simplified model ignores the transient velocity of spray as it escapes from the nozzle, effects of drop
shadowing, and non-uniformity in the flow patterns, but it isuseful as an order-of-magnitude estimate of

1A full time-dependent surface-renewal model was also applied but the results did not differ significantly from the simple
reaction-diffusion model under the conditions we consider.
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the CO2 capture rate in a spray system.
The equations presented so far address mass transport of CO2. In principle, numerical methods may

be used to estimate evaporative water loss in a contactor as well. As discussed in Section3.2, it turns
out that Equation3.1 is not the correct model for CO2, which appears to instead follow Equation3.3
(CO2mass transfer is liquid-side limited). However, Equation3.1 can be applied to the evaporation of
water (Seinfeld and Pandis, 1998). If we defineRH2O/CO2

as the molar ratio of water evaporated to CO2

captured, then we can estimate it by the ratio of mass transfer equations:

RH2O/CO2
=

kg(C∞,H2O−Cs,H2O)

C0
√

Dl k[OH−]
(3.7)

The calculation is complicated because the vapor pressure of water at the drop surface,Cs,H2O, is a
function of drop temperature, [OH−], and [CO2−

3 ] (the concentration of CO2 already absorbed in mol/L).
For a sense of scale, we plug in initial conditions for temperature, relative humidity, and apply other
reasonable parameters. Equation3.7 then evaluates to the order of 103, which is quite large (though it is
clearly an overestimate because it does not account for changing temperature and other dynamic effects).
It is large enough to suggest that the air leaving a full-scale contactor will be saturated with water vapor.
Thus we can estimate evaporative water loss by assuming the air leaving the contactor has water partial
pressure equal to the vapor pressure of water at the surface of the drops.

For simplicity we assume that air and liquid reach the bottomof the contactor at the same temperature,
so that an energy balance yields the temperature at the outlet:

Tout = Tin−
∆CH2O∆Hvap

ρaircp,air +ρl cl
(3.8)

wheremvap is the mass of water evaporated per units contactor volume,cp,air andcl are the heat capacities
of air and the liquid solution (assumed equivalent to water), andρair andρl are the bulk densities of air
and suspended solution. The quantity of water evaporated,∆CH2O, is the difference between inlet water
concentration and outlet vapor pressure of the solution:

∆CH2O = Cs,H2O(T = Tout)−CH2O,in (3.9)

Equations3.8and3.9can be solved simultaneously by iteration to yield∆CH2O. Assuming an overall
capture efficiency for the contactor of CO2 from air allows a calculation ofRH2O/CO2

. The results of this
calculation for reasonable conditions in the contactor arepresented in the next section.

3.1.2 Experimental methods

We constructed a prototype contactor in order to demonstrate the feasibility of CO2 capture by NaOH
spray and to allow us to measure the energy requirements in a way such that the results could be scaled up
to a full size contactor. Details of the design choices and experimental procedure are given in Appendix
B along with additional photographs of the structure. We required (1) a tower diameter large enough to
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Figure 3.1: Diagram of prototype contactor and photograph of finished structure. Atmospheric CO2 is
absorbed by NaOH spray. CO2 concentration at the air intake and outlet is measured and the rate of
CO2absorption is calculated.

accommodate a spray nozzle such that CO2 absorption by the spray can be isolated from CO2 absorption
by the wetted wall, (2) a tower tall enough to assure that drops travel at steady-state velocity for most of
the fall, and (3) a design in which solution loss by entrainment is minimal and small caustic droplets are
filtered from the outlet air for safety.

The prototype contactor is diagrammed and pictured in Figure3.1. NaOH solution is sprayed through
the tower, collected, and recirculated from a 15-L reservoir while air is blown down through the tower
co-currently at approximately 0.4 m/s. Though it may sacrifice some efficiency over an upward-flow
design, the downward-flow, co-current design allowed for simpler construction and maintenance of the
particle trap system. CO2 concentration in inlet and outlet air is measured using a LiCOR infrared gas an-
alyzer. Carbonate (CO2−3 ) concentration is measured in periodic liquid samples to corroborate the LiCOR
measurements. Additionally, temperature, relative humidity, and pressure drops are recorded.

Two single-fluid spray nozzles producing uniform, full-cone spray patterns were used: a spiral-tip
nozzle from Allspray with a higher flow rate and larger drop size (the “high-flow nozzle”), and a swirl-
chamber nozzle from Delavan with a lower flow rate and smallerdrop size (the “low-flow nozzle”). Several
other nozzles were initially tested, but these two were observed to produce the smallest drops at flow rates
appropriate to the system. Most nozzles have flowrate and some have drop size specifications provided by
the manufacturer. Drop size data from the manufacturer wereavailable for the high-flow nozzle and that
is used in calculations for Figure3.2.

Experiments were run with nozzle pressures ranging from 100to 620 kPa. Higher pressures tend to
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Figure 3.2: Comparison of CO2 absorption by a single falling drop predicted assuming gas-side limita-
tion to mass transfer (upper curve) and assuming liquid-side limitation (lower curve) with comparable
prototype measurements. Results indicate liquid-side resistance is limiting. Circles represent measured
aggregate absorption by a spray with the indicated mean dropdiameter, as inferred from nozzle manufac-
turer reported data for flow rate and drop size as a function ofnozzle pressure. Measured nozzle pressures
are shown beneath each point. Error bars represent combinedsubjective uncertainties and standard error
of repeated measurements.

produce smaller drops for a given nozzle, but of course require more energy. However this is only a trade-
off in operation, not in design, since some types of nozzles produce very small drops at low pressures.
While the nozzles chosen were most suitable among those tested, they are not optimal, and we expect that
in a real system smaller drops would be produced at similar orlower pressures by careful choice of nozzle.

In order to investigate the effect of NaOH concentration on CO2 absorption, we tested three concen-
trations. A 0.35 M solution represented a dilute state, withviscosity and vapor pressure about the same as
water. A 5 M solution, about 20% NaOH by mass, represented a high-concentration solution which has a
viscosity about 4 times that of water and is hygroscopic in some climatic conditions. 1.33 M served as an
intermediate concentration (each concentration is separated by about a factor of 4).

3.2 Results

3.2.1 Mass Transfer

Figure3.2shows the expected CO2 absorption assuming gas-phase limitation and assuming liquid-phase
limitation to mass transfer. The results indicate that diffusion and reaction in the liquid phase limit mass
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Figure 3.3: Outlet CO2 concentration during a typical trial. Conditions: [NaOH] =1.3M, liquid flowrate
= 4 l/min, nozzle pressure = 55 psi

transfer.
In addition to estimating CO2 absorption for a given set of parameters, Equation3.5 has two conse-

quences relevant to contactor design: (1) CO2 absorption should increase with increasing NaOH concen-
tration,

Q ∝ [OH−]1/2 (3.10)

and (2) the rate of absorption should increase with decreasing drop size,

Q ∝
1
D

. (3.11)

Experimental Results

Figure3.3 shows the outlet CO2 concentration during a typical trial. CO2 is absorbed by NaOH spray
and by NaOH solution on the walls, reducing the outlet CO2 concentration compared with the background
(inlet). By running the system to steady state then suddenlyturning the spray off we can separate the
absorption of the wall from the spray. Figure 3 shows severalon-off cycles. The absorption rate is
calculated from the average difference in peak heights. Under the conditions in this trial, 17 ppm of
CO2 is absorbed by the spray and 17 ppm by the wetted wall from the air passing through the system.
Considering just the spray effect, that is an absorption rate of 3.7 mM per pass.

By adjusting nozzle pressure with other parameters held constant, we indirectly measured the effect
of drop size. We combined our measurements with manufacturer-reported data for flow rate and mean
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Figure 3.4: CO2 absorption for several solution concentrations of NaOH andtwo nozzles. Nozzle pressure
is held constant. Dotted lines indicate the theoretical effect of [NaOH] if all else were constant, i.e.,
Equation3.10fitted to the first point for each nozzle. Absorption does not rise as quickly with hydroxide
concentration as would be expected in the ideal case. A likely explanation is that the higher viscosity of
more concentrated solutions resulted in larger drops beingformed at the nozzle.

drop size as a function of nozzle pressure (Allspray, 2002) to produce the circles in Figure3.2. Higher
nozzle pressures clearly improved absorption, with a trendand absolute value on the order of the model
prediction discussed above.

With other parameters fixed, changing the solution concentration seemed to have competing effects.
Higher concentration solutions should absorb better due toa faster reaction rate (Equation3.10), but it
is also known that higher viscosity solutions produce larger drops from typical nozzles (Lefebvre, 1989).
Figure3.4 shows absorption for 3 different NaOH concentrations. For the low-flow nozzle, absorption
increases with concentration, but not as quickly as would beexpected for sprays of constant drop size.
The high flow nozzle actually peaks with the 1.3 M solution, and the 5 M solution absorbs even less than
the 0.33 M solution. The effect of viscosity is highly dependent on nozzle geometry, and this may explain
the discrepancy.

3.2.2 Energy requirements

The energy requirements of operating the contactor consistof mechanical work for pumping solution and
for forcing air flow. Pumps must lift solution from the reservoir at the bottom of the tower to the nozzles at
the top and overcome pressure at the nozzle (friction lossesare comparatively small with sufficiently-sized
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Prototype Full-scale
Measurement requirement equivalenta

Fraction CO2 captured ∆C = 5.3 ppm 1.3% 35%
Solution lifting energy H = 3.7 m 6.0 kJ/mol 6.7 kJ/mol
Nozzle pressure energy∆Pnozzle=550 kPa 54 kJ/mol 1.8 kJ/mol
Fan energy ∆Pair = 70 Pa 290 kJ/mol 10 kJ/mol

Table 3.1: Energy requirements of contactor: measurementsof associated prototype parameters and log-
linear extrapolation to a 120m tall contactor. Energy givenper unit CO2 captured.
a Log-linear scale-up of prototype results, ignoring some important effects that reduce the absorption
efficiency of taller contactors (see Section3.3).

piping). Fans work primarily to overcome the pressure drop across the particle trap and also to accelerate
air. The pumping energy can be calculated from the height of the contactor and the pressure reading near
the nozzle. Similarly, the fan energy is calculated from thepressure difference measured between the
inlet and the duct following the mesh particle trap. Table3.1 shows the results of these calculations for
two cases: (1) our actual prototype, and (2) a contactor withthe same conditions scaled up to full height.
Conceptually, this latter case is achieved by stretching the prototype from a≈4 m fall height to the 120
m that is possible for a full-scale unit. We assume that pressure drops and flow rates remain the same,
while solution-lifting energy increases proportionally.We further assume that the CO2 absorption follows
a log-linear profile through the tower (reflecting first-order decay):

Cout = Cine−Kh (3.12)

whereC is the concentration of CO2 in air and the decay constant,K, is calculated ath = 3.7 m using
our empirical measurements, allowing extrapolation ofCout to h = 120 m. The validity of this log-linear
extrapolation is discussed in the following two sections. We will find that coalescence of drops into larger
drops diminishes the absorption efficiency of taller contactors compared with this extrapolation. The full
scale values are given here only to illustrate that while thenozzle and fan energy requirements are large
per unit CO2 in the prototype, they become relatively less important in alarger system.

3.2.3 Water loss

Evaporative water loss was measured in two trials. At a solution concentration of 0.35 M, evaporation
was 150 mol-H2O per mol-CO2 (60 m3/ton-CO2) and with a 1.3 M solution it was 70 mol-H2O per mol-
CO2 (30 m3/ton-CO2). As expected, this is quite high, high enough that air leaving a full-scale contactor
is likely to be saturated in water. Thus, to estimate full-scale water loss we apply Equations3.8 and3.9.
Figure3.5shows the experimental data points along with the upper-bound estimate of water loss (assuming
saturation) for the same climatic conditions as in the trials. A CO2 capture efficiency from air of 40% was
assumed for the full-scale contactor. Measured data are higher than full-scale predictions because the data
reflect only the unsaturated regime of the contactor. In a full-scale system, CO2 is also absorbed in the
lower portion of the contactor where the air is already saturated, bringing down water loss per unit CO2.
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Figure 3.5: Water loss measured in the prototype during two experiments and calculated water loss in a
full-scale system assuming saturation of outlet air. Ambient conditions for Trial 3:T = 19◦C, RH = 50%.
Trial 11: T = 20◦C,RH = 23%.
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Nevertheless, for low NaOH concentrations, water loss can be very large. However, NaOH solutions can be
made at high concentrations and significantly lower vapor pressures. At sufficiently high concentrations,
the solutions actually become hygroscopic and begin absorbing water from the atmosphere. The conditions
for both these trials were warm and dry in global climatic terms. Air capture systems may easily be built
in colder or more humid climates which cause much less evaporation or allow for lower loss-neutral
NaOH concentrations. We expect that in a full-scale system water loss can be managed by adjustment
of the NaOH concentration in temperate or humid climates. The cost of makeup water in lower-molarity
solutions is considered in Section3.4.

3.3 Scale-up of prototype results

We have already discussed how water loss and fan and pumping energy requirements become more favor-
able when moving from prototype scale to a full-scale system. We also expect capital and maintenance
cost per unit CO2 to be lower in larger-scale systems. Though the prototype was designed to represent
key aspects of a full-scale contactor as realistically as possible, there are some important differences. In
particular, the residence time of the spray (or, alternately, the fall height) and the spray density would be
much larger in a full-scale system.

Residence time in the contactor is given by Equation3.6. We can similarly estimate the spray density
, ρspray, (volume of spray per unit volume of contactor) by:

ρspray=
F · τ
V

=
F ·

H
vair+vt

V
=

F
A(vair +vt)

(3.13)

whereF is the liquid flow rate andV is the volume of the contactor, which can then be replaced byA, the
cross-sectional area of the contactor.

The CO2 absorption rate in the contactor is proportional to the total surface area of spray, which, ne-
glecting complications that will be discussed below, is proportional toρspray for a given spray distribution.
In the prototype,ρspraywas in the range 1–4×10−5 m3/m3 andvair = 0.4 m/s. These values were driven by
practical limitations and sensitivity of the CO2 measurements. While a full-scale system could be operated
with these parameters (perhaps limited by the stability of such a low velocity air flow stream), the capital
costs relative to the (small) quantity of CO2 captured would be very high. We would like to use a higher
ρspray to capture more CO2 per contactor, and a highervair so that CO2 is not depleted before reaching
the outlet of the contactor. The desired values ofρspray andvair should be the results of an optimization.
Higher values ofρsprayandvair yield lower capital cost but higher pumping energy per unit CO2 captured.
We assume that values ofvair lower than 2 m/s would be impractical due to interference from wind. The
trade-offs are discussed in more detail in the following sections. We will find that 5×10−5 < ρspray< 10−4

m3/m3 is reasonable for a full-scale contactor, and we consider this range in our discussion of scale-up.
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3.3.1 CO2 depletion in air

With longer residence times and denser sprays, the CO2 in air becomes depleted toward the bottom of the
tower, leading to lower absorption efficiency there. This isan effect common to a large class of absorbers,
and is generally represented by first order decay (Fair et al., 2001). This effect was already accounted for
in Table3.1, and is relatively minor unless the system is tuned to capture much more than half of the CO2

from process air.

3.3.2 Changing drop size due to evaporation

There is also an effect of changing drop size due to evaporation as the drops fall. Theoretically, absorption
will decrease because of the smaller surface area as the dropevaporates, but increase because the OH−

becomes more concentrated. We know from Equation3.5and the preceding derivation that absorption is
proportional to surface area,As, and to the square root of [OH−]:

Q ∝ As[OH−]
1
2 .

Replacing those terms with their relationships to drop volume,Vd, we get:

Q ∝ V
2
3

d · (V−1
d )

1
2 = V

1
6

d .

As the drop evaporates,Vd gets smaller so absorption declines, but not very quickly. The change in volume
for a single pass should not be very large to begin with, perhaps 20% for a high evaporation rate. This
gives a maximum change in instantaneous absorption rate of about 4%. Thus, changing drop size due to
evaporation does not appear to have a significant effect on scale-up.

3.3.3 Spray droplet collision, coalescence, and breakup

As drops fall through the tower, they collide with each other. If we assume a roughly uniform flow field,
then this process is driven by differential settling. That is, larger drops fall faster and strike smaller drops
beneath them. If the distribution of drops were monodisperse, i.e. all drops were the same size, then no
collisions would occur. With a very wide distribution, collisions tend to be dominated by the largest drops
falling very fast and striking smaller drops along the way. When two drops collide, essentially one of
two things can happen: they can coalesce into a larger stabledrop (“coalescence”), or they can coalesce
temporarily then break apart into many, smaller drops (“collisional breakup”) due to internal turbulence
created by the collision or entrained air causing instability. They can also bounce off one another, retaining
their original sizes, but for purposes of calculation this is not considered a collision.

The probability of coalescence given a collision is denotedEcoal, and so the probability of breakup
given a collision is(1−Ecoal). Ecoal is a function of the drop sizes, fluid characteristics (surface tension,
viscosity, ...), collision speed and angle. For water dropsfalling in air and colliding by differential settling,
the only situation we will consider,Ecoal is only a function of drop size and it is found empirically. Values
range from close to 1 for both drops smaller than 50µm in diameter, to 0.5 for a 300µm drop striking a
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200µm drop, to zero for a 1.5 mm drop striking a 3 mm drop (Pruppacher and Klett, 1997, p. 597). The
function is quite complicated, but on average for a rain dropdistribution, about half of collisions result in
breakup (Pruppacher and Klett, 1997).

There is also another mode of breakup; “spontaneous breakup” occurs when a drop is so large that it
is hydrodynamically unstable at its settling velocity. Forwater in air, this occurs whenD & 5 mm. Such
a drop will break into a distribution of hundreds of smaller drops, with a volume mean around 1 mm
(Pruppacher and Klett, 1997, p. 415).

With coalescence, collisional breakup, and spontaneous breakup, rain drops tend to reach a steady-
state distribution with a volume mean of 0.2–2 mm (Pruppacher and Klett, 1997). Collisional breakup is
the more important mechanism for determining rain spectra.The characteristic time to reach steady state
is fairly long, and often rain will not have reached a steady-state distribution after falling several km to the
ground (Tzivion et al., 1989).

Modeling coalescence

For some simple drop distributions, the collision rate for agiven drop size can be calculated analytically,
however, for most realistic distributions analytical solutions are not possible. Since this is an important
problem in geophysics – similar solution methods are used tomodel the evolution of aerosol size distribu-
tions, the collection of drops in clouds to form precipitation, and the evolution rain drop size distributions
(Pruppacher and Klett, 1997) – numerical methods have been developed. We will apply a computer code
and some solution methods developed for these applicationsto conditions in a contactor to try to estimate
the importance of collision to overall mass transfer.

We begin our analysis with a code developed for predicting global aerosol size distributions in gen-
eral circulation models (Adams and Seinfeld, 2002). It solves the Stochastic Collection Equation by the
method ofTzivion et al.(1987). The drop distribution is divided into size bins (in our implementation,
50 bins, spaced log-linearly), and then for every possible pair of sizes a collision rate is calculated. The
collision rate is a function of the two sizes and the number density in each bin. This rate can be calcu-
lated for the relatively simple distribution containing two sizes (the average bin sizes in the pair), each
with known number density. The code makes the assumption that every collisions results in the two drops
coalescing to form a larger drop. This is a good assumption for aerosols, for which the code was intended,
but not for the larger drops in a spray distribution. Thus we can take the results from this model as an
upper bound on the rate of coalescence, since it is overestimating this occurrence. The code redistributes
the mass and number of drops in each bin according to the calculated collisions in each time step. The
mass and number distributions are allowed to change somewhat independently so that the average drop
size floats within each bin.

The probability per unit time of a drop of diameterD1 colliding and coalescing with a drop of diameter
D2 is referred to as the “collection kernel”,K(D1,D2). The collision rate between two bins is then pro-
portional toK. We replace the collection kernel for aerosols, which is driven by Brownian motion, with a
polynomial approximation to the collection kernel for larger drops (Long, 1974):

K(D1,D2) = Ecoal
π
4
(D1+D2)

2(vt,1−vt,2)
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wherevt,1 andvt,2 are the terminal velocities of the drops. We retain the assumption Ecoal = 1 so the
probability of collision and coalesce are equivalent. Certain features of the code for interfacing with a
general circulation model are stripped and the number of spatial cells in the model is reduced to one.

We are left with a pseudo-Lagrangian box model where the spray evolves in a single control volume
traveling at the average spray velocity. This model is not strictly valid because it ignores the differential
settling rates of the drops. Larger drops would leave the contactor sooner than smaller ones so total mass
in a control volume is not conserved. Since the objective of this first calculation is an upper bound, this
effect is ignored, leaving us with an overestimate of the prevalence of large drops and so an overestimate
of the collection rate.

To run the model we need an initial drop distribution and number density. We have a sense for the
volume-mean drop size for some of the nozzles used in the prototype, but not a fully characterized dis-
tribution. However,Spielbauer(1992) reports the “spread” of spray distributions by various measures,
including the maximum, minimum, and average spread for full-cone pressure-swirl nozzles like the low-
flow nozzle used in the prototype. Spray distributions are typically log-normal, so combining the measured
spread with a mean drop size yields a distribution. We chose avolume mean of 150µm, roughly the im-
plied value for the low-flow nozzle in the prototype and on thesmall end of means we know to be achiev-
able with single-fluid nozzles. Figure3.6shows two of the distributions used to initialize the model.The
“average” distribution is fitted to the average spread of a full-cone nozzle reported bySpielbauer(1992),
(represented byD0.9

D0.1
=3.3 – the 90th volume percentile diameter divided by the 10th percentile diameter),

i.e. σ = 1.6, which we reasoned would be a good representation of the distribution in the prototype. Con-
sidering that narrow distributions are less prone to coalescence and that a contactor designer would choose
nozzles with a minimum distribution spread, we also ran a “narrow” distribution, fitted to the minimum
measured spread reported by Spielbauer:D0.9

D0.1
=2.4, givingσ = 1.4.

After imputing the initial distribution and running the model, we have mass and number distributions
in the reference volume for each time step. Summing across the size bins and making an appropriate
conversion, we calculate the total surface area at each timestep. Results are shown in Figure3.7. Two
spray densities are shown: one matching the prototype conditions with the low flow nozzle, and five times
that density, representing a desirable full-scale density. The denser spray starts off with more surface area,
but coalesces more quickly, losing 92% of surface area averaged over a one minute residence time. CO2

absorption should be proportional to surface area, so a contactor with these conditions would only absorb
8% of the CO2 predicted from its initial spray distribution. Figure3.8 shows the distribution at several
time steps. The distribution moves rapidly toward larger drops and quickly populates the multi-mm size
bins. Such a reduction in surface area would render a spray-based contactor infeasible. Thus the bound
on the coalescence effect provided by this first calculationis too high to be useful. As noted above, this
simplified model neglects some mechanisms that may significantly reduce coalescence. In reality, we
would expect the distribution not get larger than a steady state distribution for rain, and we know that 1
cm drops would not exist.

In order to address these limitations, three changes are made to the model: (1) changing the control
volume from a Lagrangian box model to a Continuous Flow Stirred Tank Reactor (CFSTR) model of the
entire contactor, (2) including spontaneous breakup of large drops, (3) adjustment of the collection kernel
so that breakup collisions are not counted as coalescence.
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Figure 3.6: Size distribution of sprays used in coalescencemodeling. Both distributions are log-normal
with a volume-mean diameter of 150µm. The “average” distribution hasσ = 1.6 and the “narrow” distri-
bution hasσ = 1.4.

By running the model in a CFSTR mode, we can account for the smaller residence time of larger drops.
The largest drops fall quickly enough that they have a residence time of about a fifth of the average size
input drops, so this change should have a significant effect.In this mode, the model is seeded with the
initial spray distribution as in the earlier calculations.Then at each time step, drops are removed from
each size bin according to the settling velocity of that sizeand the air flow rate through the contactor.
Drops are then added from the spray distribution according to the liquid flow rate. The contactor height
is assumed to be 120 m andvair is 2 m/s so that the overall change rate is 0.017 s−1. The model is then
run to steady state (about 2 minutes). The total surface areaof the steady state distribution,S, represents
the average efficiency of the contactor. It turns out that moving to the CFSTR mode movesS from 0.3 to
0.57 m2/m3-contactor – a significant improvement, but still only 15% ofwhat would be expected in the
absence of coalescence.

Next we add a provision to the code for spontaneous breakup. We can approximate the process well
by assuming that every drop larger than a diameter of 5.1 mm breaks apart (Pruppacher and Klett, 1997).
Thus, at each time step the mass of drops in the three largest size bins is removed and the fragments are
redistributed according an empirical size table given byPruppacher and Klett(1997, p. 415).

The third modification is to adjust the collection kernel so that it does not count breakup as coalescence.
A full treatment of collisional breakup would require substantial rewriting of the core solution mechanism
in the model, and is beyond the scope of this research, but we can make adjustments to the kernel to prevent
some of the coalescence we know should not be occurring. In principle we would like to multiply the
kernel byEcoal, and we would end up with about half as many coalescence events overall.Ecoal, however
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Figure 3.7: Total surface area of a parcel of spray over time in the contactor. Surface area decreases
dramatically due to drops colliding and coalescing. Results are for the “average” input distribution in3.6

with (1) prototype spray density,(1.5×10−5 m3spray
m3reactor

) and (2) a larger spray density(7.5×10−5) more
desirable for a full-scale system. Typical target residence times for the spray in full size contactor are
20–50 s.
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Figure 3.8: Size distributions over time for model calculation in Figure3.7 (full scale density). Drops
rapidly converge on the largest size bin (D = 1cm).

is a very complex, empirical function which is difficult to code precisely. Instead, we will approximate
it by breaking the collision space (diameter of first drop by diameter of second drop) into 5 regions, and
applying a constant which is the approximate averageEcoal for each region.

The results of the CFSTR model with spontaneous breakup are presented in Figure3.9for the adjusted
and unadjusted collection kernel. The steady-state distribution is bimodal, reflecting the small drops of
the input spray combined with the aggregated drops which approach the largest stable size. The sharp
downturn the edge of the steady state distributions is at thelargest stable size. Addition of spontaneous
breakup had a negligible impact on steady state surface area. This may be because the largest drops have
about the same collection efficiency as the 0.5–2 mm size drops they break into when accounting for the
difference in residence time (1 mm drops collide with less frequency but stay in the contactor longer).
Adjustment of the kernel has an effect, but perhaps not as large as would be expected:S is increased by a
little over 20%. Even a blanket reduction of the collection kernel by 0.5 (halving the collision rate) only
increasesSby 45%, to 0.84 m2/m3 (case not shown).

Parameter optimization

Given that coalescence appears to be a very serious problem,we consider contactor design parameters that
may mitigate its effects. Clearly, if coalescence is as bad as the previous results suggest, a dense spray
from the top of a 120 m contactor is not the optimal solution. To explore this issue further, we continue
with the CFSTR model with spontaneous breakup and adjusted collection kernel, varying several contactor
parameters.
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Figure 3.9: Initial and steady-state average size distributions of spray in CFSTR model of coalescence.
Surface areaS, and total mass drop dramatically from the input spray.Ecoal is the probability of coales-
cence given a collision (Ecoal = 1 implies every collision results in coalescence).Sis the average surface of
the spray per unit volume of contactor in m2/m3. Input spray is the “average” distribution from Figure3.6
(same as previous two figures) and “full-scale” spray density from Figure3.7(same as previous figure).
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Figure 3.10: Spray surface area as a function of liquid flow rate in a hypothetical contactor. The deviation
from a no-coalescence prediction increases with flow rate (i.e. spray density). Likewise, higher efficiencies
(reactive surface area per unit liquid) are achieved at lower flow rates. Assumed contactor height is 120 m
and air flow velocity is 2 m/s.

Perhaps the most obvious parameter to adjust is the spread ofthe spray distribution. However, moving
from the average to the narrow distribution (see Figure3.6) has no significant effect on surface area. This
may be an artifact of the model. Since it is “well-mixed”, large drops are distributed evenly throughout
the volume. With the bi-model distribution in Figure3.9, the width of the smaller mode may not matter
much since most collection is probably due to drops in the large mode striking drops in the small mode. If
the model were resolved with height, we would see the spray coalescing more slowly near the top of the
tower, and bringing the average surface area up. This behavior was noticed in the Lagrangian model. The
narrow distribution is used in the following calculations although, again, it doesn’t seem to matter.

The way the curves cross in Figure3.7suggests there may be an optimal liquid flowrate for maximum
surface area. Figure3.10 showsS as a function of flowrate. With this model, a peak is not obtained,
but the diminishing returns are obvious. In the absence of coalescence, we would expectS to increase
proportionally toF .

Contactor height also has an effect on spray density. Without height resolution, the model only partly
captures this effect through the larger change rates for shorter contactors. The results are shown in Fig-
ure 3.11. The effect is substantial, though only impractically short towers begin to approach the no-
coalescence efficiency.

The last parameter we will vary in the model is mean drop size.Modest changes can be achieved with
choice of nozzle, but dramatically smaller drops are only possible by moving to an air-assist nozzle. We

34



0 20 40 60 80 100 120 140 160
contactor height [m]

0.5

1

1.5

2

2.5

3

3.5

4

av
er

ag
e 

su
rf

ac
e 

ar
ea

 [m2 -s
pr

ay
 / 

m3  r
ea

ct
or

]

coalescence model

no-coalescence prediction

Figure 3.11: Spray surface area as a function of contactor height. Shorter fall distances produce higher
efficiencies (reactive surface area per unit liquid or per unit contactor volume). Total absorption is still
reduced in shorter towers because of reactor volume is also proportional to height.
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Figure 3.12: Surface area as a function of liquid flow rate fora smaller drop size distribution. Smaller
drops allow more reactive surface area at smaller liquid flowrates, but do not escape the coalescence
problem. Input volume mean diameter is 50µm, typical of a dual-fluid nozzle, andσ=1.4. Contactor
conditions as in Figure3.10

did not experiment with these because single-fluid nozzles appeared to offer sufficient mass transfer with
comparative technical simplicity, but coalescence problems may necessitate the smaller drops and more
controlled distributions possible with air-assist nozzles (see Section3.5.1for a more detailed description).
Figure3.12 shows the results for a 50µm distribution (typical of an air-assist nozzle). Surface area is
substantially increased compared with the 150µm distributions, but still scarcely reachesS= 2 m2/m3,
compared with the target value in the no-coalescence base case of 3.5 m2/m3.

Limitations of the model and conclusions

There are two essential limitations of this coalescence model: it does not account for collisional breakup
and does not have height resolution. Unfortunately, building a model which accounts for these effects is
beyond the scope of this research. It is hard to say,a priori, how important these features would be, but it
seems likely that they could substantially increase the predicted surface area in the contactor. The lack of
height resolution, in particular, dampens the effects of any parameter adjustment on average surface area.
Distribution spread, drop size, contactor height, and flowrate were all surprisingly ineffective at changing
S. A height-resolved model may lead to a set of parameters yielding a sufficiently highS.

However, in the absence of any favorable model results or more detailed empirical results, we must
conclude that coalescence may pose a serious threat to the feasibility of the suggested contactor design.
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As a bound on the effects of coalescence, we will consider contactors whereS= 1 m2/m3 in a single fluid
system, andS= 2 in an air-assist system.

3.4 Contactor Cost

Estimating the cost of a contactor is a dual problem. On the one hand, we try to estimate the capital and
operating costs of a device to be built in the future to which no complete analogue currently exists. On the
other hand, we must assume that the future engineers of the device will optimize the design to minimize
costs, and they will have considerable leeway to do so. So thetwo sides of the problem, specifying the
design and estimating the costs, feed back on each other.

Air capture only makes sense in a very large scale deployment, so we can expect that engineers design-
ing such devices will not be limited to off-the-shelf technology or process experience from other industries,
especially since here we are not concerned with the cost of early air capture plants, but of the average or
“nth plant” cost. In order to estimate that cost today we have tomake some informed judgment about what
the optimal system will look like. We must do so under considerable uncertainty about some parameters –
uncertainty that would be resolved for those future engineers. In particular, our uncertainty about the full
effects of coalescence and breakup, and about the technicalpotential and costs of relevant technologies,
makes specifying the contactor difficult.

Ideally we would like to build all of the relevant parametersand functions into a cost model and
perform a nonlinear optimization to find the system which minimizes cost per unit CO2 captured, as the
engineers and operators of a real plant are likely to do. However, we do not have sufficient knowledge of
the functional relationship between, for example, capitalcost and contactor height, or spray nozzle type
and operating cost, to complete such a model. Instead we willchoose several scenarios, and for each
scenario choose a set of reasonable (but not optimal) parameters to use in a simple cost model. The goal
will be to choose parameters such that they are on the order ofthe likely optimums while being well
withing the practical capabilities of known technology.

We know our model overestimates the rate of coalescence, so we will bound the effect of coalescence
by considering no-coalescence cases and cases based on the model results. We will also consider systems
using single fluid nozzles and using air-assist nozzles.

3.4.1 Mass transfer

We define the CO2 absorption rate constant,kspray, such that

dC
dt

= SksprayC(t) (3.14)

whereC is the CO2 concentration in air in mol/m3. Thenkspray is the absorption rate per unit CO2 in air
per unit drop surface area, with units:

kspray∼ (
mol

s
)(

1
m2)(

m3

mol
) =

m
s
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The reactive surface area during trials in the prototype cannot be precisely known, but we can makes esti-
mates using available information about nozzles, flow rates, and other parameters. Using our experimental
data with these estimates we calculate values ofkspray of 1–3×10−3. The range is from the low molarity
solution to the high molarity solution, as expected. We may note by comparison with Equation3.3, that
theoretically:

kspray,theory=
C0

C

√

Dl k[OH−]

Calculated values ofkspray using this equation are about twice those calculated from data, reflecting that
absorption in the contactor was about half of what was expected from theory and available drop size
information. The discrepancy may be due to some mechanisticinefficiency in mass transfer, less-than-
expected drop surface area, or some other effect. We will usethe highest empirical value in the cost
calculations.

We approximateSas uniform with height (this is not strictly accurate, but the distribution ofSwill not
affect the average mass transfer significantly), so that Equation3.14can be integrated to yield:

C = Cine−Sksprayt

To get the outlet concentration,Cout, we evaluate this att = H
vair

:

Cout = Cine−SksprayH/vair (3.15)

The rate of CO2 capture of the contactor (denoteḋM) is then:

Ṁ = (Cin−Cout) ·vair ·A = Cin(1−e−SksprayH/vair ) ·vair ·A (3.16)

3.4.2 Capital cost

A contactor can be constructed by modest modification of a power plant cooling tower. This may not be
the optimal form of an air capture contactor, but such structures are assured to be possible and we can draw
capital cost estimates from the power industry. Other examples of spray-based reactors exist in industry,
like SO2-scrubbers for power plants, but cooling towers are the largest, most closely approaching the large
scale desired for air capture.

There are two basic types of cooling towers: natural draft and forced draft. Natural draft towers often
have a hyperbolic profile, are constructed of concrete, and can be very tall, as high as 160 m, though
90–120 m is more typical. They make use of the convective forces generated by their shape, height, and
temperature gradient created by the spray to move air through without a fan (hence the “natural” draft).
Structures include a foundation, spray collection basin, pumps and piping, and often particle filtering
(“plume abatement”) mechanisms. The main differences between a conventional cooling tower and a
version used for air capture would be: (1) our liquid flow ratewould be smaller by an order of magnitude,
requiring fewer pumps and smaller piping, (2) we will add a fan or bank of fans to control the air flow, and
(3) we will add a high-efficiency particle filter (“demister”).

For simplicity, we suggest a single, large fan essentially identical to a wind turbine without the tower
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Draft type Height
[m]

Cross-
sectional area

[m2]

cost per unit
[$millions]

cost with mods
[$millions]

cost per
cross-section

[$/m2]

Natural1 90 5100 36 41 8000
Forced1 40 3000 18 18 6000
Natural2 120 7900 25–75 31–81 4000–10000
Forced2 50 280 0.5–1 0.5–1 1800–3500

Table 3.2: Capital cost of cooling towers. Costs represent complete installed costs. EPA costs are from
1996, adjusted to 2006 dollars using the Construction Building Index. Upper bounds of ranges reflect
towers with plume and noise abatement and unusually high site-specific costs.
1 EPA(2002)
2Mykyntyn (2006)

and foundation. We take the cost of this addition as $4 million, typical in the wind industry. For the
demister, our prototype demonstrated that a wire mesh filterconstructed manually of stainless steel wool
can be effective with an acceptable pressure drop. However,in the full-scale system a more sophisticated
system is warranted. We obtained a price quote and product specifications from a commercial particle
trap manufacturer (Amistico, 2006) and apply those directly, ignoring the substantial bulk discount that
is likely for a project as large as even a single air capture tower. We get 500 $/m2-demister. With a
downward flow contactor, a reasonable placement of the demister would be as an annulus around the base
of the tower. The total area of the demister can be adjusted bythe height of the annulus. Demisters of this
type collect drops more efficiently at higher air velocity but the pressure drop increases with air velocity.
We expect that a total area of the demister of one half that of the tower cross section (demister velocity
twice the tower velocity) makes a reasonable trade-off between these competing effects. This is what we
assume for capital cost calculations.

Forced-draft cooling towers are more directly adaptable toair capture since they already have fans and
demisters. They are smaller, however – typically 20–50 m high and arrayed in square cells 10–20 m on
a side. They can be constructed of concrete or fiberglass for similar costs. Again, the liquid flowrate in
an air capture version would be about a tenth that of a conventional version. Also, forced draft towers
have some “splash fill” material which we will not require. Air flow velocities are similar. We will apply
contactor costs for forced draft cooling towers directly toan equivalently-dimensioned contactor.

Table3.2 shows capital cost estimates for power plant cooling towersand includes the cost of mod-
ifications to natural draft towers described above. Personal communication with industry experts and
estimating documents from the EPA (2000, 2002) were used to arrive at the estimates. Cost is usually
given per unit liquid flow, which is the primary figure for which cooling towers are generally sized. Typi-
cal flow rates and sizes were then used to calculate the implied cost per unit cross-sectional area and cost
per physical structure.

The costs span a fairly wide range. This may reflect the quality of the data sources more than actual
uncertainty in cooling tower construction; cost information is proprietary and industry tends to be loathe to
share it. Some of the variation is due to inclusion versus exclusion of components, particularly noise and
plume abatement. We will use EPA costs as the base case, and consider the lowest costs in the sensitivity
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analysis.

3.4.3 Operating cost

The physical operating and maintenance cost of a cooling tower is typically estimated at 4% of capital
per year. There is some argument that the fraction is 5% for smaller cooling towers and drops to 2% for
the largest towers (EPA, 2002), but the flat 4% is a widely accepted rule of thumb. It includes purchase
of makeup water at typical industrial prices ($0.13/m3) – much more water than is likely to be used in
an air capture system. It also includes periodic replacement of pumps of which an air capture system
would require 1/5 as many. So this operating cost may be an overestimate, but neither water nor pump
maintenance makes up the majority of operating cost, so it isretained.

Electricity for running pumps and fans is the other important operating cost. Electricity is used by
pumps to lift solution up the height of the tower and to overcome the pressure drop across the nozzle,
∆Pnozzle. The fans use energy to overcome the pressure drop across thetower, which is dominated by
the particle trap, and to accelerate the air. Frictional losses are considered comparatively small and are
neglected. The total rate of energy use is then given by:

Ė =
F

εpump
(∆Pnozzle+ρsolngH)+

A
ε f an

(∆Pairvair +ρairv
2
air) (3.17)

whereρsoln andρair are the densities of air and of the solution andεpump andε f an are the mechanical
efficiencies of the pumps and fans, respectively.

For the cost calculations we assume∆Pnozzle= 350 kPa for the single fluid case (a reasonable value,
though smaller pressure-drops are possible). In the air-assist nozzle case, we use a nozzle pressure of 280
kPa and air/liquid volume ratio of 5. The latter figure is on the small side of typical values, so there has
been some optimization of nozzle choice. We take the efficiency of the pump as 80% and the efficiency of
the fan as 70%. We purchase carbon-neutral electricity at the price,pelec, of $0.07/kW-hr, or $19/GJ. The
reflects roughly the cost of base-load electricity from nuclear or CCS plants. In practice, the electricity
could be generated on-site, potentially with excess sold tothe grid. However, using a simple market rate
for electricity allows us to decouple the costs of generatorand contactor.

3.4.4 Scenarios

As previously mentioned, we consider scenarios based on both mechanical draft and forced-draft cooling
towers, with mass transfer cases with and without coalescence, with the intent to bound the contactor cost.
They are as follows:

1. Favorable conditions. In this scenario, we do not choose all parameters to be as favorable as possible
or make any unrealistically hopeful assumptions, however several important parameters are set at
the favorable side of their reasonable range. The low end of capital cost is assumed for the larger
natural draft cooling tower. Dual fluid nozzles are assumed,and no coalescence takes place.
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2. Median assumptions, no coalescence. In this scenario, the higher EPA capital costs for a natural-
draft tower are used. Modest, single-fluid spray conditionsare assumed (parameters are not opti-
mized for a no-coalescence world, but rather left at low density where coalesce may not matter when
all effects are accounted for).

3. Median assumptions with coalescence. This uses EPA costsfor the forced-draft tower and modest,
single-fluid spray conditions.

4. Dual-fluid nozzle with coalescence. Same as 3, but with dual-fluid nozzle conditions.

5. Coalescence with dual fluid, lower capital. This scenariouses the low capital estimate for a forced
draft tower, illustrating the strong influence of capital cost in coalescence conditions.

6. Optimized. This scenario uses the lower cost estimate fora forced draft tower, dual-fluid nozzles,
and no coalescence. Additionally, some parameters are tuned to slightly more favorable values based
on what, in the author’s subjective opinion, would be possible in an optimized system. The nozzle
pressure is dropped from 280 kPa to 180 kPa, the pump efficiency is brought from 80% to 90%, and
the spray constant is increased to 4×10−3m

s , reflecting a higher molarity solution.

3.4.5 Total cost

We consider three main components of the contactor cost: capital, operation and maintenance, and elec-
tricity for operating pumps and fans. Though there are othercosts, we expect these to dominate. Capital
is amortized at a 15% capital charge rate. If we denote the amortized capital cost byCapand the yearly
operating cost, excluding electricity, byO&M, then the total cost per unit CO2 captured is:

total cost
CO2captured

=
Cap+O&M + pelecĖ

Ṁ
(3.18)

whereṀ is calculated from equation3.16andĖ is calculated from Equation3.17.

Parameter choice

For each of the scenarios described in the previous section,we have a fixed geometry, spray distribution,
capital, and maintenance cost. The two remaining tunable parameters arevair andF. When these are
chosen,Ė andS can be calculated and theṅM. Both parameters effect the total cost in complex ways.
Together they determine the spray density by Equation3.13 which in turn determinesS. With other
parameters fixed, largerF will increaseṀ (by increasingS), but also increasėE. As sprays become more
dense, coalescence causes them to be less efficient and so energy cost overwhelms the total at highF . At
low F, both Ė andṀ are small and so capital cost overwhelms the total. For the scenarios, we choose
F such that spray densities remain low enough that the spray retains a reasonable efficiency, or, in the
no-coalescence cases, low enough that the spray could be expected to retain a reasonable efficiency if
coalescence were accounted for. It is a somewhat subjectivechoice. The alternative would be to perform
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Scenario # 1 2 3 4 5 6
Tower type natural natural forced forced forced forced
Capital estimate low mid mid mid low low
nozzle type dual single single dual dual dual
coalescence model no coal. no coal. coal. coal. coal. no coal.
Capital cost 9 39 226 140 37 8
O&M 2 10 60 37 10 2
Pumping electricity cost 18 18 28 21 18 9
Fan electricity cost 6 6 15 9 8 4
Total cost 40 70 300 200 70 20

Table 3.3: Cost estimates for the contactor. Costs given in $/ton-CO2.

a multivariate nonlinear optimization to findF in each scenario, but this is both computationally difficult
and not likely to yield realistic results.

The choice ofF is tied tovair by the spray density relationship. But if we assumeF is adjusted to
maintain constant spray density and thus constantS, we can look at the other effects ofvair . Sincevair

controls the residence time of air in the contactor, it controls the outlet CO2 concentration. For highvair ,
the CO2 depletion problem described in Section3.3.1becomes unimportant, increasinġM slightly, butĖ
becomes very high because of the needed fan energy. At lowvair , the inverse is true. Another constraint
on vair is that very small values may not be stable because of interference from natural wind. We take 2
m/s as a minimum plausible value. Otherwisevair is set to maintain the captured fraction of CO2 between
40 and 60%. The optimal value appears to be in this range, and variation within this range does not change
costs drastically.

For example, in Scenario 2, we have a 90 m tall tower, single fluid nozzle, and no coalescence. For this
scenario we will target a spray density yieldingS= 6m2/m3. The top curve in Figure3.10illustrates the
relationship betweenF andSfor the no-coalescence, single-fluid case, andF is 0.3L/(s·m2) whereS= 6
for vair = 2m/s. Plugging the values into Equation3.15we find that CO2 depletion is somewhat high. It
turns out that a highervair reduces total cost, so we move tovair = 4 andF increases proportionally to
0.6L/(s·m2). We could have alternately chosenvair = 3 resulting in lower energy use but higher relative
capital for about the same total cost. Running these parameters along with the capital and maintenance
costs described in previous sections through Equations3.16–3.18gives the total cost.

Results

A spreadsheet model was used to calculate costs for each of the six scenarios following the procedure in
the example for Scenario 2 above. A summary is presented in Table3.3.

We first see that even the lowest cost, for the “optimized” system, is significant on the scale of the
total system, which has been previously estimated at 150 $/t-CO2 (Keith et al., 2006). Costs are overall
large, even in the case of no coalescence. Energy costs are the majority in the two lowest-cost scenarios,
elsewhere capital cost dominates. Particularly in the scenarios with coalescence, capital cost becomes
huge so that, in two cases, the contactor costs are likely to overwhelm costs of the balance of the air
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capture system. We can also see that some adjustable parameters have dramatic sway over the contactor
cost, which varies by about a factor of 4 among the no-coalescence scenarios, and among the coalescence
scenarios.

3.5 Contactor technology and sensitivity of future cost

We have attempted to estimate the cost of a NaOH-spray based contactor in a simple and transparent
way, primarily as a proof-of-concept for a spray-based system. Any such estimate of future technology
is inherently uncertain. If and when such devices are constructed in large numbers, unforeseen problems
will likely drive costs up and, as well, clever engineering,parameter optimization, and new upstream
technologies will tend to drive costs down. This sections describes factors that may significantly influence
the future cost of a full-scale contactor.

3.5.1 Spray technology

There are basically two classes of nozzles commonly used to generate small drops in industrial applica-
tions: single-fluid, in particular, “pressure-swirl” typenozzles, and two-fluid, or “air assist” nozzles. The
pressure-swirl nozzle generates turbulence by pushing theliquid through specially-designed “swirl cham-
ber” before it exits through a small circular orifice and breaks apart. For a given nozzle, higher pressures at
the nozzle generate smaller drops and higher flow rates. However, nozzle size and geometry have a much
bigger effect on spray distribution and flow rates: mean dropsizes range in order from 100µm to several
mm and flow rates range in order from 0.1 L/min to 100 L/min or more in commercially available pressure-
swirl nozzles. A more thorough optimization across nozzle type or engineering of a nozzle specifically for
air capture can significantly improve the pumping energy requirements of the system, especially if smaller
drops or narrower distributions of drops are produced than what was tested in the prototype, and also if a
lower pressure at the nozzle head is required. All of these things appear possible.

The air-assist nozzles are known to generate smaller, more controlled drop distributions than liquid-
only nozzles, but pressurizing the air adds significant energy cost per unit CO2 and adds complexity
and capital cost. Air to liquid volume ratios on the order of 30:1 are typical, which result in an energy
requirement for air compression of roughly 30 times what would be required for pressurizing the liquid
alone. However the appeal of air assist nozzles is that dramatically smaller drops – volume-mean diameters
of 50 µm are typical in industrial applications – and narrower distributions of drops may be possible. And
lower air to liquid ratios are certainly possible. If a suitable nozzle system with, for instance, 50µm
drops and an air to liquid ratio of 5:1 can be engineered, it may offer significant energy savings over a
single-fluid system, especially considering the reduced occurrence of coalescence. With smaller drops,
the surface area to volume ratio is higher so the mass densityof liquid needed in the tower is lower.

3.5.2 Structural design

The basic considerations in contactor design are reflected in the terms of the total cost formula, Equation
3.18: capital, maintenance (which for simplicity we will consider tied to capital), energy use, and mass
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transfer rate (̇M). We can further break down energy use into the 3 most important quantities: lifting
energy,Ėli f ting, nozzle head energy,̇Enozzle, and fan energy,̇Ef an. Following Equation3.17 (which is
general for most spray-based contactors), we can express these quantities in terms of the parameters which
system designers have substantial control over:

Ėli f ting ∝HF

Ėnozzle∝∆PnozzleF

Ėf an∝̃∆Pairvair

where “∝̃” denotes “approximately proportional to”, because we are neglecting (relatively unimportant)
inertial effects.

Most design decisions trade off between lowering one type ofenergy use and raising another, or be-
tween energy use and capital cost. For example, a very tall contactor with very low spray density would
operate very efficiently, but the capital cost per unit CO2 captured would be very large. The goal is to work
with is to work with the trade-offs to minimize total cost perton.

We have considered designs based on power plant cooling towers because the cost of such structures is
well known. A better design can clearly be achieved by designing the system from scratch with air capture
specifically in mind, but data were not available for us perform an optimization of structural design. With a
more detailed understanding of component-wise capital costs and spray technology, and a more complete
model of drop collision and coalescence, a significantly different form may emerge. Shorter towers,
taller towers, fiberglass skin towers, counter-current designs, and many other variations are possible. A
description of some possible alternative designs follows.

Shorter tower

Most industrial spray towers are shorter than the power plant cooling towers we have considered. SO2-
scrubbing towers are typically on the order of 10 m high, for instance. As we saw in Figure3.11, coa-
lescence in shorter towers tends not to be as important so that the absorption by the spray per unit height
remains high:Ṁ decreases buṫEli f ting decreases proportionally. However,Ėnozzleand Ėf an remain un-
changed and so become relatively more important to total cost. This is the fundamental trade-off in setting
contactor height: at highH, nozzle and fan energy become less important but coalescence drives up
Ėli f ting. At low H, ĖnozzleandĖf an tend to dominate. Of course,H also affects capital cost, with shorter
towers presumably being less capital-intensive. However,the ratioCap/Ṁ is the important quantity, and
it is not clear how that relates toH.

If three conditions can be met, then short towers may offer significantly lower costs and than the
estimates for 50–120 m towers: (1) short towers can be constructed with much lower capital than tall
ones, (2) nozzles can be used with relatively low∆Pnozzle, and (3)∆Pair or vair can be adjusted to give
a sufficiently lowĖf an. At least condition 2 appears likely from our knowledge of commercial spray
technology.
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Multistage spray

One possible solution to the coalescence problem is to add the spray in multiple stages along the tower,
as is common in cooling towers. This has the effect of refreshing the spray distribution as it falls (and
as drops from further up coalesce and become less efficient).The energetics are in many respects similar
to a collection of short tower systems with height equal to the height of a stage. Except in this case the
air is passed from one stage to the next so that the pressure drop across the particle trap need only be
overcome once for all stages. That is, the problem of highĖf an is solved compared with a short tower
system. A drawback is that solution must be pumped to the upper stages even though it only participates
in absorption for a fraction of the total height, thusĖli f ting can be larger in a multistage system compared
with an equivalent collection of short towers. Perhaps a structure which collects spray between each stage
can be included so that solution is mostly only lifted the height of one stage. In any case, the problem of
high Ėnozzleis shared with short tower systems. A multistage spray system would require a low∆Pnozzle.

Upward flow

In forced-draft cooling towers, air flow is typically from bottom to top with spray nozzles at the bottom.
This increases residence time of the drops since gravitational settling works against the flow rather than
with it, (flow in our prototype was downward). With this design, the sign ofvt in Equation3.6changes to
give a longer drop residence time of

τup =
H

vair −vt
.

Following equation3.13, we get a higher spray density for the sameF or, alternately, we require a smaller
F for the same spray density. For an idealized case with monodisperse spray and no coalescence, we can
calculate the reduction inF and thus the (proportional) reduction iṅEli f ting andĖnozzleby switching to an
upward draft system. Rearranging Equation3.13and substituting inτup, we have:

Fdown−Fup

Fdown
=

2vt

vair +vt
.

This is the fractional change in flowrate between upward and downward flow systems with all else equal. It
would translate to the same fractional reduction in pumpingenergy. Assumingvt = 0.6 m/s (D = 150µm)
andvair = 2 m/s, we would have an increase in drop residence time of 86%,reducing pumping energy by
46%. This is, however, an idealized case. With growing drop size (and growingvt ) due to coalescence, the
change inτ and reduction inĖli f ting between an upward flow and downward flow system would be more
modest. No simple relationship can be described.

With upward flow there can also be a drop size sorting effect, where the largest drops settle faster
thanvair , leaving smaller drops to continue upward. It is not clear how much this would mitigate the
coalescence problem but sorting the largest drops out of theinitial distribution would seem to help.

It appears that upward flow would provide at least modest improvement to the energetics of the contac-
tor. It was not considered in the cost scenarios largely out of practical concerns about having the particle
trap at the top of the structure, placing the fan in the path ofthe spray, and about applicability of prototype
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Figure 3.13: Simple diagram of a horizontal flow contactor

data, which was collected for a downward flow system.

Horizontal air flow

Another design variation that may reduce contactor cost is asystem with horizontal air flow. A diagram is
shown in Figure3.13. HereH would be relatively short, perhaps 20 m, butL may be much longer, perhaps
100 m. A fan would likely be placed at the inlet and a particle trap at the outlet. Spray nozzles would be
spaced along the length, leaving some distance at the end fordrops to settle before reaching the outlet.

The energetics are similar to a short tower system but with two advantages. The first advantage is that
the residence time of the spray is longer compared with a vertical system, given simply byτ = H

vt
. Longer

τ for a given height reduces pumping energy as described in theprevious section. The other advantage is
that a new parameter is introduced,L, which determines the residence time of the air independentof the
residence time of the spray. ThusL can be adjusted to keeṗEf an small. The system shares the drawback
with short towers of higḣEnozzle, though this is somewhat dampened by the effect of longer residence time.
A low ∆Pnozzlewould be required.

A horizontal system may offer reduced capital cost comparedwith a vertical system. Although the
area of wall per unit contactor volume required is larger than for a very large cylindrical cooling tower,
the walls bear a much lighter load and so less material may be required overall. On the other hand, more
land area and a sealed roof would be required. It is not obvious how the capital costs would compare to an
equivalent vertical system.

3.5.3 Water loss

We have measured and calculated a rate of water loss that in volume terms is quite high. We have discussed
how the rate of water loss can be managed with high NaOH concentrations, but it may be desirable for
other reasons to run at lower NaOH concentrations. In that case, water loss is highly dependent on the
meteorology of the site. Paying for water at a rate typical ofpower plant cooling towers does not raise
overall costs significantly, however in a world where air capture is widely deployed, the demand for
water would be large on the scale of developed use, and could upset already overburdened water systems.
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Although, the cost of water loss may be managed even in warm, dry conditions if an inexpensive source
of water is nearby. It is not obvious, for instance, why seawater would not work in the system.

3.5.4 Siting

Since CO2 can be captured from anywhere on the globe, air capture systems have enormous siting flexibil-
ity. A large number of factors may be greatly influenced by siting, and will compete for importance when
site decisions must be made. When an optimal site is chosen, the total cost may be pushed significantly
up or down from our estimates. Some important considerations for siting a contactor are:

• Climatic conditions, and availability of water, for reasons discussed above.

• Local construction cost and resources. Construction cost varies by location, and this can have a sig-
nificant impact on capital cost. Remote locations may be desirable for many reasons, but necessitate
long transportation distances of, e.g., concrete and steel. If many towers for a large air capture plant
are constructed at once (which is likely), construction maybe managed like a large dam project,
where a dedicated cement plant and other production facilities are constructed on site.

• Availability of inexpensive energy. Clearly access to inexpensive carbon-neutral electricity, such as
hydro-power, geothermal, or “stranded” natural gas would improve the economics of the system.

• Proximity to sequestration site. Although CO2 transportation may not be a large component of total
cost, there may be situations where pipeline construction is legally difficult or practically infeasible.
An air capture plant located at a sequestration site would avoid these problems.

• Availability of land. A very large scale deployment of air capture will require a lot of land, and
choosing sites that contested by other uses may be important.

3.5.5 Materials and construction cost

A large portion of contactor cost is initial capital for construction of the structure. Construction costs for
standard cooling towers have increased rapidly in the last several years, as much as doubling since 2000
(Mykyntyn, 2006). Much of this increase is due to high steel and concrete prices. In turn, some of that
increase is due to high global energy prices, and some is probably due to a rapid increase in global demand
for these and other raw materials, driven largely by extraordinary Chinese economic growth. The cost
estimates in this chapter are based on current commodity prices, which one may argue are artificially high.
By the time air capture is actually deployed, world supply may have caught up with demand bringing prices
down. On the other hand, a long-term trend toward higher energy prices or continued global shortage of
concrete and steel could drive the real capital cost up significantly in the future.
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Figure 3.14: Equilibrium speciation of carbonates added toa 5M NaOH Solution at 20C. Formation of
the solid Natron is predicted at CO2−

3 concentrations as low as 0.4 M, but not observed experimentally.
Another solid, Nahcolite, is predicted at about 4M CO2−

3 , which is out of the range tested in the prototype.
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3.5.6 Solids formation – scaling and clogging

At higher carbonate concentrations, solids formation may become a problem. To explore this issue, calcu-
lations with the chemical equilibria modeling software Chess were performed. The results are displayed
in Figure3.14. This analysis predicts that solids will form at carbonate concentrations larger than about
0.4 M in a solution with an initial NaOH concentration of 5 M. However, this was not observed in the pro-
totype. Also,Apelblat and Manzurola(2003) report the solubility of sodium carbonate as more than 2 M
at 20◦C. The formation of this species may be kinetically limited.Still, if very high NaOH concentrations
are used to combat water loss and the solution is recirculated to collect a high concentration of CO2−

3 ,
solid formation is likely.

If solids are present, they can be managed, although this mayadd complexity and capital cost. The
main concern is if solid particles larger than the minimum free passage of a nozzle get into the spray
supply line they will clog the nozzle. This problem is typically solved with inlet screens, which we used
in the prototype to keep the line clear of debris and foreign particles pulled in at the air inlet.

The long term scaling (formation of a layer of solids adheredto a surface) of contactor walls, pipes,
and equipment can probably be managed with a periodic water wash. Unlike calcium and magnesium
compounds, the typical cause of scaling problems, sodium compounds are very soluble in water. Trace
elements in air and process water may cause scaling not easily managed with a water wash, but this would
be a similar problem as experienced in cooling towers and other industrial operations.

3.6 Conclusions from contactor analysis

The prototype demonstrates four key features of a potentialNaOH spray-based contactor: (1) off-the-shelf
single-fluid spray nozzles can produce a spray which efficiently absorbs CO2 from ambient air (in terms of
energy required for lifting the solution), (2) such nozzlescan produce such a spray at pressures which are
not prohibitive, (3) The pressure drop across a particle trap which controls entrainment of small drops from
such a spray is not prohibitive (in terms of energy required for blowing air), and (4) materials compatibility
and safety concerns in handling NaOH do not pose significant challenges to the design and operation of a
contactor.

However, substantial uncertainties remain about the cost of a full-scale contactor. In particular, scaling
up the mass transfer process observed in the prototype to meet the needs of global carbon mitigation
scheme is a complex engineering challenge. Cost estimates for a full scale contactor scaled up from
prototype observations came out high and highly variable. Overall, this seems to suggest that the current
approach to contactor design and cost estimation is inadequate. The costs are high but do not appear to run
up against any absolute limits to improvements. On the contrary, the results suggest drastic improvements
can be made with both modest and radical redesign. On the other hand, the results suggest serious pitfalls
that may easily render spray-based contactors infeasible.No absolute conclusion can be drawn, but the
way is pointed for further investigation. Specifically, thefeasibility and cost of spray-based contactors
could be established with (1) a more exhaustive investigation of basic designs including counter-current
flows, dual-fluid nozzles, and multi-stage spraying, (2) a better understanding of capital cost for potential
contactors and how they scale with various design parameters, and (3) a precise model of, or empirical
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data on, coalescence and breakup.
This chapter has explored spray-based contactors as opposed to packed or wetted-surface contactors.

This approach was chosen because the simplicity and similarity to industrial cooling towers of the example
design allowed for relatively simple cost estimates. Additionally, the success of large cooling towers offers
a convincing proof-of-concept for large spray-based contactors. However, some of the experimental data
suggest a filled or wetted-surface contactor would be a better approach. In the prototype, about half of the
CO2 absorption was by the wetted walls of the contactor. This is not surprising, considering that the inside
wall area of the prototype was comparable to the calculated total surface area of suspended spray. But
since the walls received only 10–20% of the liquid flow, CO2 absorption there was much more efficient
with respect to pumping energy. This is a general feature of packed or wetted-surface contactors: liquid
pumping energy is lower than spray-based contactors and tends to be unimportant compared with fan
energy. The geometry of the contactor, if extended to a full scale height, would yield a low air pressure
drop. However, just as in the spray case, we would want a higher rate of CO2 absorption per unit cross-
sectional area in order to have low capital cost per unit CO2. In a spray system, we proposed to do this
by increasing liquid flowrate and thus spray density. In a wetted surface system, we would do this by
adding walls or fill material. This, in turn, would impede theflow of air and increase the air pressure drop.
The challenge in designing a wetted surface contactor is to maintain both a low air pressure drop and low
capital cost per unit CO2 absorbed. We recommend further investigation of wetted-surface contactors.
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Chapter 4

Cost of air capture

Although a handful of researchers have described example air capture systems and two other researches
have estimated the energy requirements of a system (those results are reproduced in Table2.4), serious
end-to-end cost estimates of a well-specified system are scarce. Such an estimate is attempted here. We
limit ourselves to calcination-based systems. Clearly thecost of air capture with such a system cannot fall
below the cost of calcination alone in a well-optimized, large scale industrial system. Thus in the Section
4.1, we calculate a lower bound cost based on industrial lime manufacturing.

We also expect that the cost of air capture at the time it is deployed, likely decades in the future, would
not exceed the cost of a system that could be built today with well-known technology. And so in Section
4.2 we estimate the cost of an air capture system using current technology. We also make an estimate
using some newer technology that is likely to be available inthe near term, like an oxyfuel fluidized-bed
calciner and pellet reactor for the caustization reaction.

4.1 Lower bound

Theoretically, the energy demand of the proposed system is dominated by the Calciner, where CaCO3 is
heated to release the captured CO2, Reaction 3 in Table2.1(this dominance is borne out by cost estimates
of the components of the total system). This reaction has a large thermodynamic energy requirement which
must be overcome in even the most advanced calcining system,and significant capital requirements in
terms of a large, high-temperature reactor which must be precisely tuned to maintain calcination efficiency.

The calcining operation in its simplest form is performed bythe lime manufacturing industry at large
scale and using long-established technology. In the production of high-calcium quicklime (CaO) in par-
ticular, crushed Calcite (CaCO3) is heated in a kiln to form the product. Through the industry’s long
experience, it has developed a very efficient process, with energy requirements close to the thermody-
namic limit (≈ 85%). One can make arguments for how the costs of the other components of the air
capture system can be greatly reduced by advances in design or economies of scale, but it is unlikely that a
calcination-based air capture system could be less expensive than the current industrial calcining process,
which has been optimized through decades of industrial experience.1

1A possibility which might be argued as a way to reduce the energy requirements below the requirement of Reaction 4 (and
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The market price of high-calcium quicklime should reflect the industrial cost of calcination, inclusive
of operation and capital recovery. One major adjustment is needed, however, because this price will
include the cost of the raw material – crushed limestone. This is not needed in the air capture system,
aside from a small amount of make-up lime, since the materialis reused.Miller (2003) reports that the
average price of this product in the United States is 78 $/t-CO2 (converted to CO2 terms). Subtracting the
average price of crushed limestone sold for lime manufacturing of 12 $/t-CO2 (Tepordei, 2002), this gives
65 $/t-CO2.

4.2 Cost of example system

In Section2.3, we described an example air capture system making maximum use of existing, well-known
industrial components, but costs for a contactor were not available. From Chapter 3, we now have a
detailed cost analysis of one type of contactor. The analysis, unfortunately, gives a very large range of
costs for spray-based contactors, some of which are very high. However, Chapter 3 also makes the case
that there is no fundamental limitation to a low-cost contactor and that many engineering parameters have
a large effect on the cost. No type of extremely costly contactor would be built. Considering that designers
of an air capture system would select parameters to yield thelowest-cost contactor, we argue that one of the
middle-assumption scenarios can serve as a reasonable upper bound on contactor cost. The “optimized”
cost is also considered. We take the mid-level cost as 70 $/t-CO2, reflecting both the middle-assumptions
no-coalescence scenario and the high-coalescence scenario with favorable assumptions. The optimized
cost is 20 $/t-CO2.

Now that we have costs for the contactor, we can complete a total system estimate. Two systems are
considered: the base system, and an improved system. The base system is just as described in Chapter
2: a spray tower, a conventional caustic recovery system, and an amine capture system. It is fired with
gas, either natural, coal-derived, or bio-derived. We assume a price of thermal energy,ptherm, of 6 $/GJ.
Upstream carbon emissions from gas production are ignored.The CO2 from fuel combustion is captured
in the amine plant along with the calcined CO2. In many ways this is a highly suboptimal system, but,
as discussed in Chapter 2, it is the most valid way to make use of available cost estimates and industrial
experience.

In the improved system we calculate the effects of moving to several more efficient components. The
energy requirements for caustic recovery are matched to theresults fromBaciocchi et al.(2006) for the
case of advanced dewatering technology. Additionally, an oxyfuel capture scheme is employed instead of
amines, and the optimized contactor scenario is used. We don’t have a strictly valid way of estimating
capital costs for this new scheme. We will leave them the sameas for the base case except for addi-
tion of capital and operating costs for an oxygen separationunit. Parameters for the unit are taken from
Singh et al.(2003).

of industrial calcination) is to construct a system which captures the energy from Reaction 3 for heat or useful work, something
which cannot be accomplished in quicklime manufacturing. This appears quite possible, but the captured energy would likely
be used for several purposes which aren’t part of quicklime manufacturing: solvent regeneration (or oxygen productionin an
oxyfuel system), dewatering and drying of CaCO3 mud, and electricity for pumps and fans.
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Capital Capacity Electrica Thermalb Multiplierc

Component [$millions] [t-CO2/yr] [GJ/t-CO2] [GJ/t-CO2] (RC/Cnet)

Base System
Contactord 40 150,000 1.3 0 1.2
Caustic recoverye 60 290,000 0 11 1.2
Amine capturef 36 640,000 0.12 0 1.6
CO2 compressionf 10 640,000 0.4 0 1.6

Improved System
Contactorg 0.5 10,000 0.6 0 1
Caustic recoveryh 60 290,000 0 8 1
Oxygen separationi 180 6,600,000 0.4 0 1
CO2 compressionf 10 640,000 0.4 0 1.4

Table 4.1: Input parameters for system cost estimate.
a Electrical energy requirement per unit CO2 processed in this component.
b Thermal energy requirement per unit CO2 processed in this component.
c Tons of CO2 processed in this component per net ton captured in total system.
d Scenario 2 contactor from Chapter 3.
e 1000 ton-CaO/day caustic recovery plant for a paper mill with industry rule-of-thumb parameters
(Flanagan, 2004)
f Amine-based CO2 scrubbing and compression system with parameters from the Integrated Environmen-
tal Control Model (Rao and Rubin, 2002).
g Scenario 6 contactor from Chapter 3.
h Same as in (e), with energy requirements reduced to match the improved system inBaciocchi et al.
(2006).
i Cryogenic oxygen separation plant with 10,400 ton-O2/day capacity; parameters fromSingh et al.(2003)
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A summary of the assumptions about capital cost and energy requirements used to calculate total costs
is presented in Table4.1. To reach the total cost per ton CO2 we sum the cost of each component per net
ton CO2 captured by the system. We assume that capital and energy requirements scale linearly with plant
capacity (a conservative assumption which ignores economies of scale) so only the unit cost matters. This
allows us to estimate total costs using source data for components of different capacities. To adjust the unit
costs to refer to net tons of CO2 captured, we introduce a CO2 multiplier, RC/Cnet, defined as the number
of tons of CO2 processed in the component per net ton captured in total system. In the base system, the
amine capture plant is assumed to be only 90% efficient, so 10%of the captured carbon and 10% of the
calciner fuel carbon is lost to the atmosphere during operation. Consequently, the contactor and caustic
recovery plant must process about 18% “extra” CO2 for each net ton captured(RC/Cnet = 1.18). The amine
plant processes fuel carbon in addition to atmospheric carbon, givingRC/Cnet of about 1.6. Since capture
in an oxyfuel system is nearly 100% efficient, the multiplieris 1 for contacting and caustic recovery. In
both systems, atmospheric and fuel CO2 must be compressed, bringingRC/Cnetfor compression to 1.6 in
the base system and 1.4 in the improved system. Immediately we can see that substantially more CO2

must be sequestered than is captured from the air. We can view(1−RC/Cnet) for compression as a sort
of “carbon penalty” of air capture. 60%, in the base case, is the extra carbon that must be burned to
capture and compress CO2 from air. It depends on the fuel used for thermal energy and the method of
electricity generation. If the calciner were fired with fueloil, for instance, the penalty would be larger.
If the electricity were generated by fossil fuel combustionwith CCS, the penalty including electricity
generation would be higher.

Even a carbon penalty above 100% does not invalidate air capture. Since the extra carbon is being
sequestered, there is still net capture. However there is significant added burden on the fossil fuel supply
with associated upstream and non-carbon impacts of fossil fuel use. Also, compared with point-source
sequestration costs, the cost of sequestration (after the compression step) will be higher per unit of CO2

captured, since the air capture system must also sequester carbon from the fuel. The cost of CO2 transport
and injection is not included in the figures given here, although it is expected to be comparatively small
(McCoy and Rubin, 2005; IPCC, 2005).

We calculate the unit cost of each component in analogy with Equation3.18 for the contactor cost
where, again,CapandO&M are the amortized capital and maintenance costs. We introduce Ėtherm, the
rate of thermal energy use by a component. We then sum across the components adjusting the unit costs
by the carbon multiplier:

total cost
CO2captured

= ∑
components

Cap+O&M + pelec(Ėelec)+ ptherm(Ėtherm)

capacity
×RC/Cnet

The same financial assumptions are made as for Section3.4: 15% capital charge rate, 4% operation and
maintenance, and carbon-neutral electricity for 19 $/GJ.

The results of the cost estimation are given in Table4.2. The total cost is 250 $/t-CO2 (900 $/t-C)
for the base case and 130 $/t-CO2 (500 $/t-C) for the improved system. In the base system, capital and
operating costs comprise half the total with energy cost as the other half. In the improved system energy
becomes slightly more important, making up 60% of the total.
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Component Capital + O&M Energy cost Unit cost

Base System
Contactor 60 30 90
Caustic recovery 50 80 120
Amine capture 20 4 20
CO2 compression 5 10 20
Total 250

Improved system
Contactor 10 10 20
Caustic recovery 40 50 90
Oxygen separation 5 8 10
CO2 compression 4 10 20
Total 140

Table 4.2: Cost of example system and improved system by component. All costs in $/t-CO2.

Base∆E Base∆$ Impr. ∆E Impr. ∆$
[GJ/t-CO2] [$/t-CO2] [GJ/t-CO2] [$/t-CO2]

Switch to oxyfuel -4 -54
Packed tower with low capital
costa

-2 -62 +.06 -5

Fuel cost up to 8 $/GJ +24 +16
Fuel is stranded natural gas at
3 $/GJ

-36 -24

Spray constant increased×2b -2 -34 -2.5 -5
Capital charge rate is 12% -19 -9
Economy of scale: capital
cost×0.5

-61 -29

Table 4.3: Sensitivity of cost estimates to changes in assumptions. “∆E” refers to change in energy
requirement compared with results in Table4.2and “∆$” refers to change in total cost. “Base” and “Impr.”
refer to the base and improved systems in Table4.2.
a Using the packed tower energy requirement fromBaciocchi et al.and assuming a per-ton capital cost
half that of the optimized spray tower.
b kspray becomes 6×10−3m

s , which is only a 50% increase in the improved system, where itwas already
increased.
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Table4.3 shows how the estimated costs change with some reasonable changes in assumptions. We
consider switching the base system to an oxyfuel mode, a hypothetical packed tower contactor with low
capital cost, changes in fuel prices, changes in capital assumptions, and a spray constant that is closer to
the theoretical expectation. All of these have significant effect on total cost. Note that since the system
was constructed to be a defensible upper bound, most reasonable alternative assumptions tend to bring the
cost down.
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Chapter 5

Discussion

Overview

In this thesis, we have analyzed the potential performance and cost of technology for CO2 capture from
ambient air. We began by briefly describing the climate change problem and carbon management options
and identified the unique features of air capture that could help address this problem. We argued that the
fundamental physics of air capture is favorable and so a low-cost air capture technology can likely be
developed. Still, many energy experts are skeptical that air capture is a realistic pursuit, and so proponents
of air capture (including the author) have turned to existing technology to demonstrate the feasibility of
the process, outlining several example systems. The most convincing of these examples uses an aqueous
NaOH sorbent and calcination-based regeneration system. We developed this concept into a complete
system, based on current industrial processes, for which the capital costs, operating costs, and energy
requirements can be estimated. Because no ready analogy with cost information was available, we devel-
oped an example contactor in detail, and built a pilot-scaleprototype. Using insight from this experimental
work, we estimated the cost of a complete system.

5.1 Findings and implications

In the prototype contactor, we demonstrated the core features of a spray-based contactor, suggesting it is
feasible in some form. We identified the design constraints on a successful full scale contactor. Small
drops, low capital cost, and low spray density seem to be the routes to a low-cost contactor. On the other
hand, coalescence of drops challenges the efficient operation of a contactor and high capital costs can
drive up the overall cost substantially. Given current evidence, we can not say that contactor costs are
small compared with the total air capture system; they may make up a large fraction of the total. However,
there is enough room for improvement by redesign that we expect the contactor not to be the dominant
cost. With energy requirements for packed towers and spray towers all tending toward the range of 0.5–1.5
GJ/t-CO2, it seems the contactor would have an irreducible cost of 10–30 $/t-CO2 for the electricity.

Our analysis strongly suggests that a spray-based contactor is feasible in some form. Though there
remains considerable uncertainty in this analysis, it is not dramatically different than that one obtains in
the assessment of many future energy technologies. The costestimate of 250 $/t-CO2, is very high. That
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value is based on a system built with existing technology andno optimization for the purpose of being
most defensible on feasibility terms. It is an inelegant andinefficient design by any other measure. To
illustrate this point, we applied a few obvious improvements to get a more efficient, if less defensible,
design. This reduces the total cost by 40%. We would expect that, with the decade or more of serious
technological development that would likely precede the deployment of air capture, much more drastic
improvements would be made.

But this analysis also suggests caution against exuberancefor low-cost air capture. Even the improved
system, at 140 $/t-CO2 is far more costly than most conventional mitigation options. CCS from power
plants is more likely around 30 $/t-CO2, and CO2 emissions credits on the European market are currently
trading for less than that. Air capture still may be a significant savings over switching to hydrogen cars
(Keith and Farrell, 2003), but perhaps not over cellulosic ethanol (Morrow et al., 2006) as a means of
removing carbon from the transportation sector. Some earlyclaims about the cost of calcination-based air
capture were even lower than our lower-bound estimate of 60 $/t-CO2, which is partly why we included
it. We don’t expect air capture will ever be competitive withcapture from point sources. If it were, our
lower bound calculation suggests it would have to be based ona process other than calcination.

Yet the unique features of air capture – the potential for negative emissions and the backstop it provides
on the cost of carbon mitigation – mean that even at a high price like 140 $/t-CO2, it is important for climate
policy. Keith et al.(2006) demonstrated this with a long run global economic model, and the results make
sense: air capture reduces the total social cost of mitigation. It guards against high carbon costs, and to
some extent, against damage in extreme climate scenarios. By acting as a hedge against low probability,
high-damage climate scenarios, it also shifts relatively more emissions reduction to the future. In a sense,
fewer cautionary controls are needed on emissions when we know that air capture can be used to reduce
atmospheric concentrations in case of emergency. AsParson(2006) points out, it is the classic “moral
hazard” of insurance. But the danger is not so much that society, in maximizing total discounted social
welfare, chooses to emit slightly more CO2 in the near future, as that opponents of CO2 regulation will use
air capture as a political argument against action on the climate problem. If successful these arguments
could lead to near term emissions far higher than optimum from a social welfare perspective.

This is indeed a point of which air capture proponents shouldbe wary. And the results of this analysis
should serve as a reminder that, while air capture is feasible, the cost could be very high. At 250 $/t-CO2,
air capture is best viewed as an option for use in only the direst of climate emergencies and should be little
comfort for present-day emitters.

In any case, this analysis supports the view that air captureis a serious option worthy of continued
research. We have suggested many avenues for improving the design and finding lower cost versions
of a NaOH-contactor-based air capture system. Additionally, we suggest that longer-term research into
new recovery mechanisms and new sorbents – to break the thermodynamic constraints of calcination or
hydroxide solutions, respectively – may yield the really dramatic cost reductions that would bring air
capture into widespread use.
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5.2 Lessons for assessing of future energy technologies

Assessing the future of energy technologies has long been animportant task. But with climate change,
greenhouse gas regulation, high oil prices, and strife in the Middle East, there is arguably more pressure
than ever to radically change the energy system. The climatechange issue in particular means that policy-
makers are making decisions with century-scale consequences. Understanding the potential of particular
nascent energy technologies can help direct R&D funding to effective projects and can inform various
climate and energy forecasting models. Here we briefly consider the steps taken in this thesis – an assess-
ment of a future energy technology – as they may apply to such assessments in general. We do not claim
that this is an optimal strategy, but this is what we used.

We assume that we are trying to answer questions like “Could this technology be feasible at large
scale?” and “Could it be made less expensive than alternatives?” in order to answer more immediate
questions like “Should further research on this technologybe funded?” and “How should the cost of this
technology be represented in this forecasting model?” The general approach is one of bounding. We try to
set an upper limit on the performance of the technology by considering the fundamentals of the process.
If, because of some fundamental physical or economic constraint, the upper limit is not satisfactory, then
the answer to the first two questions is “no”, and we are done. If not, then we try to set a lower limit on
performance (where low performance is bad) based on currentknowledge and technology. If the lower
limit is high enough, then we can answer “yes” and, though we may not be done, we have provided useful
information to the decision maker. If neither answer is possible, then the door is open for further analysis
and technology development.

Steps we applied:

1. Calculate thermodynamic limits. Assuming an ideal process is developed, what is the potential
of this technology? There are many examples of technologiesthat, when mature, approach their
thermodynamic limits of efficiency. The calciner in lime production is one. Were one assessing
the feasibility of natural gas turbines for electricity today, one would calculate the Carnot efficiency
and multiply by the fuel cost. One might conclude immediately that the technology is not worth
pursuing. For air capture, we presented this calculation inSection1.3

2. Assess natural and practical limits to large-scale deployment. Are rare materials necessary?
Is there excessive land use? Are other scarce resources involved? Is siting limited or difficult?
We answered some of these questions for air capture in Section 1.3. Also a survey of industrial
sodium carbonate and calcite production was performed. Hadwe found that global deployment of
air capture would use all of the world’s sodium, we would haveconsidered the example system
impractical. These are the kinds of questions that would keep biodiesel from restaurant waste oils
from being a key part of the national energy agenda.

3. Look for industrial analogies – processes that are similar or work with similar principles. Do
these analogous systems work and why or why not? No technology appears in isolation. There
are typically major components that have been previously engineered or have evolved from similar
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technologies already operating. The status of those technologies is instructive. If we just knew the
reactions in Table2.1, we wouldn’t necessarily be convinced that a system based onthat chemistry is
practical at a large scale. However, knowing it is practicedin the pulp and paper industry indicates it
is. And the argument can go in the other direction: knowing that the kraft process is used in the pulp
and paper industry and that they do not recover heat from the slaking reaction begs the question:
why not? It may indicate that heat recovery from slaking would also not be possible in other caustic
recovery applications, like air capture.

4. Consider the state of the art.How much of the system can be assembled with available compo-
nents? How much does this cost? This is the hard part. Given that we have come this far, we may
be able to make an estimate of performance based on known technology (or near-term technology
assessed for other applications) that gives a meaningful answer to the decision maker’s questions.
Note that there is a fundamental asymmetry here: an estimateof performance that reaches “good
enough” on some measure supports the feasibility of the technology because real future performance
is likely to be better than a present-technology version. But an estimate of very low performance
is not necessarily meaningful. It could be that the system used for analysis was poorly chosen or
that a key supporting technology doesn’t exist but may stillbe developed.Herzog(2003) falls into
this trap when attempting a cost estimate for air capture. Heuses a current-technology version of
a contactor and finds the energy costs to be two orders of magnitude higher than what we found in
this paper, from there concluding that the concept is not feasible. He uses an apparently-plausible
industrial analogy, but fails to optimize it sufficiently for the new purpose. This is related to what
was referred to in Section3.4as the “dual problem” of assessing a system and developing a version
of the system for assessment. It is difficult to do the latter without actually engineering the system
in a detailed way and attempting to optimize it. However thisis not the goal of a technology assess-
ment, so some middle ground must be found. Some degree of cleverness must be used to perform
the analysis on a favorable version of the technology.

5. What technological gains must be made for the technology to work? If we have reached this
step with no definitive answer, than we must start thinking interms of likelihood rather than absolute
bounds. The question is, “given the performance calculatedin Step 4”, or, “given the need for
supporting technologyX”, “how much innovation is necessary for this technology to be useful?”
And then consider the likelihood of that innovation. Note that supporting technologies may come
from outside the field, as has all of the technology we have discussed for air capture. If uncertainty
about some physical process, or about the structure of the market, or about some other fundamental
factor is impeding the analysis, we might ask what answer, when the uncertainty is resolved, would
kill the technology. And then suggest further research on those points.

6. Consider the positive and negative effects this technologywould have, if realized. Is support
of the technology worthwhile? If it became technically and economically viable, what direct and
indirect consequences would arise? This step is probably under-emphasized in technology assess-
ment. When considering the history of technology and unintended consequences, its importance is
obvious.
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Appendix A

List of Symbols

A Cross sectional area of the contactor [m2]

C Concentration of CO2 in air

C0 Concentration of CO2 in solution at the drop surface [mol/m3]

Cap Amortized capital cost [US$/yr]

Cin Concentration of CO2 in air at the contactor inlet

Cout Concentration of CO2 in air at the contactor outlet

[CO2−
3 ] Concentration of carbonate ions in solution [mol/L]

cl Heat capacity of solution
[

J
K·kg

]

cp,air Heat capacity of air at constant pressure
[

J
K·kg

]

D Drop diameter [m]

Dg Diffusivity of CO2 in gas (air)

Dl Diffusivity of CO2 in liquid (water)

Ė Rate of energy use by the contactor

Ėelec Rate of electrical energy use by a component

Ėf an Rate of energy use to run the fan in the contactor

Ėli f ting Rate of energy use to lift solution in the contactor

Ėnozzle Rate of energy use to overcome the pressure drop across the nozzles in the contactor

Ėtherm Rate of thermal energy use by a component
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F Liquid flow rate in the contactor [m3/s]

g Gravitational constant [m2/s]

H Height of the contactor [m]

h Vertical coordinate (height) within contactor [m]

K Collection kernel for colliding drops[cm3/s]

kg Gas-side mass transfer coefficient

kspray Empirical spray constant: CO2 absorption per unit surface area per unit time
[

mol
m2s

]

kv Empirical constant for calculating the terminal velocity of a drop

Ṁ Rate of CO2 absorption by the contactor

O&M Operating costs excluding energy [US$/yr]

[OH−] Concentration of hydroxide ions in solution [mol/L]

pelec Price of carbon-neutral electricity [US$/GJ]

ptherm Price of thermal energy (natural gas equivalent) [US$/GJ]

Q Rate of CO2 absorption by a drop [mol/s]

R Gas constant

RC/Cnet Ratio of carbon processed by a component to net carbon captured by the total system[ ]

RH2O/CO2
Ratio of water lost by evaporation to CO2 absorbed by NaOH solution, molar basis[ ]

RH Relative humidity of air

S Average surface area of spray per unit bulk volume in the contactor
[

m2surface
m2 contactor

]

t time since a drop leaves the nozzle or since a parcel of air entered the contactor [s]

T Temperature of air

V Volume of the contactor[m3]

Vd Volume of a drop

∆CH2O Difference between inlet and outlet water vapor concentration in the contactor

∆G Change in free energy
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∆Pair Pressure drop in air between the inlet and outlet of the contactor

∆Pnozzle Pressure drop across the nozzle in the contactor

ε f an Mechanical efficiency of fans in the contactor [ ]

εpump Mechanical efficiency of pumps in the contactor [ ]

ρa Density of air [kg/m3]

ρl Bulk density of liquid spray suspended in contactor [kg/m3]

ρsoln Density of contactor solution [kg/m3]

ρspray Volume of suspended spray per unit volume of contactor
[

m3

m3

]

σ Geometric standard deviation of the spray drop size distribution

τ Residence time of a drop, or average residence time of the spray in the contactor [s]

τair Average residence time of air in the contactor [s]

68



Appendix B

Experimental details and procedure

This section documents many experimental decisions and design details related to the construction and
testing of the prototype contactor. It is meant to allow future interested researchers to reproduce or critique
the techniques.

B.1 Physical apparatus

B.1.1 Basic size and structural design

In setting out to build a prototype contactor based on NaOH drops, the nature of drop generation was
central to determining the overall form. Though there are various means of generating small drops at very
small flow rates (electrostatic augmentation of flow from an orifice, sonic disruption of falling streams or
sheets), we reasoned that any full-scale contactor would rely on spray nozzles. To realistically simulate the
conditions in the full-scale system, the prototype would need to accommodate a spray nozzle. Addition-
ally, since the prototype is meant to simulate the average conditions in a very wide, very tall tower, edge
effects should be minimized. That is, distortions to the rate of mass transfer caused by liquid on the walls,
transient spray characteristics (escape velocity and angle from the nozzle), and the collection mechanism
at the bottom should be minimized. Without significant edge effects, the prototype results can more easily
be compared with theory and more justifiably scaled up to a full size contactor.

So the use of a spray nozzle introduces several primary constraints on the structural form of the proto-
type: (1) The tower should be wide enough that most of the spray falls through without hitting the walls,
(2) the length of the fall should be long enough that initial transient conditions as fluid leaves the nozzle
(escape angle and velocity) are relatively unimportant compared with time drops spend falling at terminal
velocity in a uniform pattern, and (3) since some spray inevitably hits the walls, this portion of the flow
should be measurable for analytical reasons.

Though nozzles with narrow (15-30◦) spray patterns are available, wider patterns are much morecom-
mon, starting with 60◦ patterns (both of the nozzles ultimately used for data collection were 60◦ nozzles).
All told, we seemed to require a tower diameter of at least 1 m and fall distance of several meters. Addi-
tionally, smooth, straight walls would aid measurement of flow hitting the walls.
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Figure B.1: Dimensions, layout, and labeling of major components of the final prototype design. Dimen-
sions given in inches except where noted.
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Figure B.2: Photograph of completed prototype structure.
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Figure B.3: Lining the inside of the Sonotubes with PVC sheets.

The completed prototype (depicted in figuresB.1andB.2) includes a long, cylindrical “reaction cham-
ber” capped at the top by a permeable fabric sheet (the “laminizer”) and at the bottom by a short, larger-
diameter cylinder (the “donut”) and conical spray collection assembly (the “cone”). Liquid enters through
a spray nozzle mounted just under the laminizer and is collected to a reservoir from the bottom of the cone.
Air enters though the laminizer and leaves through four ducts attached to the top of the donut. The ducts
lead to a filter box which is in turn attached to a blower. The entire unit is relatively well-sealed against
air and liquid escaping and the blower keeps it all at negative pressure, further insuring against fugitive
emissions.

For the reaction chamber we considered various wood-frame assemblies with plastic film or plastic
sheet skin and prefabricated plastic tanks, but ultimatelychose to construct the main body out of Sono-
tubes, heavy-duty cardboard tubes used as forms for pouringconcrete columns. The Sonotubes provided
stiff, precisely cylindrical walls that would stand up to negative pressure and support the top-mounted
spray apparatus structurally.

The largest Sonotubes available had a 4 ft inner diameter and4 ft length. Three lengths were fastened
together with a fiberglass and epoxy wrap to produce a 12 ft total height of the reaction chamber. The
Sonotubes were lined with 1/8 in-thick PVC sheets which wereaffixed to the waxed cardboard interior
surface with epoxy (see FigureB.3). Silicon sealant was used to fill the seams. Once the Sonotubes were
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Figure B.4: Two cranes lift the reaction chamber up and then orient it vertically to be dropped on to the
support structure. The cone, resting on the ground, is also visible.
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Figure B.5: Tower support structure
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fastened together and lined, the reaction chamber was lifted by crane and placed onto the frame, a sparse
truss-like structure of 1x3 in (nominal) pine boards (see FigureB.5). The donut, also suspended from the
frame, is plywood and pine-board frame with 1/8 in PVC interior walls. The cone was constructed of two
custom-cut PVC sheets folded into shape and fixed together with stainless steel bolts and sealant. The very
tip of the cone is a standard polyethylene funnel fitted with aflexible 1 in diameter tube by hose clamp.

The bottom of the reaction chamber is positioned 4 in below the top of the donut so that air leaving
the reaction chamber is forced to make a sharp U-turn and travel upwards a short distance, shedding most
of the entrained drops, before entering the particle trap. The cone is set at a 45◦ angle with respect to
the horizontal to minimize splashing (and creation of fine mist which may bias the rate of CO2 uptake)
at the bottom of the reaction chamber. Also, since the flow lines of process air pass into the donut above
the cone, we reason that edge effects as the spray hits the bottom will have a negligible impact on mass
transfer.

A lip on the bottom of the inside wall of the reaction chamber collects solution running down the walls
and channels it to a separate return-flow tube that exits through a hold in the cone. The lip is a 1 in diameter
flexible tube cut in half to form an open-top channel, and slightly sloped so that collected fluid drains to a
single dedicated return-flow tube attached to the bottom of the channel. The separate return flow for fluid
hitting the walls allows for measurement of the relative fraction of spray hitting the walls as opposed to
remaining as drops through the reaction chamber.

B.1.2 Materials compatibility

Since the working solution would be strong caustic (up to 20 wt%, pH 14.7), we required materials that
would stand up to caustic for several cumulative days of running time. Fortunately, most plastics have
excellent caustic compatibility, including the most common and inexpensive varieties, like polyvinyl chlo-
ride (PVC) and polyethylene (PE). Most of the wetted surfaces in the prototype were constructed of PVC.
Portable PE gasoline cans served as convenient solution reservoirs and storage containers. Most tubing
was PE or nylon, and fittings were stainless steel Swagelok. The wire mesh particle trap was constructed
of stainless steel wool and the spray nozzles and some miscellaneous fasteners were also stainless steel.
A chemical-resistant pump head and an off-the-shelf silicon-based sealant completes the list of wetted
materials (the sealant was not explicitly resistant to caustic but it was tested and did not visually degrade
after several days of submersion).

B.1.3 Air handling and air safety

As in a full-scale contactor, the prototype has a forced-airsystem which is meant to move air uniformly
through the tower co-current with the spray and employs a particle trap to keep a significant fraction of the
working solution (in the form of very fine droplets) from leaving the system with the outlet air. See Figure
B.6 for a diagram. The prototype had the additional constraint that experimenters working and breathing
close to the prototype should not be exposed to hazardous levels of caustic particles. OSHA standards for
airborne concentration of caustic solution were used as a guide.
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Figure B.6: Flow diagram of liquid and air systems in the finalprototype design.
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The prototype has three particle filters. Process air leavesthe main body of the prototype through four
4x8 in rectangular openings in the top of the donut, spaced evenly around the perimeter. The primary
particle trap is housed in each opening. Most of the volume ofentrained liquid is caught here and drips
down to the cone to join the bulk of the return flow. This filter is considered analogous in function to the
particle trap that would be required in a full-scale system.

Past the primary particle trap, air enters 8 in diameter flexible ducts attached to each opening and
then a custom-built filter box. The filter box houses two additional filters for safety reasons. The first
is a standard fabric home furnace filter which acts as an inexpensive pre-filter. The second is a micro-
glass media, mini-pleat duct filter rated for> 95% removal ofPM2.5 (Filter Group catalog # 40102). Air
leaving the filter box travels through a pair of ducts to the blower, which vents to the room. Considering
the efficiencies of the particle traps and a conservative estimate for the concentration of entrained fine
particles, air leaving the blower should have caustic particle content well below (by perhaps an order of
magnitude) OSHA standards.

B.1.4 Liquid handling

The design goal of the liquid system provides the necessary flowrate of NaOH solution to the nozzle at
sufficient and adjustable pressure, allowing measurement of the flowrate and pressure at the nozzle. Also,
since CO2 absorption by the portion of fluid hitting the walls of the reaction chamber is not counted in
most calculations, the flow on the walls should be measurableso that it can be subtracted out.

A schematic of the liquid system is shown in FigureB.6. For most trials, the liquid handling system
was arranged as shown in a simple loop with a reservoir at the bottom, so that the working solution is
recirculated. Reservoir residence times were 3–15 minutes. Most of the system is comprised of 3/8 in
nylon tubing with stainless steel Swagelok valves and fittings. Additional branches of the system (not
shown) allowed for in-line sample collection, rinsing, andsolution transfer between reservoirs.

A pump was required to provide up to 6 L/min of flow at a total head of up to about 650 kPa (lifting
6 m, a target maximum nozzle pressure of 550 kPa, and frictional losses). A centrifugal pump was first
tried. Though it was rated for far higher flows, it could not reach pressures at the nozzle above 300 kPa.
A rotary-vane pump was then used and achieved higher pressures. However, pump performance was not
consistent, and with the high-flow nozzle, the highest pressure reliably achieved was 380 kPa. This limited
the range of pressures tested on the high-flow nozzle, although the pump was rated for more than 800 kPa.
Air entrained in solution seemed to cause vibration and reduced performance. Measures such as arranging
the return flow line to minimize splashing in the reservoir improved this.

Eight different nozzles were tested for use in the prototype. Nozzles were visually observed spraying
water from a height of 3 m, and seven of the eight were also characterized with a Malvern laser diffraction
spray analyzer. The two with the smallest mean drop size wereselected for use in experiments. Both
nozzles have full-cone spray patterns.
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B.1.5 Measurement

The primary goal of the experiments was to calculate pumpingenergy, fan energy, and water loss per unit
CO2 captured. Accordingly, the quantities we meant to measure were:

1. CO2 uptake

2. liquid flow rate

3. liquid line pressure

4. air flow rate

5. air pressure drops

6. inlet temperature

7. inlet humidity

8. outlet temperature

9. outlet humidity.

CO2 uptake was primarily measured by real-time monitoring of the CO2 concentration in air, alternately
at the inlet and outlet of the reaction chamber. Measurementpoints are shown in FigureB.7. Air was
pumped continuously from the end of a 1/4 in PE tube inserted at the measuring point through a LiCOR
infrared CO2 analyzer. A computer connected to the LiCOR recorded the CO2 reading in ppm every
second. This yields a (∼ 3 second delayed) time series of CO2 concentration at the sampling point.
Sampling background at the tower inlet was straightforward. Some concerns, however, were raised about
whether outlet concentration at any given sample point is representative of the average rate of CO2 capture.
Hence, six different points at the outlet were tried. Sampling directly in the reaction chamber proved
problematic as drops would get pulled into the sampling tubeand bias the measurement. Sampling in the
donut appeared to be the most reliable approach. Agreement between the two sampling points and among
different depths of tube insertion (5, 10, and 20 cm) was good(the differences were not distinguishable
from noise). Agreement between the donut and duct measurements was also good. Measurements from
the box and blower tended to run higher (indicating less CO2 absorption) than donut measurements in
some trials. This is probably explained by dilution of the process air with room air through leaks in the
box and duct connections. Overall, the data used in final calculations appear to be valid representations
of average outlet concentration. As a double-check on the LiCOR readings, the quantity of CO2 absorbed
into solution for some trials was measured also with a Total Organic Carbon analyzer so that results could
be compared.

Total liquid flow rate was measured with an inline digital turbine flowmeter for some trials. When
this was not available, total flow was estimated from manufacture specifications for the nozzle at the
given pressure. Flow of the active spray was taken to be the difference between total flow and dribbler
flow. Dribbler flow was measured for some trials by diverting the flow to a 2 L graduated cylinder for
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Figure B.7: Sampling points of CO2 concentration in air. Arrows indicate position of the end ofthe
sampling tube. Multiple locations for outlet concentration were tested and compared.
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a measured time. Dribbler flow for other trials with the same nozzle was extrapolated from these data.
Liquid line pressure was read from an inline pressure gauge.

Air flow velocity was measured with a hot-wire anemometer inserted into the ducts between the donut
and the filter box. Velocity measurements were made at 2-5 cross-sectional depths in each of the 4 ducts.
The values were stable over time and across spray conditionsbut varied by up to twenty percent among
ducts and depths. Using the arithmetic average velocity andcross-sectional area of the ducts, the volumet-
ric flow rate was calculated.

The air pressure drop across the tower was measured with a simple water-in-tube manometer open on
one side to the air and on the other side inserted in a duct justafter the primary particle trap. Thus the
measured value includes pressure drop across the particle trap, frictional losses through the tower, and the
(small) pressure drop across the laminizer.

Inlet and outlet temperature and relative humidity were measured with a handheld digital temperature
and relative humidity meter.

B.2 Experimental Procedure

In all, we ran 12 trials with NaOH solution spraying and CO2 monitoring. Variations among the trials
included:

1. Spray nozzle: either high-flow or low-flow nozzle.

2. Solution concentration: 0.33, 1.33, or 5 M.

3. Liquid pressure at the nozzle: 550 kPa for the low-flow nozzle, 140, 240, 340, or 380 kPa for the
high-flow nozzle.

4. Spray mode: continuous spraying or periodic switching (spray on, spray off).

5. Refinements of the apparatus and measurement techniques.

The first 5 trials were run in a continuous mode, where first theair flow was turned on, and then the spray
was turned on and left running for 10–30 minutes. The outlet CO2 appeared to reach steady state after 5–
15 minutes. Once at steady state, inlet and outlet temperature and humidity were measured. The solution
was recirculated to allow long run times with a manageable volume of solution. Periodic samples of the
solution were taken in order to measure the carbonate concentration in liquid at various times during the
course of the trial. The continuous mode allows comparison of the CO2 absorbed as indicated by the outlet
CO2 concentration with the CO2 measured in liquid samples. It does not, however, allow separation of
CO2 absorbed by spray from CO2 absorbed on wetted walls of the reaction chamber or other surfaces.

Trials 6–12 were run in a switching mode, which allowed precise isolation of absorption by spray. After
an initial period with the spray on to reach steady state, we would turn the spray of for 1-3 minutes then
back on for 1-3 minutes. Typically we would run several such cycles and then change some conditions,
such as the CO2 measurement point or nozzle pressure, and then run another set of cycles.
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In order to calculate CO2 absorbed, outlet CO2 concentration must be subtracted from background.
This posed some challenges because background CO2 sometimes varied dramatically, with spikes and
drift on a time scale of 10 seconds to many minutes. These variations were often similar in magnitude to
the absorption signal (4–50 ppm). Much of this appeared to bedue to local variation from the ventilation
system and from experimenters breathing near the inlet. We reasoned that connecting the inlet to the
outside air would stabilize the CO2 background. In fact outside concentration was at least as variable as
inside concentration, perhaps due to signals from cars, plants, and drift from diurnal variation. The most
stable background was achieved in trials 8–12 when the inletwas placed in a corner of the room and all
experimenters stayed at the base of the tower, separated by about 3 m in height and 5 m in lateral distance
from the inlet. Repeated measurements of the same conditions over time and across trials were largely
consistent, so we were generally able to overcome background variation.

Variation of absorption by NaOH concentration was measuredby running separate trials, changing
the working solution but holding other conditions constant. The main confound to this approach is that
different concentrations have different densities and viscocities, so the drop distribution was different
among the trials. The measured differences in CO2 absorption are thus due to both changes in the reaction
rate of CO2 hydrolysis and to differing drop size.

Variation of absorption by nozzle pressure was measured by changing the pressure (by adjustment of
a needle valve) within the same trial. Using manufacturer data for changes of drop size and flow rate with
pressure, the effect of drop size on absorption was inferred. The calculation is distorted by the use of 1.3
M NaOH solution instead of water, which is what the manufacturer data apply to. However, since the
solution is constant for the three pressures, the trend should be similar as for water.

B.3 Data Analysis

In the continuous mode trials, data were relatively easy to analyze when significant drift was not present.
FigureB.8 shows the CO2 concentration over a such a trial. The difference between the average back-
ground concentration and average steady-state outlet concentration gives the rate of CO2 absorption. Some
subjective judgment is required to choose the bounds of eachperiod to average over. Periods were chosen
to exclude transient regions between measuring states and regions which appear excessively noisy.

We have samples of the solution taken periodically through some of the trials, including the one shown
in FigureB.8, Trial 2. The CO2−

3 concentrations in those samples were measured with a Shimadzu Total
Organic Carbon (TOC) analyzer after dilution and partial neutralization of the remaining NaOH. The
results are shown in FigureB.9. If the rate of CO2 uptake is taken as roughly constant, we would expect
carbonate (CO2−3 ) concentration in solution to increase linearly with operating time, assuming a constant
solution volume. But the solution volume changes due to evaporation (and entrainment and solution stuck
on surfaces, but we take these to be comparatively minor). Using the measured evaporation rate from
Trial 3 (which had similar conditions) to adjust the solution volume over time, we can make a prediction
of CO2−

3 concentration based on the LiCOR measurements. This prediction is shown along with the TOC
measurements in FigureB.9.

For Trials 6–12, a more nuanced method of analysis was needed. The procedure in these trials involved
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Figure B.8: Measured CO2 concentration during a portion of Trial 2. Horizontal linesindicate the average
value over the time span of the line. The difference between background and steady state outlet concen-
tration represents the rate of CO2 absorption into solution. “Switch to...” refers to changing the point of
measurement, which begins in the outlet position.
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Figure B.9: CO2 absorbed during Trial 2: comparison of two measurement methods. The solution starts
with a nonzero carbonate concentration because of absorption during the previous trial. The Y-intercept of
the LiCOR calculation is adjusted to match the first TOC sample in order to account for this initial carbon
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Figure B.10: Measured CO2 concentration during a portion of Trial 11. Horizontal lines indicate the
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periodic switching of the spray on and off. This allowed better separation of the spray signal from back-
ground variation and from absorption by the wetted walls. Additionally, the magnitude of the spray signal
in some of these trials was much smaller, 4–15 ppm instead of the 20–40 ppm of earlier trials. Multiple
measurements were required to separate the signal from background noise. FigureB.10shows data from
a typical trial. Substantial subjective judgment is used inchoosing the bounds of each averaging period.
Bounds are chosen to exclude transient effects of when the spray is switched or point of measurement is
changed and to exclude regions of noise or otherwise incoherent signal. Each switching cycle is analyzed
by an average over at least one “spray on” region and one “spray off” region. The difference between a
each pair of averages is taken to be an independent measurement for purposes of estimating uncertainty
bounds. Sometimes multiple averages are drawn for one region because significant drift is visible. Aver-
ages are paired to be close in time and to avoid effects of visible drift. Data where noise or drift renders
peaks incoherent are discarded.

This document, including figures and associated data analysis, was created entirely with free software,
notably LYX, LATEX, Grace, and Linux.
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