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This PowerPoint 2007 template produces a 36”x48” presentation 
poster. You can use it to create your research poster and save 
valuable time placing titles, subtitles, text, and graphics. 

We provide a series of online tutorials that will guide you through 
the poster design process and answer your poster production 
questions. To view our template tutorials, go online to 
PosterPresentations.com and click on HELP DESK.

When you are ready to print your poster, go online to 
PosterPresentations.com

Need assistance? Call us at 1.510.649.3001

QUICK START

Zoom in and out
As you work on your poster zoom in and out to the level that is more 

comfortable to you. 
Go to VIEW > ZOOM.

Title, Authors, and Affiliations
Start designing your poster by adding the title, the names of the authors, and 
the affiliated institutions. You can type or paste text into the provided boxes. 
The template will automatically adjust the size of your text to fit the title 
box. You can manually override this feature and change the size of your text. 

TIP: The font size of your title should be bigger than your name(s) and 
institution name(s).

Adding Logos / Seals
Most often, logos are added on each side of the title. You can insert a logo by 
dragging and dropping it from your desktop, copy and paste or by going to 
INSERT > PICTURES. Logos taken from web sites are likely to be low quality 
when printed. Zoom it at 100% to see what the logo will look like on the final 
poster and make any necessary adjustments.  

TIP: See if your school’s logo is available on our free poster templates page.

Photographs / Graphics
You can add images by dragging and dropping from your desktop, copy and 
paste, or by going to INSERT > PICTURES. Resize images proportionally by 
holding down the SHIFT key and dragging one of the corner handles. For a 
professional-looking poster, do not distort your images by enlarging them 
disproportionally.

Image Quality Check
Zoom in and look at your images at 100% magnification. If they look good they 
will print well. 
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QUICK START (cont.)

How to change the template color theme
You can easily change the color theme of your poster by going to the DESIGN 
menu, click on COLORS, and choose the color theme of your choice. You can 
also create your own color theme.

You can also manually change the color of your background by going to VIEW > 
SLIDE MASTER.  After you finish working on the master be sure to go to VIEW > 
NORMAL to continue working on your poster.

How to add Text
The template comes with a number of pre-formatted 
placeholders for headers and text blocks. You can add 
more blocks by copying and pasting the existing ones 
or by adding a text box from the HOME menu. 

 Text size
Adjust the size of your text based on how much content you have to present. 
The default template text offers a good starting point. Follow the conference 
requirements.

How to add Tables
To add a table from scratch go to the INSERT menu and 
click on TABLE. A drop-down box will help you select rows and 
columns. 

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins.

Graphs / Charts
You can simply copy and paste charts and graphs from Excel or Word. Some 
reformatting may be required depending on how the original document has 
been created.

How to change the column configuration
RIGHT-CLICK on the poster background and select LAYOUT to see the column 
options available for this template. The poster columns can also be 
customized on the Master. VIEW > MASTER.

How to remove the info bars
If you are working in PowerPoint for Windows and have finished your poster, 
save as PDF and the bars will not be included. You can also delete them by 
going to VIEW > MASTER. On the Mac adjust the Page-Setup to match the 
Page-Setup in PowerPoint before you create a PDF. You can also delete them 
from the Slide Master.

Save your work
Save your template as a PowerPoint document. For printing, save as 
PowerPoint or “Print-quality” PDF.

Print your poster
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. Choose 
the poster type the best suits your needs and submit your order. If you submit 
a PowerPoint document you will be receiving a PDF proof for your approval 
prior to printing. If your order is placed and paid for before noon, Pacific, 
Monday through Friday, your order will ship out that same day. Next day, 
Second day, Third day, and Free Ground services are offered. Go to 
PosterPresentations.com for more information.

Student discounts are available on our Facebook page.
Go to PosterPresentations.com and click on the FB icon. 
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The Large Hadron Collider (LHC) is a particle 
accelerator that collides 1 billion particles per second 
[1]. The LHC produces an abundance of data that is a 
mixture of different samples. However, only some of 
the background signals can be modeled by simulation 
and therefore some background is not able to be 
identified in order to subtract away. By utilizing 
machine learning techniques such as neural networks, 
decision trees, etc. one can utilize data generated 
weights in order to achieve a background subtraction 
effect to obtain the underlying desired dataset. 

Abstract

Introduction and Background Information 
Part I

Introduction and Background Information 
Part II

Results

Future Endeavors

With these machine learning algorithms all producing 
fairly accurate results, my future plans are to apply 
these same techniques onto a more realistic data set. I 
will be using a convolutional neural network to 
generate similar weights on a more complicated data 
set. 
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In this toy model, I’m simulating two datasets 
where one is composed of two 2D gaussians, labelled 
as pseudo-data, while the other dataset, labelled as 
monte-carlo, contains only one of the 2D gaussians 
that is shared. This simulates the situation that we can 
only model one of these gaussians accurately with G2 
being the hypothetical background and G1 being the 
underlying data that we want to extract. I utilize the 
K-nearest-neighbors (KNN) algorithm, a neural 
network, and a decision tree to calculate the 
probabilities necessary to generate the weights for the 
data. 
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The KNN algorithm is a supervised machine 
learning algorithm that can be used to solve 
classification problems [2]. The KNN algorithm 
assumes that similar things exist in close proximity 
and by using the euclidean distance formula we can 
find the K nearest neighbors for each point. The 
probabilities are then calculated based on the fraction 
of the neighbors that were either a part of the pseudo 
data or a part of the monte carlo generated data and 
from these probabilities we can calculate weights 
following the equation:
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pd = Pseudo-Data,  mc = Monte-Carlo
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